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Abstract

This paper presents a dynamic approach to the vehicle scheduling problem. We discuss the potential benefit of our approach compared to the traditional one, where the vehicle scheduling problem is solved only once for a whole period and the travel times are assumed to be fixed. In our dynamic approach, we solve a sequence of optimization problems, where we take into account different scenarios for future travel times. Because in the multiple-depot case we cannot solve the problem exactly within reasonable computation time, we use a "cluster-reschedule" heuristic where we first assign trips to depots by solving the static problem and then solve dynamic single-depot problems. We use new mathematical formulations of these problems that allow a fast solution by standard optimization software. We report on the results of a computational study with real life data, in which we compare different variants of our approach and perform a sensitivity analysis with respect to deviations of the actual travel times from the estimated ones.

Introduction

In this paper, we consider a new way of looking at the vehicle scheduling problem, one of the main scheduling problems of a public transport company. In Figure 1 we show the relation between the four operational planning problems in the traditional planning process at a public transport company.

The input consists of decisions about which routes or lines to operate and how frequently. Also known are the travel times between various points on the route. Based on the lines and frequencies, timetables are determined resulting in trips with corresponding start and end locations and times. The second planning process is the vehicle scheduling problem, which we will define in the next section. As a result of solving this problem, we obtain a number of vehicle blocks that essentially correspond to assignments of trips to vehicles. On each vehicle block a sequence of tasks can be defined, where each task needs to be assigned to a working period for one crew (a crew duty) in the crew scheduling process. Rosters are constructed from crew duties during the crew rostering process. Traditionally, this process is done once for every timetable period, but in reality travel times are not fixed which means that the vehicle and crew schedules cannot be executed exactly. This results in trips that start late.
In recent years, it has become much more important for public transport companies to provide an adequate service level to their customers. This is due to privatisation and the growing competition in the public transport market. For instance, in the Netherlands, public transport companies (will) sign a contract with the government to provide transport in a certain area that is valid only for a limited period. The contract specifies minimum service levels. In case these are not met, a fee is due and the contract may not be extended. For example, this can be the case if there are too many delays. So it is very important for public transport companies to build robust schedules that limit the number of possible delays.

Connexion, the largest bus company in the Netherlands, provides services for suburban and interregional transport, especially in highly populated areas with a lot of traffic jams. The company experiences a significant number of trips starting late. Therefore, it is studying the possibility of using a dynamic planning process for vehicle and crew scheduling. This has motivated us to develop algorithms to support these processes.

In this paper we only focus on a dynamic approach for vehicle scheduling. The paper is organized as follows. Section 1 deals with the problem definition and discusses the potential benefit of using a dynamic approach for vehicle scheduling. In Section 2 we present a non-standard formulation of the static vehicle scheduling problem. This formulation will reappear in an extended form in Section 3, where we discuss our dynamic approach. We present results of computations with real life data from Connexion in Section 4. In Section 5 we state our conclusions.

1 Vehicle Scheduling Problem

In this section, we discuss the vehicle scheduling problem and the potential benefit of a dynamic approach for solving this problem. Furthermore, we give a brief literature review about dynamic approaches.
1.1 Problem Definition

In the (multiple-depot) vehicle scheduling problem (MDVSP), the total vehicle costs have to be minimized subject to the following constraints:

- every trip has to be assigned to exactly one vehicle;
- every depot has a maximum number of vehicles;
- some trips have to be assigned to vehicles from a certain set of depots;
- every vehicle has its own depot.

The vehicle costs consist of a fixed component for every vehicle and variable costs for idle and travel time. It is allowed that a vehicle returns to its own depot between two trips if there is enough time to do this.

A deadhead is a period that a vehicle is moving to or from the depot, or a period between two trips where a vehicle is outside of the depot (possibly moving without passengers).

1.2 Potential Benefit of a Dynamic Approach

Traditionally, the VSP is solved a few months before the new timetable starts, and it will not be changed for the whole period that the timetable is valid. The disadvantage of this approach is that when the schedules are executed and if there is a delay at a certain moment, the trip following a delayed trip may start late. Of course, one may try to guard against this problem by adding a fixed buffer time to the travel times, but then this buffer will also be present on days that it is not needed, which may cause inefficiencies. The following simple example shows that it may not be obvious how we should choose the buffer times.

**Example 1** We have four trips, 1, 2, 3 and 4, and three locations, A, B and C. Table 1 gives the start time, end time, start location and end location of these trips. We minimize the number of vehicles, while we have only one depot.

<table>
<thead>
<tr>
<th>trip</th>
<th>start time</th>
<th>end time</th>
<th>start location</th>
<th>end location</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9:00</td>
<td>10:00</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>9:15</td>
<td>10:00</td>
<td>C</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>10:05</td>
<td>11:05</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>4</td>
<td>10:15</td>
<td>11:00</td>
<td>A</td>
<td>C</td>
</tr>
</tbody>
</table>

Table 1: Data of the trips

The static optimal solution is that the trips 1 and 3 are assigned to vehicle 1 and vehicle 2 does trips 2 and 4.

Suppose that trip 1 has a delay at arrival of 10 minutes, which means that it arrives at 10:10. Then trip 3 would start 5 minutes late if we use the schedule above. Even if we had added a buffer time of 5 minutes (or less) to every trip, the static optimal solution would not change, which means that trip 3 would still start late. If we had introduced a buffer time of 6 minutes (or more), we would need three vehicles for doing these trips. Also note that
there is a solution for this example, where 2 vehicles are used and there are no trips starting late: vehicle 1 does the trips 1 and 4 and vehicle 2 trips 2 and 3.

If the VSP is solved dynamically, which means that we reschedule a few times per day, we may be able to prevent the delays at the start of a trip in many occurrences.

1.3 Literature Review

To the best of our knowledge, there is no literature about dynamic approaches for the vehicle scheduling problem. Therefore, we only discuss here briefly some literature on solving other optimization problems using a dynamic approach. For a general survey about dynamic and stochastic models, we refer to Powell et al. (1995), who explain why it may be useful to use dynamic models instead of static ones for many problems in the field of transportation and logistics. Furthermore, they discuss a lot of different methods to deal with uncertainty.

Powell et al. (2000) explain that because of randomness in travel times, optimal solutions of crew scheduling and vehicle routing problems, would in reality lead to non-optimality. They argue that it is better to use algorithms that are more local in nature, e.g. greedy heuristics.

In the area of vehicle routing, there is a lot of literature about solving problems with random travel times. Most of the times stochastic programming is used to tackle the uncertainty (see e.g. Laporte and Louveaux (1998)). Recently, Yen and Birge (2000) have used stochastic programming to solve airline crew scheduling problems to get more robust schedules.

2 Static Vehicle Scheduling

In this section, we discuss the static vehicle scheduling problem (S-VSP) and we will present a non-standard mixed integer programming formulation of this problem. This formulation will reappear in an extended form in the next section, where we discuss dynamic vehicle scheduling.

For the single-depot case (S-SDVSP), we can use algorithms described in Fleisch et al. (1995) or Löbel (1997). The multiple-depot case (S-MDVSP), has been shown to be NP-hard by Bertosi et al. (1987). There is a lot of literature on the multiple-depot case. Some models are based on set partitioning formulations (see for example Ribeiro and Soumis (1994)), but most of them are based on multicommodity flow formulations (see for example Löbel (1997) and Mesquita and Paixão (1999)). We will, however, give a formulation that is similar to the formulation proposed by Haase et al. (1999) in the context of integrated vehicle and crew scheduling.

Let $D$ and $N = \{1, 2, \ldots, n\}$ denote the set of depots and trips, respectively. Let $N^d$ be the subset of all trips that are allowed to be assigned to depot $d \in D$, and define $D_i$ as the subset of depots to which trip $i \in N$ can be assigned. Let $r_d$ and $t_d$ denote the source and sink, respectively, of the network corresponding to depot $d$. This is denoted by $G^d = (N^d \cup r_d \cup t_d, A^d)$, where $A^d$ is the set of arcs between two compatible trips in $N^d$, from $r_d$ to every trip in $N^d$ and from every trip in $N^d$ to $t_d$.  


Figure 2 shows an example of such a vehicle network with two depots and 7 trips, where \( N^1 = \{1, 2, 4, 5, 6\} \) and \( N^2 = \{2, 3, 5, 6, 7\} \). Notice that, for reasons of clarity, not all arcs have been drawn.

![Network Diagram](image)

Figure 2: Example - Network \( G^1 \) and \( G^2 \)

Let \( c_{ij} \) be the vehicle cost of arc \((i, j) \in A^d\), which is usually some function of travel and idle time and let \( c \) be the fixed vehicle cost. Furthermore, denote by \( k^d \) the number of vehicles that is available at depot \( d \).

We could now give a typical multicommodity flow formulation of the (S-MDVSP). We will, however, present a different formulation that, in general, requires much less variables at the expense of a relatively small number of additional constraints. This formulation, which is valid under a certain assumption, turns out to be easier to solve when standard mixed integer programming software is used.

The idea is to reduce the size of the arc sets, which may be very large. First of all, we assume that a vehicle always returns to the depot between two consecutive trips if this is possible and not more expensive. In that case, the arc between the trips is called a long arc; the other arcs between trips are called short arcs. If we further assume, that there are no costs involved when a vehicle is idle at the depot, we can delete all long arcs. Let \( A^d_s \), \( d \in D \), denote the part of \( A^d \) without long arcs.

Define \( H^d \) as the set of time points at which a vehicle may leave depot \( d \) to drive to the start location of a trip, i.e., the start time of the trip minus the driving time from the depot to the start location. Furthermore, let \( b^h_i = 1 \) if trip \( i \) is carried out at time point \( h \in H^d \), and \( b^h_i = 0 \) otherwise. Similarly, let \( a^h_{ij} = 1 \) if time point \( h \in H^d \) is between the start and ending time of the deadhead corresponding to arc \((i, j) \in A^d_s \), and \( a^h_{ij} = 0 \) otherwise.

Using decision variables \( y^h_{ij}, (i, j) \in A^d_s \), with \( y^h_{ij} = 1 \) if a vehicle from depot \( d \) is assigned to arc \((i, j) \), \( y^h_{ij} = 0 \) otherwise, variables \( x^h_i, i \in N^d \), with \( x^h_i = 1 \) if trip \( i \) is assigned to a vehicle from depot \( d \), \( x^h_i = 0 \) otherwise, and variables \( B^d \) to denote the number of vehicles used from depot \( d \in D \), the S-MDVSP can be formulated as follows.
(S-MDVSP):

\[
\min \sum_{d \in D} (c_{Bd} + \sum_{(i,j) \in A^d} c_{ij} y_{ij}^d) \tag{1}
\]

subject to \[
\sum_{\{i, (i,j) \in A^d\}} y_{ij}^d - x_{ij}^d = 0 \quad \forall d \in D, \forall j \in N^d, \tag{2}
\]
\[
\sum_{\{j, (i,j) \in A^d\}} y_{ij}^d - x_{ij}^d = 0 \quad \forall d \in D, \forall i \in N^d, \tag{3}
\]
\[
\sum_{d \in D} x_{ii}^d = 1 \quad \forall i \in N, \tag{4}
\]
\[
\sum_{i \in N} t_{ih} x_{ii}^d + \sum_{(i,j) \in A^d} a_{ij}^d y_{ij}^d \leq B^d \quad \forall d \in D, \forall h \in H^d, \tag{5}
\]
\[
B^d \leq k^d \quad \forall d \in D, \tag{6}
\]
\[
x_{ii}^d \in \{0, 1\} \quad \forall d \in D, \forall i \in N^d, \tag{7}
\]
\[
y_{ij}^d \in \{0, 1\} \quad \forall d \in D, \forall (i,j) \in A^d. \tag{8}
\]

The objective function of this formulation is trivial. Recall, however, that we can ignore the long arcs because of the assumption that there are no costs involved when a vehicle is idle at the depot. Constraints (2) and (3) assure that each trip is assigned to exactly one predecessor and one successor if this trip is assigned to depot \(d\). Furthermore, constraints (4) assure that every trip is assigned to exactly one depot. Constraints (5) state that the number of vehicles used from depot \(d\) should be at least the number of vehicles needed for trips and deadlines at any time point \(h \in H^d\). It suffices to consider only time points in \(H^d\), since only at these time points the number of vehicles in use can increase, i.e., a departure from the depot may occur. Moreover, if there are two consecutive time points in \(H^d\) between which no arrival at the depot can occur, then the number of vehicles at the latest time point is at least the number of vehicles at the earlier one. This means that the constraint for the earlier time point can be left out. Finally, constraints (6) assure that the number of vehicles used by a depot is not more than the number that is available.

3 Dynamic Vehicle Scheduling

In this section, we consider the following dynamic approach to the vehicle scheduling problem: at certain moments in time, we construct a schedule for the next \(l\) time units, where we take into account those decisions already made earlier that can not be changed anymore, and we also take into account in some way the future after the next \(l\) time units. In Figure 3, we show the same example as in Figure 2, where \(T\) is a point in time where we construct a schedule for the period \([T, T + l]\). Note that we have drawn two nodes for every trip, namely one corresponding to the start and the end time of the trip. We have already constructed the vehicle schedule up to time point \(T\), so for that part of the schedule we only draw the arcs corresponding to the choices made. The decisions we have to make for the current period are which vehicle will do trip 4 and which one trip 5. Of course, we can only choose
vehicles from depot 1 for trip 4. When making these decisions, we already take into account, in some way, the network after $T + l$.

![Diagram](image)

Figure 3: Example - Network $G^1$ and $G^2$ including the time points $T$ and $T + l$

Our crucial assumption is that the travel times in the period $[T, T + l]$ are known with complete certainty. For the travel times after this period, we assume that we have information in the form of a number of possible scenarios, each with a certain probability of occurrence. These scenarios and the associated probabilities could be based on historical data, on subjective expert opinions or a combination of both. Note that one may choose to aggregate the scenarios into a single average scenario. Also note that in case no scenarios are available at all, one can still apply a dynamic approach in which the travel times after the next $l$ periods are simply taken equal to the standard times that one also used in the static problem.

After the $k \leq l$ time units have passed, we repeat the above procedure.

The optimization problem that we have to solve repeatedly is a stochastic programming problem if we explicitly consider multiple scenarios for the future travel times. In the case that we consider only a single scenario with average or standard travel times, we have to solve a sequence of static vehicle scheduling problems. In Subsections 3.1 and 3.2, we discuss the mathematical formulation and our solution method for the single-depot case, respectively. Finally, we discuss the multiple-depot case in Subsection 3.3.

### 3.1 Mathematical Formulation (Single-Depot)

We will formulate the problem that we want to solve at time point $T$, where we schedule for the period $[T, T + l]$ and we use scenarios for the period after $T + l$. Let $\mathcal{S}$ denote the set of scenarios (where possibly $|\mathcal{S}| = 1$, i.e., we also consider the case with a single scenario). We again denote by $\mathcal{N}$ the set of trips and we define for every scenario $s \in \mathcal{S}$ a network $G^s = (\mathcal{N} \cup r \cup t, A)$ where $r$ and $t$ are respectively the source and the sink corresponding to the depot and $A$ is the set of arcs between two trips, from $r$ to every trip and from every
trip to $t$. Furthermore, denote by $A^*$ the set of arcs without long arcs, by $A_1$ the subset of $A^*$ that corresponds to the period $[T, T + l]$, which is the following set:

- $(r, j)$, if the start time of trip $j$ minus the travel time from the depot to the start location of trip $j$ is in the period $[T, T + l]$;
- $(i, j)$, if the end time of trip $j$ minus the travel time from the end location of trip $i$ to the start location of trip $j$ is in the period $[T, T + l]$;
- $(i, t)$, if the end time of trip $i$ is in the period $[T, T + l]$.

In the same way, we can define $A_2$ as the subset of arcs corresponding to the period after $T + l$. Also define $p_s$ as the probability of scenario $s$ occurring and define $c_{ij}$ and $c'_{ij}$ as the cost of arc $(i, j)$ in respectively period $[T, T + l]$ and the period after $T + l$ in scenario $s$. Here, the cost of an arc is a function of travel and idle time if the time between the trips $i$ and $j$ is nonnegative and otherwise it is a function of the delay or a sufficiently large number if delays are not allowed. Notice that by defining the cost in this way, we can use the same set of arcs for all scenarios. As before, we define $c$ as the fixed vehicle cost and $k$ as the number of vehicles that is available. Define $H$ again as the set of time points at which a vehicle may leave the depot to drive to the start location of a trip. Let $a'_{ijh} = 1$ if time point $h \in H$ is between the start and ending time of the deadhead corresponding to arc $(i, j) \in A^*$ in scenario $s$, and $a'_{ijh} = 0$ otherwise. Notice that this is the same for all scenarios $s \in S$ in period $[T, T + l]$. Furthermore, let $b^h$ be the number of trips that is carried out at time point $h$ in scenario $s$.

We use decision variables $z_{ij}$ and $y_{ij}^h$, where $z_{ij} = 1$, if arc $(i, j)$ is chosen in period $[T, T + l]$, $z_{ij} = 0$ otherwise and $y_{ij}^h = 1$, if arc $(i, j)$ is chosen after $T + l$ in scenario $s$, $y_{ij}^h = 0$ otherwise. Furthermore, we also use $B^s$ as decision variable for the number of buses in scenario $s$. Then we get the following 0-1 program, where we minimize the expected vehicle and delay costs.

(D-SDVSP-T):

$$\begin{align*}
\min & \quad c \sum_{s \in S} p_s B^s + \sum_{(i, j) \in A_1} c_{ij} z_{ij} + \sum_{s \in S} p_s \sum_{(i, j) \in A_2} c'_{ij} y_{ij}^s \\
\text{subject to} & \quad \sum_{i \in (i, j) \in A_1} z_{ij} + \sum_{j \in (i, j) \in A_2} y_{ij}^h = 1 \quad \forall s \in S, \forall j \in N, \\
& \quad \sum_{j \in (i, j) \in A_1} z_{ij} + \sum_{j \in (i, j) \in A_2} y_{ij}^h = 1 \quad \forall s \in S, \forall i \in N, \\
& \quad b^h + \sum_{(i, j) \in A_1} a'_{ijh} z_{ij} + \sum_{(i, j) \in A_2} a'_{ijh} y_{ij}^h \leq B^s \quad \forall s \in S, \forall h \in H, \\
& \quad B^s \leq k \quad \forall s \in S, \\
& \quad z_{ij} \in \{0, 1\} \quad \forall (i, j) \in A_1, \\
& \quad y_{ij}^h \in \{0, 1\} \quad \forall s \in S, \forall (i, j) \in A_2.
\end{align*}$$

Constraints (10) and (11) assure that every trip has exactly one predecessor and one successor in every scenario. Furthermore, constraint (10) guarantees that if a trip $i$ has a
successor \( j \) and \((i, j)\) is in set \( A_1 \), this holds for all scenarios. A similar remark holds for constraint (11) and the predecessor of a trip. Finally, constraint (12) and \( c > 0 \) guarantees that \( B^s \) is the number of vehicles in scenario \( s \).

### 3.2 Solution Method (Single-Depot)

For the single depot vehicle scheduling problem, a solution with possibly some trips starting late can be obtained by solving a sequence of problems (D-SDVSP-T) for different values of \( T \) to optimality. In Figure 4, we give a schematic overview of our solution method.

<table>
<thead>
<tr>
<th>Step 0: Choose initial parameters ( T, k ) and ( l \geq k ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Solve problem (D-SDVSP-T) for period ([T, T + l]) Update ( T: T := T + k ).</td>
</tr>
<tr>
<td>Repeat step 1 until the end of the day.</td>
</tr>
</tbody>
</table>

Figure 4: Solution method for D-SDVSP

We use the CPLEX MIP solver to compute an optimal solution for problem (D-SDVSP-T).

Notice that if we take a larger value for \( l \) the assumptions are less realistic, because we assume that the travel times are known for the period \([T, T + l]\) at moment \( T \). Furthermore, if \( l \) is small we almost optimize in real time. Furthermore, we found that, in our experiments, solving the LP-relaxation often resulted in an integer solution. Of course, if we have only one scenario this problem is equivalent to the static SDVSP, which is known to be solvable in polynomial time.

### 3.3 Multiple-Depot Dynamic Vehicle Scheduling

For the dynamic approach to multiple-depot problems, we can formulate a stochastic programming problem that is a combination of (S-MDVSP) in Section 2 and (D-SDVSP-T) in Subsection 3.1. This formulation is actually given in the next Subsection. It turns out, however, that because of its size, it is hard to solve this formulation exactly in case of multiple scenarios. Therefore we use a so-called cluster-reschedule heuristic. In Figure 5, we give a schematic overview of the cluster-reschedule heuristic.

<table>
<thead>
<tr>
<th>Step 1: Assign the trips to depots by solving (S-MDVSP).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 2: For each depot, apply the dynamic approach of Subsection 3.2.</td>
</tr>
</tbody>
</table>

Figure 5: Solution method for D-MDVSP

In the first step, we assign the trips to a certain depot and in the second step, we solve the (D-SDVSP) for all depots. This means that a trip is assigned to a depot for the whole timetable period and that this cannot be changed anymore. For this reason, this heuristic is very attractive from a practical point of view.
Lower bound

To evaluate the quality of the cluster-reschedule heuristic, we compute a lower bound using Lagrangian Relaxation. Therefore, we use the following formulation, which is a straightforward combination of (S-MDVSP) and (D-SDVSP-T).

\[(D-MDVSP-T): \]

\[
\min_{d \in D} \sum_{s \in S} (c \sum_{(i,j) \in A^d_s} c_{ij}^d z_{ij}^d) + \sum_{(i,j) \in A^d_s} \sum_{s \in S} (p^d s_{ij}^d y_{ij}^d) \]

subject to

\[
\sum_{d \in D} \left( \sum_{(i,j) \in A^d_s} y_{ij}^d \right) - \sum_{(i,j) \in A^d_s} y_{ij}^d = 0 \quad \forall d \in D, \forall s \in S, \forall (i,j) \in A^d_s, \]

\[
\sum_{d \in D} \sum_{(i,j) \in A^d_s} y_{ij}^d = 1 \quad \forall s \in S, \forall i \in N, \]

\[
\sum_{d \in D} \sum_{(i,j) \in A^d_s} y_{ij}^d = 1 \quad \forall s \in S, \forall j \in N, \]

\[
\sum_{i \in N} \sum_{(i,j) \in A^d_s} y_{ij}^d \leq B^d \quad \forall d \in D, \forall s \in S, \forall h \in H^d, \]

\[
B^d \leq k^d \quad \forall d \in D, \forall s \in S, \]

\[
z_{ij}^d \in \{0,1\} \quad \forall d \in D, \forall (i,j) \in A^d_s, \]

\[
y_{ij}^d \in \{0,1\} \quad \forall d \in D, \forall s \in S, \forall (i,j) \in A^d_s. \]

To compute a lower bound, we relax the constraints (22) by deleting them and we associate Lagrangian multipliers \( \lambda_{ij}^d \) and \( \mu_{ij}^d \) with constraints (17) and (18), respectively. Furthermore, we define the corresponding vectors \( \lambda \) and \( \mu \). The Lagrangian subproblem becomes:

\[\Phi(\lambda, \mu) = \Phi_y(\lambda, \mu) + \Phi_z(\lambda)\]

with

\[\Phi_y(\lambda, \mu) = \min_{d \in D} \sum_{s \in S} (c \sum_{(i,j) \in A^d_s} c_{ij}^d z_{ij}^d) + \sum_{(i,j) \in A^d_s} \sum_{s \in S} (p^d s_{ij}^d y_{ij}^d) \]

subject to (19)-(21), (24),

and

\[\Phi_z(\lambda) = \min_{d \in D} \sum_{s \in S} \sum_{(i,j) \in A^d_s} (c_{ij}^d + \lambda_{ij}^d) z_{ij}^d \]

subject to (23),
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where

$$\bar{c}_{ij} = \begin{cases} 
\gamma_{ij} - \lambda_{ij} - \mu_{ij} - \mu_{i} & \text{if } (i, j) \in A^d_1, i \in N, j \in N, \\
\gamma_{ij} - \lambda_{ij} + \mu_{ij} & \text{if } (i, j) \in A^d_1, i = r_d, j \in N, \\
\gamma_{ij} - \lambda_{ij} - \mu_{ij} & \text{if } (i, j) \in A^d_1, i \in N, j = t_d, \\
\gamma_{ij} + \mu_{ij} & \text{if } (i, j) \in A^d_2, i \in N, j \in N, \\
\gamma_{ij} - \mu_{ij} & \text{if } (i, j) \in A^d_2, i \in N, j = t_d. 
\end{cases}$$

Let $\bar{y}(\lambda, \mu)$ and $\bar{z}(\lambda)$ denote optimal solutions corresponding to $\Phi_2(\lambda, \mu)$ and $\Phi_2(\lambda)$, respectively, for given $\lambda$ and $\mu$. Then $\bar{y}(\lambda, \mu)$ is obtained by solving a S-SDVSP for every scenario, and $\bar{z}(\lambda)$ is obtained by pricing out each variable, that is, for each $d \in D$ and $(i, j) \in A^d_1$, $z_{ij} = 1$ if $c_{ij} + \lambda_{ij} \leq 0$ and $z_{ij} = 0$ otherwise.

We use subgradient optimization to solve the Lagrangian dual problem $\max_{\lambda, \mu} \Phi(\lambda, \mu)$ approximately. In the subgradient optimization, we use as upper bound the value of the solution produced by the cluster-reschedule heuristic. However, the gap between the upper and lower bound is already small if we do not use the subgradient algorithm, but just choose the Lagrangian multipliers equal to 0, which is equivalent to deleting the relaxed constraints.

4 Computational Experience

We have evaluated our approach by using data from Connexxion, the largest bus company in the Netherlands. In Subsection 4.1, we discuss the data and the results of the static vehicle scheduling problem and we discuss the results of our dynamic approach in Subsection 4.2. All tests reported on in this section are executed on a Pentium III 450MHz pc with 128Mb of computer memory.

4.1 Data Description and Results S-VSP

In this subsection, we discuss some important properties of the data set. The set consists of 1104 trips and 4 depots in the area between Rotterdam, Utrecht and Dordrecht, three large cities in the Netherlands. On a typical workday, there are a lot of traffic jams in this area, especially during rush hours (in the morning towards Rotterdam and Utrecht and in the afternoon in the opposite direction). Of course, most trips are also during these hours, which can be seen in Figure 6.

In this figure one can also see that the minimum number of vehicles will be determined during one hour in the morning peak (from 7 am until 8 am). Furthermore, it is important to note that not all trips are allowed to be driven by a vehicle from every depot. In fact, almost half of the trips can only be assigned to one depot and only a very small number can be assigned to all depots. On average, a trip can be assigned to 1.71 depots. We do not consider a maximum number of vehicles per depot, but we assume that there are always enough vehicles at the depots. Furthermore, we have historical data concerning the travel times for a period of 10 days (2 weeks from Monday to Friday). These are only the travel times for trips and not for deadheads. Therefore, we implicitly consider the travel times for deadheads as fixed. Notice, however, that a similar approach can also be used if this is not
the case. Furthermore, we assume that the actual travel time of a trip can never be less than the travel time in the timetable. This means that delays are always non-negative and a bus is never too early at the end location. In practice, this will never happen if a driver just waits at each stop until it is time to depart.

We assume that a bus will leave exactly at the start time of a trip if this is possible. Furthermore, we assume that the delay of a trip is independent of the actual starting time of this trip. This is realistic, because the frequencies at the different lines are quite low (e.g. every half hour or hour), which means that the number of passengers does not increase significantly if the trip starts late. This in contrast with urban transport, where the frequencies are typically much higher, e.g. every 10 minutes. Then, if a trip starts more than 5 minutes late, it gets an additional delay that depends on the actual starting time.

We use 10,000 as fixed costs per vehicle and variable vehicle costs of 1 per minute time that a vehicle is without passengers. If we solve this problem by using the static vehicle scheduling problem, we get the solution in Table 2.

<table>
<thead>
<tr>
<th>vehicle costs</th>
<th>1,102,538</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of vehicles</td>
<td>109 (9-5-37-55)</td>
</tr>
<tr>
<td>CPU (sec.)</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 2: Optimal solution of the S-VSP

The numbers between brackets show how the optimal number of vehicles is split over the depots. The computation time is about one minute when using the MIP solver of CPLEX, version 6.5, to solve model (S-MDVSP) in Section 2. Unfortunately, if we use this optimal schedule in practice, i.e. if we apply it on the days for which we have historical data
available, a large number of trips will start late. In Table 3, we show, for the 10 realizations, the percentage of trips that start late and the cost of these delays, when we use as cost function $10x^2$, where $x$ is the time in minutes that the trip starts late. We take a quadratic cost function, because a few small delays are preferred above one large delay. Furthermore, we scale it by a factor 10 to get the delay costs in the same order of magnitude as the vehicle costs. This means that it is better to introduce one vehicle more if a delay of 32 minutes is prevented. As can be seen in the last column, on average 17.2% of the trips is starting late. Furthermore, one can see that there are much less delays on Friday’s (day 5 and 10) compared to the other days.

<table>
<thead>
<tr>
<th>day</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Av.</th>
</tr>
</thead>
<tbody>
<tr>
<td>trips late (%)</td>
<td>20.3</td>
<td>19.2</td>
<td>21.9</td>
<td>18.1</td>
<td>12.3</td>
<td>16.9</td>
<td>14.2</td>
<td>20.3</td>
<td>17.0</td>
<td>11.7</td>
<td>17.2</td>
</tr>
<tr>
<td>costs</td>
<td>124,946</td>
<td>146,354</td>
<td>116,298</td>
<td>89,489</td>
<td>51,098</td>
<td>107,556</td>
<td>85,528</td>
<td>112,676</td>
<td>171,666</td>
<td>59,556</td>
<td>167,836</td>
</tr>
</tbody>
</table>

Table 3: Realizations by using the optimal solution of the S-VSP

Of course, we can reduce these numbers by introducing fixed buffer times. The problem is still static, but we can take care of small delays. Table 4 shows the optimal solution, the average number of trips starting late and the average costs of these delays by using a fixed buffer time of respectively 2 and 5 minutes after every trip.

<table>
<thead>
<tr>
<th>buffer time</th>
<th>no</th>
<th>2 min.</th>
<th>5 min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>vehicle costs</td>
<td>1,102,538</td>
<td>1,135,605</td>
<td>1,189,867</td>
</tr>
<tr>
<td>number of vehicles</td>
<td>109</td>
<td>112</td>
<td>117</td>
</tr>
<tr>
<td>trips late (%)</td>
<td>17.2</td>
<td>7.6</td>
<td>3.3</td>
</tr>
<tr>
<td>delay costs</td>
<td>107,830</td>
<td>55,174</td>
<td>28,424</td>
</tr>
</tbody>
</table>

Table 4: Results of introducing fixed buffer times

It is obvious that the number of trips starting late and the delay costs can be reduced in this way and that the number of vehicles and the vehicle costs increase. But even by introducing 5 minutes buffer time and thus using 8 vehicles more, there is still a significant number of trips starting late and these are most of the time the large delays, which means that the delay costs are still quite high. In the next subsection, we show that our dynamic approach strongly outperforms these results.

4.2 Results D-VSP

In this subsection, we show the results of our dynamic approach and compare it with the results of the static case. We have used the following parameter settings.

- The first period starts when the first vehicle leaves the depot and ends at 7 am. The length of the other periods equal to $l$, where we vary the value of $l$ (1, 5, 10, 15, 30, 60 and 120 minutes).
- Rescheduling only takes place at the start of a period ($k = l$).
• With respect to the vehicle costs, the cost structure is the same as in the previous subsection.

• A cost of 10,000 is incurred for every trip starting late (independent of the size of the delay). For evaluation purposes, we still use the cost function defined in the previous subsection, but our first goal is to minimize the number of delays.

• We consider each of the 10 days for which we have historical data separately. In the case of using multiple scenarios (referred to as I), we took the realizations of the other days as scenarios, where we gave one scenario (the same day but in the other week) a probability of 0.2 and the others a probability of 0.1. So if we optimize day 1, we took as scenarios the realizations of day 2 until day 10, where day 6 has a probability of 0.2 and the others 0.1.

• In the case of a single average scenario (referred to as II), we computed this average scenario by the weighted average of the 9 scenarios as described above.

The average results over all days of the cluster-reschedule heuristic for D-VSP described in Subsection 3.3 are shown in Figure 7. We show the results for the cases I and II, as well for the case where we do not use the historical data (column 0) for different settings of l. In this figure #V means the number of vehicles used, %L the percentage of trips starting late and DC the cost of these delays.

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>0</th>
<th></th>
<th></th>
<th>I</th>
<th></th>
<th></th>
<th>II</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>#V</td>
<td>%L</td>
<td>DC</td>
<td>#V</td>
<td>%L</td>
<td>DC</td>
<td>#V</td>
<td>%L</td>
<td>DC</td>
</tr>
<tr>
<td>120</td>
<td>112.4</td>
<td>2.03</td>
<td>10659</td>
<td>113.3</td>
<td>0.49</td>
<td>1054</td>
<td>113.9</td>
<td>0.81</td>
<td>8022</td>
</tr>
<tr>
<td>60</td>
<td>112.7</td>
<td>3.74</td>
<td>18558</td>
<td>114.5</td>
<td>0.72</td>
<td>1743</td>
<td>115.2</td>
<td>1.36</td>
<td>5780</td>
</tr>
<tr>
<td>30</td>
<td>111.7</td>
<td>5.69</td>
<td>29372</td>
<td>114.1</td>
<td>1.08</td>
<td>4222</td>
<td>115.6</td>
<td>2.19</td>
<td>11458</td>
</tr>
<tr>
<td>15</td>
<td>111.5</td>
<td>9.20</td>
<td>51067</td>
<td>114</td>
<td>1.72</td>
<td>9528</td>
<td>115.8</td>
<td>3.60</td>
<td>25780</td>
</tr>
<tr>
<td>10</td>
<td>111.4</td>
<td>9.47</td>
<td>47578</td>
<td>114.4</td>
<td>1.75</td>
<td>6239</td>
<td>116.3</td>
<td>3.67</td>
<td>22358</td>
</tr>
<tr>
<td>5</td>
<td>111.2</td>
<td>11.04</td>
<td>6476</td>
<td>114.6</td>
<td>1.99</td>
<td>8214</td>
<td>116.6</td>
<td>4.44</td>
<td>25450</td>
</tr>
<tr>
<td>1</td>
<td>111.5</td>
<td>12.23</td>
<td>6543</td>
<td>115.1</td>
<td>2.10</td>
<td>8723</td>
<td>116.6</td>
<td>5.02</td>
<td>27416</td>
</tr>
</tbody>
</table>

Figure 7: Average results D-VSP

One can see that there are still a lot of delays in the case, where we do not consider historical data. Therefore, we will focus in the remaining of the paper on the cases I and II. In Figure 8, we give a more detailed overview of the results for these cases.

It is obvious that the quality of the results decreases if l decreases, because we assume that we know the realizations of the travel times l minutes in advance. Furthermore, we can see that using more scenarios (case I) leads to less delays and most often to less vehicles than case II. So case I clearly outperforms case II. If we compare the results of case I with the results in the previous subsection, one can see that the maximum number of vehicles used is 117 and the maximum number of trips starting late is 3.5% (both for day 1 and l is 1). These numbers are almost equal to the average results of the static case with a fixed buffer time of 5 minutes (see Table 4), which means that we clearly outperform the traditional
### Figure 8: Results D-VSP

| Day 1 |  | Day 2 |  | Day 3 |  | Day 4 |  | Day 5 |  | Day 6 |  | Day 7 |  | Day 8 |  | Day 9 |  | Day 10 |  |
|-------|---|-------|---|-------|---|-------|---|-------|---|-------|---|-------|---|-------|---|-------|---|
| IV | SL | DC | IV | SL | DC | IV | SL | DC | IV | SL | DC | IV | SL | DC | IV | SL | DC | IV | SL | DC | IV | SL | DC | IV | SL | DC | IV | SL | DC |
| 120 | 116 | 0.3 | 660 | 112 | 17 | 1.0 | 1120 | 113 | 1.0 | 260 | 114 | 0.5 | 690 | 120 | 116 | 0.6 | 2420 | 117 | 1.4 | 4250 | 113 | 1.0 | 260 | 115 | 1.0 | 5200 | 120 | 113 | 1.5 | 1250 | 116 | 2.4 | 9230 | 113 | 0.9 | 740 | 115 | 1.5 | 5480 |
| 15 | 117 | 2.0 | 15500 | 116 | 3.2 | 1140 | 113 | 1.5 | 10196 | 116 | 3.5 | 1699 | 10 | 117 | 2.4 | 13010 | 116 | 4.2 | 10020 | 113 | 1.7 | 9110 | 116 | 3.4 | 18440 | 5 | 112 | 3.4 | 17000 | 116 | 4.9 | 15340 | 114 | 1.2 | 4190 | 117 | 3.3 | 15720 | 1 | 117 | 2.5 | 18150 | 116 | 5.5 | 17560 | 116 | 1.4 | 7280 | 117 | 4.6 | 18550 | 120 | 112 | 0.6 | 1200 | 113 | 1.6 | 6788 | 112 | 0.5 | 610 | 113 | 0.5 | 550 | 120 | 113 | 0.4 | 1720 | 114 | 1.2 | 2839 | 114 | 0.5 | 520 | 115 | 1.5 | 2610 | 120 | 113 | 1.0 | 2260 | 115 | 1.6 | 2912 | 114 | 0.8 | 5599 | 116 | 2.1 | 3670 | 15 | 113 | 1.4 | 23480 | 115 | 3.4 | 9460 | 114 | 1.2 | 6660 | 116 | 3.4 | 12950 | 120 | 113 | 0.9 | 3540 | 115 | 3.0 | 3930 | 114 | 1.0 | 4660 | 117 | 1.6 | 1710 | 5 | 114 | 1.5 | 6460 | 117 | 4.3 | 6396 | 114 | 1.4 | 5750 | 116 | 4.0 | 1660 | 120 | 115 | 2.5 | 5560 | 117 | 4.0 | 5859 | 115 | 1.7 | 6550 | 115 | 4.5 | 16320 | 5 | 113 | 2.5 | 2070 | 116 | 6.0 | 2346 | 116 | 3.3 | 7882 | 117 | 2.3 | 62390 | 120 | 113 | 0.6 | 3960 | 115 | 1.4 | 4990 | 114 | 0.5 | 590 | 115 | 0.6 | 160 | 120 | 113 | 0.9 | 3910 | 116 | 2.3 | 6160 | 113 | 0.2 | 170 | 115 | 0.7 | 639 | 30 | 116 | 2.1 | 8610 | 117 | 3.2 | 9420 | 113 | 1.0 | 2220 | 115 | 2.3 | 6760 | 15 | 115 | 2.3 | 10900 | 116 | 4.1 | 9760 | 113 | 1.6 | 2480 | 116 | 3.2 | 1963 | 10 | 115 | 2.5 | 5660 | 118 | 4.1 | 8060 | 115 | 1.1 | 1650 | 117 | 3.4 | 20380 | 5 | 116 | 2.3 | 5500 | 118 | 4.2 | 7130 | 114 | 1.4 | 2570 | 118 | 4.0 | 6260 | 120 | 116 | 3.8 | 9300 | 117 | 5.3 | 1768 | 115 | 1.6 | 2660 | 118 | 4.0 | 16930 | 120 | 113 | 0.5 | 1260 | 114 | 0.6 | 1310 | 112 | 0.2 | 130 | 113 | 0.4 | 100 | 120 | 114 | 0.4 | 830 | 114 | 0.7 | 1580 | 113 | 1.2 | 3330 | 115 | 0.9 | 3520 | 15 | 114 | 0.7 | 2360 | 114 | 1.4 | 5270 | 113 | 0.8 | 280 | 115 | 1.7 | 4400 | 120 | 114 | 1.4 | 8120 | 115 | 2.5 | 11100 | 114 | 1.3 | 3260 | 116 | 2.5 | 6480 | 15 | 114 | 1.4 | 7440 | 116 | 3.1 | 16460 | 114 | 1.0 | 2820 | 116 | 2.3 | 6280 | 15 | 114 | 1.5 | 8510 | 116 | 3.4 | 18460 | 115 | 1.2 | 2420 | 116 | 2.4 | 6440 | 1 | 113 | 1.5 | 7580 | 116 | 3.5 | 2158 | 115 | 0.9 | 2230 | 116 | 2.8 | 8810 | 1
static solution. Although, we did not optimize on the size of the delays, also the delay costs are clearly lower than in the static case.

In Figure 9, we show the computation time in seconds (column CPU), the number of iterations (iter.) and the maximum computation time of one iteration in seconds (max) for the largest depot. The computation time for the other depots is much smaller than for depot 4.

<table>
<thead>
<tr>
<th></th>
<th>I Depot 4</th>
<th>II Depot 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU iter. max</td>
<td>CPU iter. max</td>
</tr>
<tr>
<td>120</td>
<td>128 10 56</td>
<td>7 10 1</td>
</tr>
<tr>
<td>60</td>
<td>168 19 46</td>
<td>11 19 1</td>
</tr>
<tr>
<td>30</td>
<td>278 37 45</td>
<td>21 37 1</td>
</tr>
<tr>
<td>15</td>
<td>934 71 75</td>
<td>77 71 2</td>
</tr>
<tr>
<td>10</td>
<td>1760 104 56</td>
<td>56 104 1</td>
</tr>
<tr>
<td>5</td>
<td>1271 204 46</td>
<td>108 204 1</td>
</tr>
<tr>
<td>1</td>
<td>5967 861 56</td>
<td>508 857 1</td>
</tr>
</tbody>
</table>

Figure 9: Computation times for D-VSP

Of course, the computation time for case I is much higher than for case II, but it is important to note that the computation time per iteration and per depot is always less than \( l \), which means that this approach makes sense in practice.

Lower bound

In this subsection, we evaluate our cluster-reschedule method for solving the D-VSP by comparing its results to lower bounds per iteration and to the situation where we have perfect information.

Because we use a heuristic in every iteration, it is interesting to compare its results with a lower bound on the optimal solution in each iteration (see Subsection 3.3). Therefore, we give in Figure 10 the relative gap between the lower and the upper bound in the first iteration, where the optimization problem is the most difficult one since it is the largest. Because the gaps are almost the same for the different days, we only show the minimum, maximum and average gap over all days. Since the gap is reasonable small in the first iteration, this gives an indication that the difference between an exact algorithm and our cluster-reschedule heuristic is small in all iterations.

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
</tr>
</thead>
<tbody>
<tr>
<td>gap</td>
<td>3.12%</td>
<td>5.11%</td>
</tr>
<tr>
<td>maximum</td>
<td>3.51%</td>
<td>5.70%</td>
</tr>
</tbody>
</table>

Figure 10: Upper and lower bound in the first period.

Of course, in case of perfect information, which means that we know all realizations of the travel times in advance, we get a lower bound on our problem. In this case, we can
ensure that no trips are starting late and thus we only have to minimize the total vehicle costs. This can be done by a heuristic or exact method. In the first case we first cluster the trips by using solving (S-MDVSP) like in the cluster-reschedule heuristic and then schedule the trips optimally. The results are shown in Figure 11.

<table>
<thead>
<tr>
<th>Day</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>av.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic</td>
<td>117</td>
<td>113</td>
<td>114</td>
<td>116</td>
<td>113</td>
<td>115</td>
<td>115</td>
<td>114</td>
<td>113</td>
<td>114.5</td>
<td></td>
</tr>
<tr>
<td>Optimal</td>
<td>111</td>
<td>110</td>
<td>110</td>
<td>112</td>
<td>110</td>
<td>110</td>
<td>112</td>
<td>110</td>
<td>110</td>
<td>110.6</td>
<td></td>
</tr>
</tbody>
</table>

Figure 11: Results of the heuristic and the optimal solution in the case of perfect information

If we compare the solution of case I in Figures 7 and 8 with the solution above in the case of using the same heuristic as very small. For example, on average we get only 1.1 vehicles more while 2.1% of the trips is starting late if we get the relevant information only 1 minute in advance compared to the situation where we have full information. Furthermore, we can see that the difference between the heuristic and optimal solution with perfect information is on average 3.5%, which is similar as in Figure 10. This means that the solution of the cluster-reschedule heuristic is close to the optimal solution in every iteration.

Sensitivity analysis

In Figure 7, we see that the costs are lower for larger values of $l$. This is, of course, because we assume that the travel times are known (can be estimated without any error) at time point $T$ for the period $[T, T + l]$. Especially for large values of $l$, this assumption may be unrealistic. Therefore, we have performed a sensitivity analysis by considering small deviations of the actual travel times from the estimated ones. We have simulated four times 100 runs of actual travel times, where the actual travel time is drawn from a normal distribution with mean equal to the estimated travel time and variance $\sigma^2$. Furthermore, we still assume that the total delay is nonnegative. In Figure 12, we show the average number of trips starting late ($\%L$) and the average delay costs ($DC$) for case I and II for different values of $l$ and $\sigma$. Note that we take the average results over all days.

It is obvious that the number of trips starting late and the delay costs increase, but they are still much less than in the static case. Of course, it is reasonable that the estimates of the travel times become better if $l$ decreases. Recall that, for $l$ equal to 1, 3.5% of the trips were starting late with a cost of 18,150, while we have better results for $l$ equal to 30 and small deviations from the estimated travel times. Furthermore, if we compare the results of the Figures 7 and 12, one can see that small perturbations have only a small impact on the performance of our method.

5 Conclusion

The results reported in the previous section show that we can reduce the number of trips starting late and the delay costs at the price of using only a few vehicles more if we use our dynamic method instead of the traditional static one. The case where we use multiple scenarios to describe the future travel times clearly outperforms the case with only a single
<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$%L$ DC</th>
<th>$%L$ DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>2</td>
<td>21.3</td>
</tr>
<tr>
<td>120</td>
<td>1</td>
<td>6.8</td>
</tr>
<tr>
<td>120</td>
<td>0.5</td>
<td>3.2</td>
</tr>
<tr>
<td>120</td>
<td>0.25</td>
<td>0.9</td>
</tr>
<tr>
<td>60</td>
<td>2</td>
<td>12.5</td>
</tr>
<tr>
<td>60</td>
<td>1</td>
<td>6.6</td>
</tr>
<tr>
<td>60</td>
<td>0.5</td>
<td>3.3</td>
</tr>
<tr>
<td>60</td>
<td>0.25</td>
<td>1.1</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>12.4</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>6.7</td>
</tr>
<tr>
<td>30</td>
<td>0.5</td>
<td>3.4</td>
</tr>
<tr>
<td>30</td>
<td>0.25</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Figure 12: Average results with extra perturbation $\epsilon \sim N(0, \sigma^2)$

average scenario. However, our method uses the fact that the travel times are known a

certain time before realization. It is obvious that this is only realistic if this time is small,

but even then our method clearly outperforms the static one. Furthermore, the impact of

small deviations from the estimated travel time on the performance of our method is quite

small.

It is very important that the optimization problem in every iteration of our method is

solved quite fast. Therefore, we have not used an exact approach, but a cluster-reschedule

heuristic, where we first cluster the trips using the static VSP and then we dynamically

reschedule the trips per depot. We have shown that the gap between this cluster-reschedule

heuristic and a lower bound on the overall problem is quite small. Finally, we have shown

that also the gaps between the solutions generated by our method and the optimal solutions

with perfect information are reasonable.

For future research, we want to integrate the dynamic vehicle scheduling with crew

scheduling such that the whole process can be done dynamically, which is necessary if this

approach is used in practice.
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