3. A SURVEY OF MULTIPLE CRITERIA DECISION METHODS

In this chapter and in the three subsequent chapters, we deal
mainly with Multiple Criteria Decision Methods (MCDM). In Chapter
6. this analysis results in a description of a new approach:
Interactive Multiple Goal Prograrming (IMGP). Beforehand — 1n
Chapters 4 and 5 - we describe the methods which constitute the
basis for this new approach.

The present chapter is devoted to a survey of multiple criteria
decision methods. In Section 3.1 we explain a number of important
definitions and some basic concepts of multiple criteria decision
making, which is followed in Section 3.2 by the description of a
general framework used to show how these kinds of methods might
help in practical decision problems. In order to know which method
richt be used beneficially in a particular decision problem, the
analyst should first determine the most important characteristics
of the problem. Therefore, before presenting an overview of methods,
we list a number of characteristics of decision problems in Section
3.3. This is followed by a general overview of multiple criteria
decision methods in Section 3.4. In Section 3.5 a more detailed
discussion of the subclass of methods based on mathematical

programming techniques 1s presented. Our main conclusions are given

in Section 3.6.

Ultimately, decision making involves choosing between alter-
native actions (policies, strategies, or simply alternatives). The
set of alternative actions can either be described explicitly -
by describing its elements one by one - or implicitly. In the
latter case, every action is described by a vector x of values of

the instrumental (policy, or decision) variables Xyr eeer X . The
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set of alternative actions (set of admissable alternatives oOr
feasible region) is described indirectly by means of constraints
(restrictions) on the values of the instrumental wvariables.

From the set of alternative actions, one (or in some cases
more than one) alternative must be found which meets the decision
maker's preferences in an optimal (or sometimes if not optimal, at
least in a satisfactory) way. The decision maker's preferences
depend on certain properties (or attributes) of the alternative
actions. These preferences may be considered to be directly related
to the attribute values, or alternatively, as a function of certain

goal variables, which in their turn depend on the value(s) of one

or more attributes. In the case that the set of alternative actions
has been described implicitly, it is rather common to consider

the values of the instrumental variables in a given solution as
attribute values, and thus the goal variables as functions of the
instrumental variables. The preferences can then be considered to
depend either on the values of the goal variables or on the devia-
tions from certain goal values (aspiration levels, targets) aspilred
by the decision maker.

The term cbjective function will be reserved here exclusively
for the function in a mathematical model (describing a certain
decision situation), which is to be optimized. In general, the
objective function serves as a means to optimize the decision
maker's preference function. Depending on the problem formulation
at hand, the objective function may, but does not need to coinc ide

with the decision maker's preference function.
If some aspired goal value is formulated as a constraint, from

which one may deviate through the inclusion of deviational
variables (cf. Section 3.3 and Chapter 4), we will term such a con-
straint a goal constraint (restriction).

An alternative which is described by a set of instrument
values can clearly be represented as a vector in the instrument

value space. This alternative can of course also be represented
by the vector of goal values, attained for this alternative, in
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the goal value space (often but less desirably called the 'objective
function space'). A vector in the goal value space will be referred

to as a solution. 1) Note that an element of the instrument value

(a) Set of alternative actions (b) Associated set of goal

in the instrument value space vectars. Goal vector A'
corresponds with A in in-
strument value space, efc.

Figure 3.1. A set of alternative actions in the instrument value space and the associated goal
vectors in the goal value space

1) The term solution will be reserved exclusively for a vector in

the goal value space. Note, however, that many authors in MCDM
literature also use this term to indicate an element of the

Instrument value space. Here, an element of the instrument value
space will be referred to as the action, i.e. vector of

instruments x, generating a solution g(x) = (g.1 (X) 4o r I (%)) .

In our opinion it is preferable to use different terms for the
elements of these two different spaces.
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space can always be mapped uniquely into the goal wvalue space, but
that the reverse does not necessarily apply. This is because
different actions can result into the same solution. In Figure 3.1
we give an example of a (feasible) set of alternative actions and
the associated set of goal vectors in the goal value space. We
assume two instrumental variables, x, and X r and two goal varia-

1
bles, 9, (X) = X, + X, and 95 (X) = 2xl - X5,

A very ilmportant concept in multiple criteria decision making
is the notion of an efficient (non-inferior, non-dominated, or
Pareto-optimal) solution. This is an element of the set of feasible
solutions for which no other solution in the same set of feasible
solutions can be found to have a better value for one or more of
the goal variables without having worse values for one or more of
the other goal variables. Returning to Figure 3.1 and assuming that
both 9, (x) and 9, (X) are to be maximized, it is easily seen that
(in the goal value space) both B' and C' and all vectors on the
line connecting B' and C' are efficient. Gradually going from C'
to B' gives a better value of 95 (x), but at the price of worsening
the value of g, (x). However, all feasible solutions below the line
B'C' are non-efficient in this case. The problem to find all
efficient solutions is generally referred to as the vector-maximum
proplem.

The concept of efficiency is very useful because it offers a
generally powerful tool to reduce the number of alternatives to be
evaluated by the decision maker. Nevertheless, one should be very
careful with regard to the use of the efficiency concept for the
reduction of the set of alternatives. That is, for a given set of
alternatives and a given set of goal variables, the set of efficient
solutions can, in principle, be calculated. If a new goal variable
1s added, the set of efficient solutions generally grows considerably.
In that case the decision maker will not necessarily choose a
solution which was already efficient before adding the new goal
variaple. Therefore if in a given problem formulation it is not
certain that all the decision maker 's goal variables have been




included, it may be undesirable to limit further analysis tO the set

of efficient solutions.

Another important notion frequently used in multiple criter 1a
decision making is the concept of the ideal solution (see e€.9-
7eleny [1976]).The elements of the ideal solution are the max 1rmam
values of the goal variables which are individually attainable
within the set of feasible actions. In most multiple criteria
decision problems these maxima cannot be attained simultaneouS ly.
Then the term utopia solution (cf. Yu [1973]) better denotes the
true meaning of this concept. The importance of ideal (utopia)
solutions is that they can be used as 'points of reference' £fOr
Judaing alternatives.

In the example underlying Figure 3.1, the ideal solution 1s
defined by 9, (x) = 4 and 95 (x) = 3. In this case a unique action
corresponds with the ideal solution. This action is found by
solving J, (X) = X, t X, = 4 and 9 (X) = 2:><':1 - X, = 3, which gives
x. = 0.5 and x. = 3.5. Clearly, both the ideal solution and the

1 2
corresponding action are infeasible.

As is the case with the set of efficient solutions, the ideal
solution can be found using no information about the decision
maker's preferences other than the knowledge on which goal varia-—

bles are important and whether these should be maximized or
minimized. |

Because generally not all individual maximum goal values can
be attained simultaneously, the decision maker will either have to
be content with a campromise solution or will have to enlarge the
set of feasible actions (by relaxing constraints or by introducing
new actions). In some multiple criteria decision procedures (see *
Section 3.3 and Chapters 5 and 6), the decision maker is repeatedly
confronted with new campromise solutions, on which basis he has to
express his (local) preferences, which are then used to calculate

a new compromise solution, and so forth. These procedures are aimed
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at finding a so-called final (best) compromise solution.

3.2. Decision Problems and Methods

Most methods dealt with in this study explicitly aim at helping
the decision maker (or the group of decision makers) in the decision
making process. As such, these and many other procedures developed
1n econcmics, management science, and operations research are
normative by construction. 'If you accept our propositions, you are
better off to follow our instructions' could be a general slogan
for these approaches. Clearly, the more these propositions correspond
to practical decision problems the higher the chance that a certain
method will be accepted in practice. This is, however, not the only
consideration in evaluating such a method. Many tools developed
for assisting decision making are very powerful and worthwhile
simply because of a number of basic simplifying assumptions (e.q.
the assumption of certainty, transitivity of preferences, etc.).
Thus, depending on the decision situation and the type of decision
asslstance required, a balance between the above factors must be
strived for.

To be able to confront the features of these normative methods
with the needs in practice, we give, in Figure 3.2, a very simplified
scheme of the decision situation of a decision maker who wants to
rely on normative methods. The scheme is very simplified indeed.

The dynamic aspects of a decision process are not indicated; nor

are the organizational (e.g. power structures, hierarchical decision
levels, interactions and communication) and human (e.g. capabilities,
rationality, preference formation) aspects of decision making.
Nevertheless, this scheme helps. to describe the character of these
normative approaches. As shown in Figure 3.2, we assume the decision
maker to be a part of a system (e.g. a firm) which produces (under

the influence of the decision maker, other actors participate in the
system, the environment, and so forth) a constant stream of actions,
which in their turn result in outcomes (e.g. profit, wages, pollution).

These outcaomes are evaluated by the decision maker and other

390



UOTBNJIS UOISIOAP [BoIdA) Y 7' ¢ aInSiyg

o SVEYEYEY -
Sjupdioljipd ™
layjo jo abowt pun| | — —
s95US19 3. d umo [ uoijpnj}is UOISIDBP |
2q 0} S! oym

la>pw uolisiosp

__ A S5005 0 i ~
pup suoop 4o |*
wo3lys [pljusjod

EETEYTET:
SALIDUIB}|D

}dpd D S|
uo14pnyis
uoisioap

S1Y} Yo1ym jo
WajsAs

SOWOD]NO

saoualajold
syundioipipd|”
layjo jo sbow! pup
s9oUa49jald umof

—

uoljpnjis UoISIoap
Sy} 1o} JubA9|al
l¢e—) siupdioipipnd Jsyjo

SoWO D INO ._mm_(—.— mur_o
SUOI{OD JO WDaYYs|
_U__._Cm._On_ Jo mmDE._

i .
i eeuen  STMe suTRe SR SR S R B YR GRS

36



participants, and may thus give rise to pressures to change the
stream of actions in order to improve future outcomes. It then
becomes the decision maker's task to influence the stream of
actions in a way which will meet the desires of the declsion

maker (s), other participants and the system's environment as good
as possible. The decision maker can influence the stream of actions
both directly and indirectly. Directly, by changing his own actions;
indirectly, by asking (if not instructing) other participants to
change their actions in a certain way. Clearly, as long as the
decision maker is not managing a show of puppets, he is not

always certain whether the stream of actions will change in the
indicated way, and if so, whether they will lead to the desired
outcomes. Of course, the decision maker tries to make an appropriate
decision. This will be based on his perception of the possible
streams of actions (and the outcames implied), on the desires and
pressures of the other participants, and finally on the decision

maker's own preferences (see Figure 3.2).

In general, most normative approaches to decision making aim
at assisting the decision maker(s) in one or more of the following

ways :
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Examples are methods which help to find a feasible stream of '

actions and methods which generate new streams of actions.

(b) Clarify the relationships between actions and outcomes

Many kinds of simulation models and econametric models can be

classified under this leading_.

L A ) L 8 L L T L )y L )y ¢ 1 ¢ % . 1. =% ""‘‘¢*- 2§ __J % _'§ ‘;___§ "% °'JT ""F _F '}

A large part of economics and the main parts of operations
research and management science are aimed at providing 'optimal
solutions'. Recently, however, it has been stressed that a
normative procedure does not necessarily have to indicate a

unique, optimal solution (cf. Roy [1976, 1977]).
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For instance, these methods may be used to eliminate a number of

apparently inferior solutions.
Clearly, there seem to be many perspectives for normative decision

methods. Nevertheless, many of the proposed normative methods have
been criticized and have encountered a lot of resistance. Why?
Several methods have evoked much criticism due to the advanced
theoretical nature of these methods which claimed 'to solve all
your problems'. On the other hand, methods have been condemned
campletely because they were erratically used in situations for
which they were neither designed nor suited. Indeed, several
assumptions which are frequently made are rather strong and thus
hard to be met in reality. This has given rise to a lot of principal
questions. Is the relationship between means and ends always
quantifiable? If so, can it be represented by a rigid mathematical
expression? Can all outcomes be translated into a single measure?
What about the preferences of participants other than the decision
maker: can they be ignored, or should they be represented by
restrictions? Is it possible to model 'means' independently of
ends'? Can preferences be represented by a mathematical function
(possibly in one dimension)? Should these methods help to find an
optimal solution, or rather help to improve the decision process?

Detalled discussions on these and related topics can be found e.g.
in Keen [1977], and Lindblom [1959].

Many developments in operations research and management science
look very promising. New methods are created and old methods are
refined and adapted in order to be suitable for decision situations
which were hitherto inaccessibl*e . Also, there are clear tendencies

of the features of these tendencies is the rapid and broad develop—
ment of multiple crlterla decision making theory. Due to their

greater correspondence with real ity, ‘maltiple criteria decision

methods seem to be better suited for assisting the dec:.s:Lon maker
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than single criteria decision methods. However, no decision makexr
can be replaced by any of these methods. No method can prescribe
the best solution in a particular situation. At best, a method can
assist the decision maker by strengthening the basis on which the
decisions are made and by improving the quality of the decision
Process.

OCbviously, for a particular decision problem an appropriate
method should be chosen. In order to facilitate this choice we will
next list a number of problem characteristics, followed by an

overview of available methods.

3.3. Same Characteristics of Decision Problems

Before presenting an overview of multiple criteria decision
methods, we list a number of characteristics of decision problems
by means of which these methods can be typified. Ideally, a
typology of methods should be problem-oriented. The method's
description should thus indicate for which decision situation (s)
the method might be used. Most multiple criteria decision methods
have not yet been described in such a way. The reason is that the
field is not only very rapidly growing, but also - and mainly -
that there is as yet no detailed and generally accepted overview
of the class of decision problems and situations in which multiple
criteria decision methods mj'_ght possibly be used. Studies in this
direction have been initiated by Despontin and Spronk [1979] and
Moscarola [1979].

From the above it is clear that different decision situations
may require different methodologies, although some methods may be
useful in several situations. As shown in Figure 3.3, the class of
Characteristics to be described can roughly be subdivided into
three subsets, describing the data, the information processing
system and the required output (cf. Despontin and Spronk [1979]
and Rietveld [1980]). Without pretending to be exhaustive (which is
clearly impossible), we will describe a number of charasteristics
for each of these subsets,
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Figure 3.3. Some sets of characteristics of decision problems

The relevant characteristics to typify the kind of data
which can be handled by a particular methodology concern the set
of alternative actions, the set of goal variables (including their
relationships with the set of actions) and the nature of the

preference structure(s) of the decision maker (s).

(a) The set of alternative actions
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- this set may be fixed or may change in the course of the
decislion process

an action may be defined as a single action or as a strateqgy,

i.e. a series of coherent actions

- the actions may be described explicitly (one by one) or
implicitly by means of constraints
the feasibility of the actions may be certain or uncertain

- the actions may be well-defined or may be stated in fuzzy
terms

(b) Relevant goal variables and their relationship to the actions
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- this set may also be fixed or may change in the course of the
decision process

- the goal variables may be well-defined or may be stated in
fuzzy terms
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- the relations between goal variables and actions may be deter-
ministic or stochastic
-~ the relations between goal variables and actions may be well-

defined or fuzzy
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- how detailed is the preference information required from the
decision maker (s)?

- which kind of preference structure(s) can be handled?

~ is the preference structure considered to be fixed, or can it
change in the course of the decislion process?

- are one or more decision makers involved?
To characterize the way in which the input data are trans-

formed into answers and advice to the decision maker i.e. the

information processing (see Figure 3.3), the properties of the
method, the demands upon both decision maker and analyst as well

as thelr interrelationships are to be described next.

- 1s it a standard method or must it be adaptéd for each
particular decision situation? _

- is the method easy to use, or does it for example require
that extensive models be built?

— what are the costs to employ the method?

- does the method converge to the desired ' type of output and
if so, how fast? ‘
(e) Demands on the decision maker (s)

- how many decision makers are involved?
- are there one or more hierarchical decision levels involved,
and does such a levél consist of one or several branches?
- 1s the method easy or difficult to understand?
- how much time does the method require from the decision
- maker(s)?
(£) Demands on the analyst (s)

-
1

- how many analysts are to be involved?

- how much of their time is needed? 41



- what kind of training do they need to be able to employ the
method?
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- how many and what kind of questions are to be answered by
the decision maker (s)?

— what kind of information is provided to the decision maker (s)?

- what are the decision maker options to control the solution
process?

- when and how is the analyst involved?

- does the analyst have the possibility to manipulate the
solution process?

Depending on the nature of the decision problem at hand, the
kind of output (see Figure 3.3) expected from a normative decision
method may vary considerably. For many years, most normative
decision methods were built with the aim to provide 'the optimal
solution' for a given decision problem. As pointed out by ROy
[1977], normative methods may also be aimed at reducing the set
of feasible actions (for instance by removing all inferior solutions)
or they may help to construct a preference ranking order of the
set of alternatives. As a purpose in itself, but usually as a
byproduct of serving the other purposes, a normative decision method
may help to structure the decision process and to clarify the
relationships between actions, goal variables and preferences.

In complete accordance with the possibilities listed under

(a) and (b), the action (or set of actions) selected with the help
of the decision method may be feasible with certainty or subject
to uncertainty, and may be well-defined or formulated in fuzzy
terms. The same possibilities hold for the goal values attained
through these actions. Consequently, also the output of a decision

will 'very probably' be 'fairly good'.
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AS mentio_ned above, this list of characteristics is, and can
not be, exhaustive. The closer one looks at particular decision
situations, at the way decision makers solve their problems, and
at the ways normative methods can be used within the solution
process, the clearer it becomes that many situations have their own
typical characteristics. The above list is intended to serve only
as a general typology. In particular problems, other characteristics
may also play a role. For instance, this is the case when we
discuss interactive procedures (Chapter 5) and capital budgeting

problems (Chapter 8).

3.4. A General Overview of Available Methods

Many overviews of available multiple criteria decision methods
have been published (see e.g. Hwang and Masud [1979], MacCrimmon
11973], Nijkamp and Spronk [1979a,1980], Rietveld [1980], Rov
[1971,1977], Starr and Zeleny [1977], and Zionts [1979]. With the
aid of the list of problem characteristics described in the prece-
ding section, the set of available methods mav be subdivided in
several ways. The general overview in this section (as well as
the more specific overview in the next section) is based on the
malin operational options (see also Roy [1977]) which can be chosen
by the analyst. These options are defined as the main approaches
to transform the input data into the desired type of output. In a
particular decision situation, the choice of such an option thus
depends on the type of input data available and on the type of output

desired by the decision maker. We will distinguish between the
following options:

(1). Help to clarify and to structure the decision situation,

(2) Reduce the set of alternatives on basis of verv obvious « prY1Lori
information.

(3) Collect a prirori information about the decision maker's
preferences. Use this information to reduce and to (partially)
order the set of alternatives. Accept the fact that the
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decision maker may judge different actions as incomparable and
that his préferences might be intransitive.

(4) Collect sufficient « prior: information about the decision
maker's preferences to be able to (completelv) order the set of
alternatives and to deduct an (optimal) final solution. Do not
provide for incomparability and intransitiviﬁy :

(5) Confront successively the decision maker with compromise
solutions. Collect the decision maker's (local) preferences with
respect to such a compromise solution and use this information
to calculate a new compromise solution. The decision maker thus
progressively articulates part of his preferences while searching
for a best compromise solution.

Several combinations of the above options do exist. To mention a few

examples, (1) may come prior to any of the other options but it may

also be integrated in and result from the other options; (2) and (5)

are often integrated; and (5) may be used to reduce the number of

alter_native actions to be evaluated bv means of attitude (4).

Within each operational option, one can, as in Section 3.3,
distinguish between deterministic and stochastic methods dealing
with explicitly or implicitly given constraints, etc. Below, we give
a general description of each option, together with an indication

of the kind of methods which are typical for these options.

(1) Clarification of the decision situation

T AN g A i

In general, the proclaimed purpose of multiple criteria
decision methods is to assist the decision maker in choosing
a sultable action or set of actions. Nevertheless , these methods
may also help the decision maker to clarify his perception of
the decision situation. In close co~operation w:Lth the decision
maker, the analyst tries to learn which alternative actions
do exist, how the decision maker's preferences look, and how
these preferences relate to the actions. All these questions

umprove the decision maker's unders tanding of the decision
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problem. In this respect, multiple criteria decision methods are not
principally different from other normative methods. However, the
fact that multiple criteria decision methods explicitly take

account of multiple and mutually conflicting goal variables, defined
by one and sometimes more decision makers, raises some additional
problems. Decision makers do not necessarily know exactly what thevy
want, and even if so, they may not always be willing to express
their desires. If more decision makers and/or other participants

are involved, it may be very difficult to estimate the interpersonal
relationships which might influence the decision situation (cf.
Patton [1978, Chs. 6 and 7]). Thus far, tﬁe theory of multiple
criteria decision making has paid relatively little attention to
these problems. Although a wide body of literature on the psycholo-
gical and organizational aspects of decision making does exist, many
of the reported results from these fields have never, or seldom

been used in normative multiple criteria decision methods. This

may be one reason why same of these - and other normative methods -
have never been, and probably never will be used in practice.
Fortunately, more and more attention is being paid to the psycholo-
gical and organizational side of normative decision making (cf.
Moscarola [1979] and Roy [1977]).

Very few methods and procedures especially intended to help
clarify the decision maker's image of the decision situation exist
apart from the more general 'clarification methods' already mentioned
in Section 3.2. For example, one procedure is to give a spatial
representation of the alternative actions which may be useful e.q.
in location problems with multiple goals. This procedure was used
in a highway location problem. Alternative routes were proposed,
respectively characterized by minimum costs for construction,
maximum scenic attractiveness, minimum disruptiveness, and so forth.
These and the subsequent compromise-locations were shown on trans—

parencies (see Manheim [1966]).
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In many decision situations at least some elementarv
a priori information is available. Even if this information 1s
very simple, it can often be used beneficially in multiple
criteria decision situations. With the help of an evervyday
example, we will show how simple information can be used toO
reduce the nurber of alternatives to be evaluated by the decision
maker. Iet us assume a decision maker, who has to select a new
truck. One example of very simple information may be that the
declsion maker wants a truck of about the correct size, 1.e.
(in his words) that its length should be 20 - 25 feet and 7 ~ 9
feet in width. Obviously, the set of available alternatives can
be reduced drastically by formulating constraints on the size
of the truck to be bought. In fact, formulatina constraints

1s one of the oldest and most straightforward ways to reduce

the number of alternatives to be evaluated by the decision

maker. Constraints may be of different types, i.e. they may

be conjunctive, which means that the alternatives have to satisfy
all constraints, as for example in linear programming, or they
may be disjunctive, which means that everv alternative has to
meet at least one of a series of constraints: 'We generally
accept a proposal for an expansion investment if it has excellent
sales expectations or if it removes important bottlenecks in the
production process'. Continuing our earlier example, the decision
maker might have given the additional information, that his truck
must be as cheap and as powerful as possible. With the help of
this information, the efficiency-concept (cf. Section 3.1) may
help to reduce the number of alternatives to be evaluated in more
detail. Given a set of trucks which only differ with respect

to price and power, all trucks which are non-efficient, and

thus dominated by other trucks, do not have to be evaluated
further by our decision maker. The efficiency-concept has proved
to be extremelv useful, especially in relation to multiple
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objective proocramming methods (see for instance Gal [1977], and
Yu and Zeleny [1975]). l

L I e U U

In this option, which has been developed and promoted by

a.0. Roy (see e.g. Roy [1977]), the analvst only models 'those
preferences he 1s capable of establishing objectivelv and with
sufficient reliability' (ibid, p. 200). In doing so, incompara-
bility of alternatives and intransitivities of preference
relations are not excluded. Rov starts with the 'fundamental
partial comparability axiom', which states that the preferences
for every two potential actions o and o' can be modelled by
exactly one of the following relations: (a) indifference,which
is reflexive and symmetric, (b) strict preference, which is
irreflexive and antisvmmetric, (c) large preference, which is
also lrreflexive and antisymmetric, and (d) incomparabilitv,
which is irreflexive and svmmetric. Thus, in contrast to

utility theory (see option (4)), this approach explicitly
includes incomparability and large preference. The latter is
defined as the case in which one of two actions is not strictlv
preferred to the other, although it is impossible to sav whether
this other action is strictly preferable or whether indifference
holds. Given these concepts, Roy introduced the notion of
outranking relation. A potential action o' outranks the potential
action o 1f the analyst has enough reasons' ... to admit that in
the . eyes of the decision maker o' is at least as good as a...'.
Action o' does not outrank a if'... the arauments in favor of the
outranking proposition are judged insufficient' (in this case

0 1s elther incomparable with or preferred to a'). To include
the case in which the analyst hesitates to either accept or
reject an outranking relation, the-latter notion can be extended
to that of a fuzzy outranking relation (see Roy [1977]), in
which the degree of
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credibility of a certain outranking relation can be ezpressed

by means of a nurber d(o,a'), 0 < d < 1. Several technidques to

establish the outranking relations are discussed LY the same
author, who also shows how the relations can be used (a) to

help to choose a best action, (b) to subdivide the set of

actions in a subset of ‘'good' actions, a set of 'bad' actions,

and a set of actions which are to be examined in rore detail

and (c) to help rank the actions in decreasing order of
preference. All of the procedures are operational (known bv

the names ELECTRE I, II, IIT) and have found various applications,
especially in the French-speakina world (see Roy [Ibid] for

more references).

This option underlies most of the existing normative
decision methods. The usual way to proceed is (in very simply-

fied terms) to model the decision alternatives and the decision

maker's preferences first, and next to calculate the 'optimal’
solution. This 'classical' option has also been chosen in
several approaches to multiple criteria decision makinag. Given
the a priort information (or 'model') of the decision maker's
preferences, several ways to calculate the final solution exist.
One may calculate an index value of each alternative action, one
may maximize a preference function relating to the attributes

or goal variables, one may minimize a distance function (i.e.

a dispreference function) to an ideal point, or one mayv use
other procedures. A more fundamental difference between the
approaches of this class lies in the wavs the decision maker's
preferences are modelled.

One approach to this modelling problem is to infer the
decision maker's preferences from past decisions. Provided that
the decision problem is sufficiently repetitive, data concerning
past decisions and the corresponding attribute values can be

used as inputs for an extrapolation procedure as for .instance
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linear regression and related techniques (see e.g. Dawes [1971]
and Slovic and Lichtenstein [1971]). Surprisingly, even very
simple models of the decision maker's preferences often give
very good predictions of the decision maker's choices in new
situations.

Another way to model the decision maker's preferences is
based on direct questioning. For the case in which there is a
nurber of explicitly given alternatives, the outcomes of which
are random variables, the utility theory developed by von
Neumann and Morgenstern [1953] has been extended explicitly to
a 'multiple attribute utility theory'. Surveys and theoretical
details are given a.o. by Farquhar [1977], Fishburn [1978], and
Keeney and Raiffa [1976]. Once the probability distributions
and the utility function have been assessed, the most preferred
action can be calculated using the customary techniques.
Consequently, most attention has been paid to the techniques
of obtaining information about propabilities and utilities
from the decision maker. The multiple attribute utilitv approach
has a firm theoretical basis and is therefore veryv attractive.
An important axiom underlying multiple attribute utility theory
is that the decision maker's preferences with respect to any
pair of potential actions o and o' can be modelled by means of
the indifference or the strict preference relation mentioned
under (3) above, which moreover are assumed to be transitivity
relations. As argued by Roy [1977] a.o., these assumptions are
rather s trong. Since thlS approach 1s moreover very derandlnd
for the decision maker, it can at best be used only in very
important decisions ' w1th a limited number of mutually corparable

and well-defined dec:Lsmn alternatives plav:mg a role.

(5) Sequential articulation of preferences

Instead of requiring all preference information from the

decision maker prior to calculating the desired soluticn (or
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set of solutions), many procedures gather this information in

a stepwise and iterative manner. As suggested by an overview

of 'sequential elimination methods' (cf. MacCrimmon [1973]),
decision makers in practice do often decide in a stepwise and
iterative way. This phenomenon has been formalized within the
so-called interactive procedures, which operate in an iterative
fashion from one solution (or set of solutions) to another,
quided by the local (i.e. given the current solution) preferences
of the decision maker. Compared with approaches (3) and (4), the

interactive procedures need much less a priori information on the

decision maker's preferences. Moreover, the decision maker
becomes more closely involved in the solution process which may

induce important learning effects. Interactive procedures have

been developed both for problems with explicitly and implicitly
given alternatives. Chapter 5 will be corpletely devoted to a

general discussion and overview of interactive procedures.

3.5. Overview of Multiple CObjective Programming Methods

In this section we present an overview of the class of multiple

criteria decision methods dealing with implicitly given alternatives
(see Section 3.3). These methods are generally based on mathematical
programming methods and are therefore often called multiple objective

programming methods. In the present studv we limit ourselves to
this class of methods and to their applications in capital budgeting

and financial planning. Note that in case alternative capital

investment projects, budgets or financial plans have been described
explicitly, they can quite easily be adopted in a programming
framework. Nevertheless, if only a l:i_mited number of explicitly
given alternatives is relevant, the role of programming methods
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by means of the operational options chosen by the analyst, although
one of them (the partial ordering approach) is not found in multi-
ple objective programming. The other operational options exist in

multiple objective programming and will be discussed next.

(1) Clarification of trade—offs

In single objective proaramming, the calculation of the
optimal solution is generally not considered to be the only
answer to be submitted by the analyst. A presumably more
important question to be answered is what happens if the values
of the instrumental variables differ slightly from their
'optimal' values, or what happens if the availability of
resources changes. These questions are generally tackled by
means of sensitivity analysis, for which many methods offer a
well-developed analytical apparatus. As observed bv several
authors, this apparatus can be veryv helpful in clarifyinag
miltiple criteria decision situations. One straightforward
way is to optimize only one goal variable, subject to constraints
on the values of the goal variables which are not optimized.

A subsequent sensitivity analysis can then be used to clarify
the trade-offs between the various goal variables. For the
linear case, this line of thought has been elaborated by Gal
[1979] and Gal and Nemoda [1972].

(2) Reduction of the set of alternatives on the basis of elementary

a priort information

Obviously, if threshold values of certain goal variables
are stated g przori, these can be formalized quite easily by
means of 'hard' constraints in multiple objective programming
models. Because these constraints co—-determine the feasible
region, one should verify whether the decision maker is certain

about the goal values which are formulated as 'hard' constraints.

That is, goal values which are formulated as 'hard' constraints,
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have absolute priority over all the other goal variables.
Therefore, it is often preferable to formulate desired goal
values as goal constraints (see Section 3.1).

As mentioned in the preceding section, the efficiency
concept has proved to be very useful in nultiple objective
programming methods. The body of literature relating to the
properties of the efficient set under different assunptions
about the feasible region and the nature of the goal variables
is rapidly growing. Moreover, for different problems, proCedures
have been developed to find all elements of the efficient set

or to find a well-defined subset of this efficient set.

A L natnhi IR L el —— -
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orderings

Thus far, this operational option has not been pursued in
muiltiple objective prograrming methods, although some starting
points might be found in the 'fuzzy multiple objective pro-
gramming techniques' discussed by Zimmerman [1978], in which
goal variables and constraints are characterized bv thelr

rembership functions.

(4) Collection of sufficient a priore information to reach an

optimal solution

Many multiple objective programming methods assume the
availability of sufficient a priori preference information to

reach an optimal solution, given the set of feasible actions.
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They do not deal as such with the collection of this information,

but rather with using it to calculate the optimal solution given

the preference Iinformation. The calculation of the optimal solu-
tion can be accamplished along ohe of the following lines:

(@) Maximization of a preference function.

In this case it is assumed that the whole vectcSr of releVént



goal variables can be translated into an unambiguous scalar-
valued preference function by means of a weighing procedure.
The most straightforward weighing procedure is the linear one,
i.e. the preference function is a linear cambination of the
(possibly standardized) goal variables.
(b) Mintmization of deviations from targets.
Here it 1s assumed that the decision maker has specified
certain aspiration or target values of the goal variables.
Discrepancies between the actual goal values and the target
values are penalized by a dispreference or penalty function
which is also to be specified bv the decision maker. Well-
known examples are the quadratic penalty function approach
(see among others Theil [1968]) and goal programming. Both
approaches are attractive because of the use of aspiration
levels which are not uncommon in practice (cf. Chapter 2).
Among these two methods, goal programming is most attractive
because 1t is more flexible than the other approach with
respect to the nature of the preference functions that can be
incorporated, and moreover i1is much easier to use. We return
to these approaches in greater detail in Chapter 4.
(c) Minimization of deviations from ideal solution(s).
In this third approach, an idéal point (as defined in Section
3.1) is calculated after which a dispreference function
(again to be specified by the decision maker) 1s minimized.
This approach is often imbedded in interactive approaches.

We will return to them later.

(5) Sequential articulation of preferences

This option can also be adopted within a multiple objective
programming framework. Especially, many interactive procedures
have been developed. Chapter 5 will be devoted to these inter-
active multiple objective programming methods because, in our

view, they constitute very promising tools for solving multiple
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cbjective programming problems. In Chapter 6 we present our own

interactive multiple objective programming method.

3.6. Conclusion

Normative decision methods are not only useful in helping the

decision maker to choose a suitable action but may also irmprove his
way of viewing the decision situation. Normative decision methods
may be better accepted by the decision maker if the underlying
assumptions do not go too far beyond the decision maker's reality.
For this reason we seek methods that are able to include multiple,
conflicting goal variables. Many multiple criteria decision methods
have been developed for many kinds of decision situations. With

the set of characteristics described in Section 3.3 one might check
for which decision situation(s) a particular method is suited. In
our opinion, five different (although not mutually exclusive)
operational options for the multiple criteria decision problem can
be distinguished. These options are described in Section 3.4.

In the remainder of this study we restrict ourselves to those
decision problems which can be translated as multiple objective
programming methods. Within this class we attempt to combine the
advantages of goal programming (see Chapter 4), with the advantages
of interactive procedures (see Chapter 5). Goal programming closely
corresponds with decision making in practice, but requires a fair
amount of a priorc information about the decision maker's preferen-—
ces. By means of interactive procedures, the decision maker becomes
more closely involved in the solution process while demanding
relatively little a przori information.

The new method, Interactive Multiple Goal Programming, is
described in Chapter 6 and illustrated in Chapter 7. Its merits
for capital budgeting and financial planning with multiple goals
are discussed and illustrated in Chapters 8 and 9.



References

Cochrane, J.L. and M. Zeleny (1973), Multiple Criteria Decision
Making, University of South Carolina Press, Columbia (SC).

Dawes, R.M. (1971), A Case Study of Graduate Admissions, American
Psychologist, pp. 180-188.

Despontin, M and J. Spronk (1979), Comparison and Evaluation of
Multiple Criteria Decision Models, Report 7923/A, Centre for
Research in Business Economics, Erasmus University Rotterdam,
Rotterdam.

Farquhar, P.H. (1977), A Survey of Multiattribute Utility Theorv and
Applications, in Starr, M.K. and M. Zeleny [1977, pp. 59-89].

Fishburn, P.C. (1978), A Survey of Multiattribute/Multicriterion
Evaluation Theories, in Zionts, S., [1978, pp. 181-224].

Gal, T. (1977), A General Method for Determining the Set of All
Efficient Solutions to a Linear Vectormaximum Problem, European
Journal of Operational Research, Vol. 1/5, pp. 307-322.

Gal, T. and J. Nemoda (1972), Multiparametric Linear Prodgramming,
Management Science, Vol. 18/7, pp. 406-421.

Gal, T. (1979), Postoptimal Analvses, Parametric Programming, and
Related Topics, McGraw-Hill, New York.

Hwang, C.L. and A.S.M. Masud (1979), Multiple Objective DecisioOn
Making - Methods and Applications, Springer, Berlin.

Keen, P.G.W., (1977), The Evolving Concept of Optimality, in Starr,
M.K. and M. Zeleny, [1977, pp.31-58].

Keeney, R.L. and H. Raiffa, (1976), Decisions with Multiple Objec-
tives: Preferences and Value Tradeofifs, Wiley, New York.

Lindblom, C.E. (1959), The Science of Muddling Through, Public
Administration Review, Vol. 19, pp. 79-88.

MacCrimmon, K.R. (1973), An Overview of Multiple Objective Decision
Making, in Cochrane, J.L. and M. Zelenv, [1973, pp. 18-44].

Manheim, M.L. (1966), Hierarchical Structure: A Model of Design and

lllll




Moscarola, J.S. (1979), Recherche Opérationelle, Processus de
Décision et Aide 3 la Décision, Université de Paris-Dauphine,
U.E.R. Sciences des Organisations, cahier no. 68.

Neumann, J. von and O. Morgenstern (1953), Theory of Games and
Economic Behaviour, 3th edition, Princeton University Press.

Nijkamp, P. and J. Spronk (1979b), Goal Programming for Decision
Making, Ricerca Operativa, Winter.
Nijkamp, P. and J. Spronk (1979a), Analysis of Production and

Tocation Decisions by Means of Multi-Criteria Analysis,

Engineering and Process Economics, Vol. 4.

Nijkamp, P. and J. Spronk (eds) (1980), Multicriteria Analvsis:
Practical Methods, Gower Press Inc., London.

Patton, M.Q. (1978), Utilization Focused Evaluation, Sage, Beverly
Hills/London.

Rietveld, P. (1980), Multiple Objective Decision Making and Regional
Planning, North-Holland Publ. Co., Amsterdam.

Roy, B.(1971), Problems and Methods with Multiple Objective
Functions, Mathematical Programming, Vol. 1, pp. 239-266.

Roy, B.(1976), From Optimization to Multi~Criteria Decision Aid:
Three Main Operational Attitﬁdes , in Thiriez, H. and S. Zionts,
[1276, pp. 1-34].

Roy, B. (1977), A Conceptual Framework for a Prescriptive Theory of
Decision-Aids, in Starr, M.K. and M. Zeleny, [1977, pp. 179~210].

Slovic, P. and S. Lichtenstein (1971), Comparison of Bayesian and

Regression Approaches to the Study of Information Processing in

Judgement, Organizational Behaviour and Human Performance,
pp. 651-730.

Starr, M.K. and M. Zeleny (1977), MCDM - State and Future of the Arts,
in Starr, M.K. and M. Zeleny (eds), [1977, pp. 5-30].

otarr, M.K. and M. Zeleny (eds) (1977), Multiple Criteria Decision
Making, Vol. 6 in the TIMS Studies in the Management Sciences
Series, North-Holland, Amsterdam.

Theil, H. (1968), Optimal Decision Rules for Govermment and
» Industry, North-Holland, Amsterdam.

26



Thiriez, H. and S. Zionts (eds) (1976), Multiple Criteria Decision
Making, Jouy-en-Josas, France 1975, Springer Verlag, Berlin.

Yu, P.L. (1973), A Class of Solutions for Group Decision Problems,
Management Science, Vol. 19/8, pp. 936-946.

Yu, P.L. and M. Zeleny (1975), The Set of All Nondominated Solutions
in Linear Cases and a Multicriteria Simplex Method, Journal of
Mathematical Analysis and Application, Vol. 49, pp. 430-4638.

Zeleny, M. (1976), The Theory of the Displaced Ideal, in Zeleny, M.
(ed.) 11976, pp. 153-2061.

Zeleny, M. (ed.) (1976), Multiple Criteria Decision Making Kyoto
1975, Springer Berlin.

Zimmermann, H.J. (1978), Fuzzy Programming and Linear Programming
with Several Objective Functions, Fuzzy Sets and Systems, Vol. 1/1,
pp. 45-55.

Zionts, S. (1979), Methods for Solving Management Problems Involving
Multiple Objectives, Working Paper No. 400, School of Management,
State University of New York at Buffalo.

N|



