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SETTING THE STAGE:

THE CYBER SECURITY THEATRE






1. INTRODUCTION

1.1. Introduction

It is June 2017 and I am writing this introduction. The Wannacry and
NotPetya cyber attacks dominate world news and their impact is
colossal. Wannacry infects over 300,000 computers.! NotPetya disrupts
a quarter of the Rotterdam harbour for six days and its total cost
estimations exceed €100 million.2 The world sees, more than ever
before, that cybercriminals can relentlessly punish suboptimal
security. Wannacry and NotPetya also show that there is a problem
with information in cyber security. How can it be that some
organizations suffered huge amounts of damage while others suffered
hardly any harm at all? Apparently, Telefénica, FedEx, Deutsche Bahn,
Maersk, DLA-Piper and Vodafone and many other organisations that
were hit in these sunny days in June did not install the right patch that
could have done the job (and which was already available for a few

months).> But was it really as simple as that? Large organization have

! Lawrence and Robertson (2017)
<https://www.bloomberg.com/news/articles/2017-05-18/the-wannacry-global-
hack-could-have-been-much-much-worse> (accessed 30 March 2018).

2 Verschuren (2017) <https://www.nrc.nl/nieuws/2017/06/27/aanval-met-
ransomware-op-containerbedrijf-haven-rotterdam-a1564693> (accessed 30 March
2018, Dutch); Bekker (2017). <http://www.apmtrupdate.com/update-gate-open-
247-this-weekend-for-truck-import-pick-up-and-export-delivery-at-apm-
terminals-rotterdam/> (accessed 30 March 2018, Dutch); Sedee (2017)
<https://www.nrc.nl/nieuws/2017/06/27/volg-hier-de-ontwikkelingen-rond-de-
wereldwijde-randsomware-aanval-a1564740)> (accessed 30 March 2018, Dutch). I
will use the Wannacry and NotPetya throughout the study as an example to
clarify the nature of cyber risk.

3 Schuetz, Robertson and Grant (2017)
<https://www.bloomberg.com/news/articles/2017-06-28/cyberattack-starts-
causing-real-consequences-with-fedex-ports> (accessed 30 March 2018); Goodin
(2017) <https://arstechnica.co.uk/information-technology/2017/05/what-is-wanna-
decryptor-wcry-ransomware-nsa-eternalblue/> (accessed 30 March 2018); De



to install tens of thousands of patches per year. Installing them all
immediately would significantly hamper business availability and
continuity, possibly more than the attacks they are preventing. An
appropriate cyber security strategy is not straightforward and hence,

organisations have to learn from each other.

Accordingly, the mere examples Wannacry and NotPetya demonstrate
the importance of the studies’ main ambition to analyse the stimulation
of information diffusion in cyber security in order to improve the cyber
security investment strategy of organizations. In the aftermath of these
attacks, a German journalist discovered an interesting detail. The name
‘Petya’ was possibly inspired by the 1995 James Bond film ‘Goldeneye’.
In the film, NotPetya is a satellite that carries an atomic bomb called
‘Goldeneye’. It is thought provoking that the chosen metaphor actually
quite accurately resembles the devastating impact of cyber attacks,
since the systemic element of cyber risk has in fact many similarities
with risk of a nuclear attack from space. To put it simply, it can
potentially happen anywhere and affect anyone using devices
connected to the Internet. The detail was discovered, because one of
the cybercriminals responsible for developing NotPetya allegedly had
a twitter account with an image of the Russian hacker Boris Grishenko,
the antagonist in the James Bond film.* At least he or she made
theatrical appearance in the cyber security theatre, in which I also

welcome the reader.5

Brauw Blackstone Westbroek (2017)
<https://www.debrauw.com/newsletter/wannacry-petya-attacks-consequences-
trends-tackling-ransomware-threats/#> (accessed 30 March 2018).

4 Scherschel (2016) <https://www .heise.de/newsticker/meldung/Petya-Mischa-
Goldeneye-Die-Erpresser-sind-Nerds-3571937. html> (accessed 30 March 2018).
5 The term “Security theatre stems from the practice of investing in security in
order to provide the perception or feeling of security improvements (Schneier



We will now enter its stage: in the upcoming eight chapters I will
analyse two types of legal instruments, being regulation® and contract.”
Both instruments have the potential of correcting market failures in the
cyber security market. Primarily, these instruments can reduce the
current information deficit because they potentially enhance incentives
for organizations to engage in cyber security information diffusion.®
Information diffusion is the continuous circulation of information
related to the return on cyber security investments and the nature of
cyber security risk in order to attain optimal cyber security. It leads to
many benefits for organizations and society as a whole. To name a few:
Increased information diffusion leads to increased efficiency in cyber
security investments, because organizations can utilise information
from other organizations and do not have to ‘reinvent the wheel’.?
Also, increased diffusion of data leads to better products, such as cyber

insurance. Further, it balances market power of big software and

(2003)). In war, a theatre can mean a designated arena where significant military
events happen, such as ‘airspace’ or the eastern front in World War II (Von
Clausewitz (1832)). Ironically, the defence of Berlin by the Nazis in April 1945 had
the code word ‘Fall Clausewitz” and the capture of Berlin by the Soviets ended the
Eastern front. Within the study, I shall occasionally refer to the term ‘cyber
security theatre” as the distinguished arena of cyber security with its particular
technical (Section 1.3.2, 1.3.3, 1.3.4), economical (Section 1.5) and legal (Chapter 2,
Section 2.3) dynamics.

¢ Data Protection Regulation (Part I) and within this regulation, data breach
notification laws (Part II)

7 The risk shifting agreement, either from a risk transfer perspective (cyber
insurance) or risk sharing perspective (cyber risk pooling), both discussed in part
1.

8 Sometimes the study also uses the term knowledge diffusion interchangeably
with the term information diffusion.

° As long as the costs of information diffusion are not higher than the benefits of
not reinventing the wheel. Information diffusion realigns incentives and corrects
market failures as I shall argue in Chapter 2.



security firms which end up with fewer possibilities for exploiting their
information advantage at the expense of the competition. And, when
information diffusion reduces transaction costs, this could lead to a
reduction of the externality problem.!® Unfortunately, the status quo
yields suboptimal spontaneous diffusion of information. Information
diffusion has strong public good characteristics, which means that the
actor that diffuses the information will not or limitedly benefit from it.
Information diffusion can even harm organizations, for instance when
the information diffused contains data breaches that can negatively

affect the reputation of the organization.

Thus, the study starts from the argument that stimulating information
diffusion is indispensable for attaining optimal cyber security.
However, the complexity of cyber security prevents straightforward
solutions that effortlessly incentivise organizations to share their best
practices. I will argue that the cyber security theatre is characterised by
a high speed of change in cyber risk, misaligned incentives, inherent
insecurity, information deficits, a high risk of regulatory failure and
market power of big software and security firms. This leads to one of
the study’s main claims that the three main societal actors - university,
government and industry - must work together.! Consequently, I will
study the role and responsibility in stimulating information diffusion
for all three parts of this triple helix. I will study how these three parties

can stimulate information diffusion in order to increase social

10 Coase (1960).

1 These are the parties that should join together for optimal societal innovation.
This so-called triple helix approach is brought into play because not a single part of
society can solve the puzzle because information diffusion in cyber security is too
complex. The three helices can and should complement each other. Chapter 2,
Section 2.4 will further elaborate on the triple helix approach.



welfare.!? The goal is to attain optimal security, not perfect security,
which centralises in the concept of ‘efficiency’.!®> The social welfare
analysis aimed at reaching efficiency that is practiced in the study is
the starting point of much research in law and economics.!* However,
I will apply the social welfare analysis to a new theatre that has not
been explored sufficiently in the law and economics literature.'> The
focus on information diffusion in combination with the triple helix

approach results in the following research question:

How can wuniversity, government and industry efficiently

stimulate cyber security information diffusion?

Closely connected to the main research question, the study has three

overarching ambitions.

Ambition 1: Contributing to the literature on data protection laws
(Part I), data breach notification laws (Part II) and risk shifting

agreements (Part III).

The study is divided in three parts that cover several cases that

contribute to the literature. The three parts are mutually exclusive in

12 See Chapter 2, Section 2.4

13 Cooter and Ulen (2016).

4 Posner (1972), pp. 29-96; Shavell (1980), pp. 1-25; Shavell (2004); Landes and
Posner (1987); Cooter and Ulen (2004); Schéfer and Ott (2005); Shavell (1987);
Brown (1973), pp. 323-350; Polinsky (1980), pp. 363-370; Faure (2009).

15 This does not withstand the fact that there has been literature that aims to study
cyber security from a law and economics perspective. Compare for instance a
study with the same title as this study by Grady and Parisi (2005). However, this
study did not include a discussion of the specific microeconomic phenomena in
cyber security identified by the economics of cyber security that will be discussed
Section 1.5. This study will naturally include the relevant law and economics
literature where most appropriate.



the fact that they all focus on means for stimulating information
diffusion corresponding to the separate societal roles and tools that
each of three parties have. Part I starts with the role of university. One
could argue that “academia’ or ‘science” would be a better term for this
part. However, the triple helix literature consistently uses the term
‘university” and therefore I will use this term. Within the university
helix, I focus on one legal instrument, being the data protection
regulation. As an example of the contribution university could make
to the assessment of this legal instrument, I will perform a quantitative
text analysis (hereafter: QTA) to better compare laws concerning this
subject and unlock them for further statistical analysis in academia.
This part thus focuses on information diffusion about a legal
instrument. This part acts as an example of one of the available
academic tools that can stimulate information diffusion. The
performance of the tool as such is not scrutinised. Part II continues with
the role of governments. This part focuses on one obligation within
data protection regulation, the data breach notification law (hereafter:
DBNL). This is an obligation to notify data breaches in due time to the
data protection authority (hereafter: DPA) and consumers. I will
analyse to what extent the upcoming EU DBNL contributes to
information diffusion and social welfare. Part III will analyse the role
of industry.’ Also here, I will limit myself to two cases where the
contractual freedom of parties could lead to fruitful results in the
sphere of information diffusion. I will analyse the role of two risk
shifting contracts. These are risk transfer contracts (cyber insurance,
Chapter 6) and risk sharing contracts (cyber risk pooling!’, Chapter 7).
Hence, both Part II and Part III scrutinize examples of tools, utilizable

by government and industry, which can stimulate information

16 By industry I mean organizations in general, not cyber security industry in
specific.
17 Risk sharing without the interference of an insurer.



diffusion, while Part I performs an example of a tool university can
employ without scrutinizing the execution of the performance as

such.'® Figure 1 displays the structure of the study.

Part II1

Industry

Part I
University Government

Contractual

Quantitative Effectiveness
innovation

Risk shifting

Text Analysis of regulation
Data Protection Data Breach

Laws Notification agreements

Figure 1: Structure of the study

Ambition 2: Proposing an agenda concerning the stimulation of
information diffusion in cyber security for the university,

government and industry triple helix.

After the deep-dives in the three substantive parts, the study
synthesizes the different roles, responsibilities and tools of the triple
helix to stimulate information diffusion in cyber security. I will show
that the deployment of the individual tools of these three parties will
yield a fruitful contribution to social welfare and optimal security.
Consequently, an agenda concerning the stimulation of information
diffusion in cyber security for university, government and industry
emerges. This agenda serves as a guideline for future research in the

law and economics of cyber security.

18 Chapter 2, Section 2.4 will further elaborate on the connections between the
parts of the study



Ambition 3: Connecting law and economics with the economics of

cyber security.

It is my third ambition to engrain the linkage between the field of law
and economics and the field of economics of cyber security. Law and
Economics has been founded in 1961 by two independently written
seminal papers of Ronald Coase and Guido Calabresi.!® It primarily
focuses on the application of microeconomic theory to scrutinize the
efficiency of legislation. Law and economics theory has strong
foundations in the United States, where it is the primary field of legal
scholarship. The genesis of the economics of cyber security?® can be
attributed to Ross Anderson, who wrote a seminal paper in 2001.2! The
core thought of the economics of cyber security is that microeconomic
theory can better explain the challenges in cyber security than a
technical approach. The economics of cyber security has a strong
empirical and pragmatic component.?? Scholars in the economics of
cyber security should benefit from the development of theory and
methodology within law and economics. Scholars in law and
economics should learn from the insights into the dynamics, empirics
and microeconomic peculiarities of cyber risk as encountered in the
economics of cyber security. But there is a large gap to be bridged. Itis

exemplary that, when either field does research on the intersection of

19 Coase (1960); Calabresi (1961).

2 The economics of cyber security is also called the Economics of Information
Security or EconInfoSec. See www.econinfosec.org

2 Anderson (2001).

22 As can be observed in the composition of the papers in its main leading forum,
the Workshop of Economics of Information Security (WEIS). For instance, within
the 2017 edition of WEIS 2017, I observed a significant empirical component in 18
out of the 23 papers that were presented. For scholars in law and economics, the
economics of cyber security should not be mistaken by classical microeconomic
theory development.

10



the two fields, currently only 4% of the references is from that other
field.?* Hence, I will propose several recommendations for the further
linkage between these two fields. This law and economics of cyber security
is the foundation that supports the other two ambitions. That is, it can
further formulate a common ‘cyber security information diffusion’
agenda for university, government and industry. This agenda could

build upon the analyses in the three substantive parts of the study.

This chapter further introduces the studies” theoretical framework and
core concepts. Section 1.2 will introduce the procedural strategy and
methodological approach. This includes the ambition of the study to
connect law and economics with the economics of cyber security.
Section 1.3 will introduce the nature of (investing in) cyber security.
This section will define investing in cyber security as a means to reduce
cyber risk. In addition, the section will provide a brief introduction of
the characteristics and dynamics of cyber threats, vulnerabilities and
the strategies to reduce them. Section 1.4 will discuss the relevance of
optimal security contrary to perfect security. It will be argued that
cyber security investments need to contribute to social welfare. Legal
scholarship in cyber security currently infrequently applies the
efficiency criterion, especially in the European Union (hereafter: EU). I
will relate social welfare to fundamental rights and the techfix (the
belief that cyber risk can be reduced to zero by implementing technical
solutions). Section 1.5 discusses some of the main economic
bottlenecks for attaining social welfare: externalities, public good
characteristics, market power, and information deficits. Subsequently,
Chapter 2 will focus on the specific issues related to information
diffusion in cyber security; the framework that will pave the road for
Parts I, I and III.

23 See Section 1.2.1.
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1.2. The Methodology and Procedural Strategy of the Study

The study applies law and economics to cyber security. Hence, the field
of law and economics will intersect with the domain of economics of cyber
security. Section 1.2.1 presents a short introduction into the origins of
the two disciplines. Section 1.2.2 will introduce the comprehensive law
and economics methodological toolkit used in the study. Section 1.2.3

will explicate how the study has been established.

1.2.1 Law and economics and economics of cyber security

Both law and economics and the economics of cyber security use
microeconomics to study the dynamics of either the law or cyber
security. There are opportunities for mutual learning between those
two fields. Scholars of the economics of cyber security can learn from
the application of law and economics analysis of cyber security, such
as optimal enforcement and the literature regarding risk shifting
agreements. Scholars in law and economics can also benefit from the
insights from the economics of cyber security. This includes the core
dynamics of investing in cyber security, such as threats, vulnerability,
impact and strategies to reduce them. In addition, the economics of
cyber security provides insights into the specific microeconomic
peculiarities of the systemic cyber security risk, such as far reaching
externalities, various types of stubborn information deficits and
persistent market power of security firms and software companies.
Without a doubt, the intersection of law and economics and economics
of cyber security is fertile ground for contributions to optimal cyber
security. When legal instruments are entering the cyber security
theatre, scholars of law and economics and the economics of cyber
security should work together in order to make sure they contribute to
social welfare or at least show what the social welfare implications of
these choices are. And within the context of the storyline of the study,
the law and economics of cyber security should design and analyse

legal instruments that contribute to information diffusion.

12



However, quite surprisingly, there has been little research on cyber
security in law and economics** and there has been relatively little
research on the role of the law and legal instruments in the economics
of cyber security.?> The following exploratory analysis might
illuminate the lack of the current nexus between the two fields. I
analysed to what extent papers in law and economics and papers in
the economics of cyber security referenced to the other field. First, I
reviewed the papers presented at the European Association of Law
and Economics (hereafter: EALE), the main European forum for law
and economics. I checked which papers analysed cyber security and
subsequently, how many times these papers referred to a paper in the

economics of cyber security.?e The results are shown in Table 1.

2 As already mentioned, the distinguished Law and Economics scholars Grady
and Parisi (2005) bundled essays on cyber security, but these essays did not
include the microeconomic focus of the Economics of Cyber Security. Elkin-Koren
and Salzberger do the same, but their work does not include cyber security (Elkin-
Koren and Salzberger (2004)).

% This does not withstand the fact that there is literature within the economics of
cyber security research that included the law. For instance, the effects of the
adoption of data breach notification laws have been measured by relating them to
identity theft rates (Romanosky, Telang and Acquisti (2011), pp. 256-286). These
laws have been subject to further evaluation, for instance by Bisogni (2013).
Furthermore, the membership of cybercrime convention of different countries has
been correlated with the amount of spam at ISP’s in these countries (Van Eeten,
Bauer, Asghari et al. (2010)). Also, the economics and regulation of certification
authorities have been researched (Arnbak, Aghari, Van Eeten et al. (2014)). A last
example is research on the cross-country independence of cyber-attacks (Wang
and Kim, 2009).

2 Proxy: presented at WEIS (Workshop on the Economics of Information Security).

13



Table 1: WEIS references in EALE papers

WEIS references in EALE papers
Edition | Number | Total Percen- | Number | Cumulative | Percen-
of number | tage of number of | tage
papers | of references | references
about papers to WEIS | in these
cyber per papers
security | edition
2017 1 111 0.90% |4 34 11.76%
2016 2 160 1.25% |2 110 1.82%
2015 1 177 0.56% |1 32 0.56%
2014 1 132 0.76% 1 87 1.15%
2013 2 144 1.39% |2 168 1.19%
2012 0 138 0.00%
Total: |7 862 0.81% | 10 576 1.74%

As Table 1 above shows, the number of papers concerning cyber
security in EALE is very limited, especially when taking into account
that I was (co-)author of two of the in total seven papers.?” This
supports the argument that cyber security is not an important subfield
within law and economics. Also the number of references originating
from the Workshop of the Economics of Information Security (WEIS)
is low, although this is likely to be a slight underestimation of the total
number of references to sources related to the economics of cyber

security.

2 Nieuwesteeg and Faure (2017); Nieuwesteeg (2014).
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Table 2: L&E references in WEIS papers

L&E references in WEIS papers
Edition | Number | Total Percen- | Number | Cumulative | Percen-
of number | tage of number of | tage
papers | of references | references
with a papers to L&E in these
legal per papers
aspect edition
2017 4 23 17.39% | 0 165 0.00%
2016 2 21 9.52% |0 64 0.00%
2015 4 22 18.18% |5 105 4.76%
2014 0 20 0.00%
2013 1 20 5.00% 77 5.19%
2012 1 20 5.00% |6 50 12.00%
Total: |12 126 9.52% 15 461 3.25%

Secondly, I reviewed the papers presented at WEIS, the main forum
for the economics of cyber security. Table 2 shows that especially the
last three years, the number of papers with a legal aspect presented at
WEIS is quite high given the multidisciplinary nature of the forum.
Quite surprisingly, most of these more recent papers did not refer to
sources in law and economics at all. As said, using WEIS references as
a proxy for measuring referencing to law and economics in EALE
papers, is likely to be an underestimation. Hence, the mutual
referencing to both disciplines is around 3-4% of total references, when
subjects are discussed that largely overlap with this other discipline
(either legal or cyber security). In my view, a further connection
between law and economics with the economics of cyber security is
both necessary and indispensable for asking and answering research
questions in the theatre where law, economics and cyber security are

jointly on stage.?® The synthesis of the study in Chapter 8 aims to

28 Also Van Eeten and Mueller (scholars in the Economics of Cyber Security) have
argued that regulatory intervention in cyber security requires understanding of

15



provide an interpretation on why this research area has not been
sufficiently developed yet, given the low amount of literature on the

intersection of law and economics and economics of cyber security.?”

1.2.2 The core methodology and paradigm

The study uses a deductive approach based on microeconomic
incentives, especially in Part II and III. Incentive analysis is the basis of
economics of cyber security. Ross Anderson argued in his seminal
paper “Why Information Security is Hard": “Information Security is at
least as much due to perverse incentives. Many of the problems can be
explained more clearly and convincingly using the language of
microeconomics”.® Also in law and economics, incentive analysis is
widely used and regarded as a key concept in research, also in cyber
space. Renda states “The importance of individual incentives, social
norms and the context of human behaviour in determining the
effectiveness of legal rules is nowhere as tangible as in the intangible
world, i.e. as in cyberspace.”3! The study uses several subsets of
incentive analysis, such as the economics of deterrence and

enforcement.

Part II focuses on the literature related to incentives to comply with

effective legislation, such as on law and social norms??, the economics

the complex interplay between law, economics and the behaviour of digital
communication systems (Van Eeten and Mueller (2013), pp. 720-736).

2 Chapter 8, Section 8.3.2 argues that this for instance can be caused by the
different academic traditions in the two fields.

% Anderson (2001); Anderson and Moore (2007), p. 11.

1 Renda (2011), p. 195.

32 Posner (2000).
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of deterrence® and the economics of enforcement.?* Part III focuses on
the literature related to incentives of risk shifting agreements, such as
the law and economics of systemic risk and insurance, and the
economics of cyber insurance. The incentive analysis will be supported
by cost-benefit analysis.?® This determination of cost and benefits will
often not be definite, because exact costs and benefits of cyber security
legal instruments are often very hard to determine® and differ a lot
between organizations. Nonetheless, I will provide an overview of
which organizational and social cost should be taken into account
when scrutinizing the effectiveness of legal instruments on individual
incentives.?” Part I uses, next to the economics of deterrence, QTA to
code data protection regulation.®® QTA is an established research
method designed to unlock legal texts for quantitative comparison and
statistical analysis and facilitates the diffusion of information about

this legal instrument.?

The study works with a rational actor and utilitarian paradigm. This
means that actors are assumed to make consistent and predictable

choices from alternatives based on their preferences and try to

3 The starting point for this type of analysis is the seminal article of Gary Becker
(1968) ; See also for instance: Cooter and Ulen (2016).

3 Stigler (1974); Becker (1968).

% Parisi (2004), p. 259; Renda (2011).

% Anderson, Barton, Boehme et al. (2013), pp. 265-300.

%7 Often, already the clarification of private and social cost and benefits and the
regulatory cost aware policy makers of the ramifications of their choices on social
welfare.

3% Meuwese and Versteeg (2012), pp. 231-257.

% For instance, quantitative text analysis has been one of the main subjects of the
2015 Hamburg Summerschool in Law and Economics. See <https://www jura.uni-
hamburg.de/media/einrichtungen/inst-recht-oekonomik/summer-school/summer-
school-2015.pdf> (accessed 30 March 2018).
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maximize their own utility.* It will not come as a surprise for the
reader that the rational actor paradigm, as well as the utilitarian
perspective has been challenged by among others economists,
philosophers and psychologists.*! In general I will not include these
discussions in the study. Mostly, the study will focus on the role of
organizations, in which behavioural biases are slightly less on the
foreground and behaviour is considered to be more rational. That does
not mean that behavioural biases are not playing a significant role the
law and economics of cyber security. Consider the example of
intolerance for ambiguity*? in the case of DBNLs. Intolerance for
ambiguity can result in an incentive to conceal data breaches because
of the ambiguous perceived reputational damage that results from
disclosing the data breach. However, it can also result in an incentive
to disclose data breaches, to avoid the ambiguous likelihood that there
will be a fine of the data breach notification authority. This is
exemplary for the fact that hypotheses about the effects of behavioural
biases can often work out two ways, and the exact determination of
their actual direction must be subject to academic scrutiny. As said, I
do not include this in the scope of the study, but I will refer to those

scholars who perform these analyses where appropriate.

1.2.3 Process strategy

It is the second ambition of the study to provide an agenda for the
stimulation of information diffusion in cyber security for universities,
governments and industry. The study will practice what it preaches by
adopting a strategy of cooperation. I have collaborated with all three

helices in addition to the above-described academic methodology. The

4 Bentham (1789).

4 See for instance Holt and Laury (2002), pp. 1644-1655; Kahneman and Tversky
(1979); Kahneman and Tversky (1996), pp. 582-591; Korobkin, Ulen and Title
(2000).

42 Frisch and Baron (1988), pp. 149-157.
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study is the result of collaboration between the Universities of
Rotterdam, Bologna, Hamburg, Delft, Leiden and Tilburg. In addition,
I have worked in close collaboration with government institutions
focussing on cyber security, such as the Dutch SPA, the National Cyber
Security Centre (NCSC), the Dutch Cyber Security Council. I
collaborated with the private organizations Arbinn, Unibarge and
Eigensteil and the The Hague Security Delta for assessing the cyber
insurance market, especially in Part III, which focuses on the role of
industry. I have intensively cooperated with the SURF cooperation for
assessing the potential of the cyber risk pooling market. The process of
cooperation has fulfilled an important role in the verification,
validation and iteration of results of the study. Contrary to more
established fields of law and economics, a significant part of the
research has not been published in peer-reviewed journals. Therefore,
I conducted over 50 exploratory and semi-structured interviews that
have influenced the content of all chapters in the study.** Next, I have
designed and led a co-creation session with members of industry in
order to jointly investigate preferences and prerequisites related to
cyber risk pooling. Moreover, I have used surveys to support and
validate the analysis in Part III. Also, most parts of the study have been
presented at various academic conferences related to the Law and
Economics of Cyber Security in which I also have participated as a
(panel) discussant. As a next step, parts of the study have been
published as separate Articles in (peer-reviewed) journals.* Finally, I
have tried to contribute to the information diffusion about the study,
for instance through book reviews, presentations and pitches at (non-)

academic conferences and appearances in the media.

# A full list of the interviewees can be found in the bibliography.
4 This will be indicated at the relevant parts.
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1.3. Investing in Cyber Security

I will now start the substantive part of this introduction with an
establishment of the nature of cyber risk and investing in cyber
security.® This is the very information that needs to be diffused.*® This
section starts from the nature of cyber risk in Section 1.3.1. Sections
1.3.2 to 1.3.4 will introduce the three elements of cyber risk: threat,
vulnerability and impact. Cyber risk is not isolated at an individual or
organizational level, as Section 1.3.5 will illustrate.*” Section 1.3.6 will
proceed with a brief introduction of elements of modern
organizational cyber security, which mostly focuses on reducing
impact. Section 1.3.7 will discuss the difficulties of investing in cyber
security for organizations related to the market power of software and

security vendors.*®

1.3.1 Cyber risk

What is cyber risk? Unfortunately, there is not a common agreement

on its definition.* The study will use one of the most used definitions

% Section 1.3 has not the aim to be exhaustive, but will introduce the core concepts
and dynamics of cyber security risk that are necessary for studying the upcoming
parts.

# ] am not going to be extensive in this analysis and will refer to more extensive
articles, reports and other documents where deemed appropriate.

4 The study is mostly about investing in cyber security on an organizational and
societal level, although the lessons learned can also be of value for consumers. See
for an extensive discussion Anderson (2008, p. 815; Within Part III, cyber risk
plays an important role because the analysis focuses on how to shift it, see also
Biener (2015).

8 The concept cyber risk and its breakdowns is used extensively throughout the
study, most prominently in part II and III.

# The definition of cyber risk is to some extent ambiguous or has at least many
interpretations. See for an extensive discussion: International Organization for
Standardization and International Electrotechnical Commission 2011; Haimes
(2006), pp. 293-296; Byres and Lowe (2014); Caballero (2009), p. 232. See for a more
historical reflections: De Leeuw and Bergstra (2007).
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of cyber risk. This definition decomposes cyber risk into the elements

threat, vulnerability and impact.

1. The threat is the actor that can exploit a vulnerability and
obtain or damage an asset.

2. The vulnerability is a weakness in a security system that can be
exploited by a threat.

3. The impact is the damage to the assets of this system after the
attack.

Usually, risk is defined as the product of threat, vulnerability and
impact. Naturally, total cyber risk is the sum of all threats and their
expected impact. Since cyber risk is the expected value of damage, the
proper mathematical formula sees threat and vulnerability as a
likelihood and impact as a monetary value. The mathematical

definition is as follows:5!

Cyber security risk = Probability(Threat{likelihood to take
place})* Probability(vulnerability{likelihood of being
exploited})* Cost(impact)

1.3.2 Threat

The threat is the actor that can exploit a vulnerability and obtain or
damage an asset. There are two main types of threats: intentional and

unintentional actions. Preventing the former is called cyber security

50 Also, within this definition, there is debate whether it is mutually exclusive and
collectively exhaustive. See for instance Cox (2008).

51 International Organization for Standardization and International
Electrotechnical Commission 2011; Haimes (2006), pp. 293-296; Byres and Lowe
(2014); Caballero (2009), p. 232.
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and the latter is called cyber safety.>? Cyber safety threats can concern
for instance human errors and power supply issues that can lead to
failure of a system. The cyber security threat consists amongst others
of cybercrime by non-state actors® and cyber warfare and surveillance

by governments.>*

It is important to note that I study the contribution of university,
government and industry to cybersecurity information diffusion.
Hence, the study will focus primarily on the law and economics
regarding the stimulation of cybersecurity information diffusion in an
economic environment in which sufficient incentives for actors to do
so are missing. Section 1.5 and Chapter 2, Section 2.2 will further

introduce this part of the general framework of the study.

Naturally, there is only a problem of cyber security when there are
threats in the first place, such as cybercrime. Hence, the cybersecurity
information that ought to be diffused entails, amongst others,
measures to reduce the impact of these threats. Thus, the cybercrime

and cybersecurity markets are interrelated.®> However, solely the

52 Schneier (2003).

%3 For extensive threat overviews and descriptions, see Verizon’s 2017 Data Breach
Investigations Report <http://www.verizonenterprise.com/verizon-insights-
lab/dbir/2017/> (accessed on 30 March 2018); or the 2017 Symantec Internet
Security Threat Report <https://www.symantec.com/security-center/threat-report>
(accessed on 30 March 2018) or the various reports produced by the European
Union Agency for Network and Information Security (ENISA):
<Enisa.europa.eu/publications> (accessed on 30 March 2018).

5 Cyberwarfare includes the use of cyberspace and targeting computers and
networks in warfare. Mass surveillance is the surveillance of an entire or a
substantial part of a population in order to monitor those people. Interestingly,
information diffusion regarding cyberwar threats can also provide fruitful results
as Stevenson and Prevost (2013) argue.

% Van Eeten and Bauer (2008), p. 16.
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cybersecurity market is the subject of this study, with its focus on
mechanisms that increase incentives for the stimulation of
cybersecurity information diffusion. Accordingly, I will not study the
motives and economic incentives of cybercriminals as such, nor will I
give a detailed description, analysis and literature review regarding
cybercrime. Instead, this section provides a brief overview of dynamics

and development of cybercrime as part of the cyber security theatre.

Over the past years, there have been major developments in the
dynamics of the cybercrime market. One of the main drivers for the
development of this market is that with a decreasing amount of
knowledge, a cybercriminal can execute increasingly more
sophisticated attacks as Figure 2 shows.*. In the 90s, cybercrime was
hard and did do little damage. In 2017 you can buy a botnet that
distorts the computers of 1000s of people without any technical

knowledge for just a few dollars

% Howard Lipson, Carnegie Mellon University (CMU) Software Engineering
Institute CERT®
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Figure 2: Average intruder knowledge versus attack sophistication

over time.

The lower cost of operation combined with the higher potential
benefits of cybercrime have led to increasingly more entrants to the
cybercrime market.”” In the past years, scholars observed that
established cybercrime markets can be seen as common pool resources.
Within these markets, the entry of more criminals results in less profits
for the others.® Consequently, there is a strong incentive for
cybercriminals to discover new cybercrime markets and exploit new
vulnerabilities. This causes a ‘red queen effect’, whereby criminals and
cyber defence systems are constantly adapting and innovating to be

one step ahead of each other.*® The red queen effect results in the

%7 See for instance <https://www.interpol.int/Crime-areas/Cybercrime/Cybercrime>
(accessed on 30 March 2018).

% Van Eeten and Bauer (2008); Moore and Clayton (2009).

% Edwards, Hofmeyr and Forrest (2016). The authors argue that the “Red Queen
hypothesis in biology provides a possible explanation. It states that organisms not
only compete within their own species to gain reproductive advantage, but they
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temporal value of cyber security information. Solutions to mitigate

these threats constantly emerge but get out-dated quickly.

1.3.3 Vulnerability

The above-discussed threat aims to exploit a weakness in a security
system. Such a weakness is called a vulnerability. Vulnerabilities can
be human or technical. Scholars estimate that up to 80% of exploited
vulnerabilities are human. Humans are often the weakest link and by
applying ‘social engineering’, a threat can often more easily penetrate
a system.®® Criminals often use large numbers to exploit a social
vulnerability. An example is a phishing mail that is sent to 10,000
employees of a bank and whereby only 2 persons click on the link.
Technical vulnerabilities are penetrable errors in first or third party
security systems. A core concept is the ‘zero day exploit, a
vulnerability that has not been found yet by the owner or guardian of
the computer program. In reality however, cybercriminals much more
often exploit existing vulnerabilities, which are already known to the
public, that have not been patched, which was also the case during the
Wannacry and NotPetya attacks. The general dynamic here is that
defending technical systems is much harder than attacking those
systems. Suppose that a software product has a million lines of code,
with 100 vulnerabilities.®’ And suppose a security expert can check 100
lines an hour. It will thus take 10,000 hours to discover and fix every
vulnerability. However, a cybercriminal only has to discover one
vulnerability before the security expert does discover it, which he can
do in roughly 100 hours when he uses the same pace as the security

expert. In this case, defending is roughly a factor 100 more time

must also compete with other species, leading to an evolutionary arms race.” Also,
Van Eeten and Bauer (2008) observe that the markets for cybercrime and cyber
security are highly interdependent; See also Herr and Romanosky (2015).

% An example is ‘CEO fraud’, whereby the cybercriminal pretends to be the CEO.
1 Anderson (2001) provided this example.
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consuming than attacking. In practice, cybercriminals often use a

combination of social engineering and exploiting vulnerabilities.

The example above shows that cyber security is an unbalanced game
between defenders and attackers. There are a number of drivers that
will likely increase this misbalance. First, the integration of existing
systems through new technology increases vulnerabilities.®> For
instance, the integration of file management systems through cloud
computing,®® but also connection of new devices to the Internet known
under the label of the Internet of Things.®* Secondly, the political
interest of governments in surveillance and cyber warfare blocks the
necessary openness to fix zero day exploits and share information. For
instance, the zero day that that formed the basis of the Wannacry and
NotPetya attacks had already been discovered by the US National
Security Agency (NSA). They did not disclose the vulnerability, to
keep a back door for their own purposes.®® Thirdly, software vendors
can lack sufficient incentives to make good software products because
they do not have to bear the cost of the errors these contain. However,
it should be noted that software vendors have made an effort in
mitigating this underpowered incentive by developing Software as a

Service (SaaS) business models, which inherently have stronger

©2 This is also the cause of the systemic element of cyber risk, discussed in Section
1.3.5.

% Haas and Hofmann (2013).

¢ Examples are power plants information systems, which were separated from
Internet until recently (Anderson (2009)). But due to new influences of technology
such as the demand for “smart meters’ they are connected to the Internet on a large
scale, which creates additional vulnerabilities (Suleiman et al. (2015), pp. 147-160).
¢ Perlroth and Sanger (2017)
<https://www.nytimes.com/2017/05/12/world/europe/uk-national-health-service-
cyberattack.html?mcubz=3> (accessed 30 March 2018); Hijink (2017)
<https://www.nrc.nl/nieuws/2017/06/29/vernielzuchtig-cyberwapen-mede-
dankzij-de-nsa-11334829-a1564924> (accessed 30 March 2018, Dutch).
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incentives for vendors to maintain the security of their products,
because they sell a service with a subscription instead of a product with

a fixed price.

1.3.4 Impact

The impact is the damage to the assets of the computer system after the
attack. The general dynamic is that the impact - the costs of cybercrime
- has increased significantly over the past decades because of the
increased number of cybercriminals that entered the market and the
increased dependence of people on computer systems.® The following

three breakdowns of impact will be used throughout the study.

1. Personal data versus non-personal data. Personal data can be
related to individuals/persons. Examples are social security
numbers, medical data and addresses.®” Non-personal data is
valuable information that cannot be related to natural persons,
such as intellectual property or non-identifiable information of
natural persons.®® The fundamental right to the protection of
personal data drives concrete data protection legislation. The
crystallized data protection laws (hereafter: DPL) enable
scrutiny with the law and economics methodology of the
study. Personal data protection yields positive spill-over effects
towards the protection of non-personal data. When personal

data assets are better protected through for instance DBNLs, it

° Anderson, Barton, Boehme et al. (2013), pp. 265-300.

7 Although breaches of personal data can occur on every medium, such as folders,
CD-ROMs and analogue forms, nowadays, most personal data breaches that have
significant impact are digital.

% See Pappalardo (2016)

<https://www .lexology.com/library/detail.aspx?g=804ce9b8-dfa5-4c67-bbf7-
4cc3e087c2£8> (accessed 30 March 2018).
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is likely that overall resilience will improve.®® Hence, personal
data play a prominent role in the study. Part I and II
exclusively focus on contributing to measuring the impact of
personal data security legislation. Personal data is also
considered a key insurable risk regarding the analysis on cyber

insurance in Chapter 6.7

. First order damage versus second order damage. First order damage
equals the direct costs organizations incur when a cyber
incident occurs. Organizations can lose personal or company
data through hacking, or failing hardware and software or
mistakes of employees can interrupt their business.” Second
order damage is the negative effect of an incident once it
becomes public,”? such as reputation damage”?, fines of a DPA
or liability claims. Hence, this distinction is relevant for Part II
on DBNLs and Part III on risk shifting. The scope of second
order damage is often more difficult to demarcate and estimate
than first order damage. Therefore, there are particular

complexities in shifting the risk of second order damage.”

. First party versus third party impact. First party damage is
damage at the organization that owns the information

technology system.” Third party damage is damage at other

% Chapter 4 will extensively discuss the social benefits of data breach notification

laws, for instance through ‘the sunlight as disinfectant principle’.

70 See for instance: ENISA (2012)

7t Cebula and Young (2010) < https://resources.sei.cmu.edu/library/asset-
view.cfm?assetid=9395> (accessed 30 March 2018).

72 Bandyopadhyay, Mookerjee and Rao (2004).

73 Veltsos (2012), pp. 192-207

74 This could result in suboptimal claim behaviour in the case of cyber insurance as
I will discuss in Chapter 6.

75 Schwarcz and Siegelman (2015).
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organizations (or individuals) affected by the cyber incident.
This is a relevant distinction for risk shifting in Part III, as for
instance insurability is divided in first and third party risk. The
distinction also plays a role in the discussion regarding DBNLs.
As computer systems get more integrated into a network or a
network of networks, the likelihood that third party damage
will exceed first party damage will increase. The next section
will address this further.

1.3.5 Cyber risk as a systemic risk

Section 1.3.1 to 1.3.4 illustrated that all three elements of cyber risk

contribute to its overall surge.

1. More sophisticated threats at lower costs increases the
likelihood of a threat.

2. The likelihood that the threat exploits a vulnerability has
increased.

3. Impact becomes more significant as society is increasingly

more dependent on the Internet.

So far, the discussion concerned the dynamics of an isolated cyber
incident. However, the biggest elephant is still in the room: Cyber
security incidents are (almost) never isolated. In other words, cyber
security is a systemic risk. Systemic risk is not fully independent and
correlates.”® Stephen Catlin, the CEO of Catlin, warned in February
2015 that cyber risk present the ‘biggest, most systemic risk” he has

76 In order to contribute to the broad stream of literature that studies the systemic
element of cyber risks, it would be very interesting to research empirically what
the degree of correlation is between (several subsets of) cyber risks, because such
data is not available.
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encountered in an insurance career of more than 40 years.”” New
systemic risks, which result from recent technological advancement,
are a specific subset of those risks and cyber risk in itself a subset of
new systemic risks.”® The systemic element in cyber risk is caused by
the high degree of interdependence between computer systems. For
instance, when a cybercriminal wants to exploit a vulnerability in an
operating system, he or she can do so at many computers. Hence the
likelihood that a vulnerability in one system will be exploited
correlates with the likelihood that another system will be exploited.”
The fact that information technology is designed in a similar way and
consequently is vulnerable to the same incidents can potentially result
in catastrophic damage. In theory, there are cyber cases imaginable of
perfect correlation, i.e. where all incidents occur simultaneously: a zero
day exploit in a widely used operating system, a large-scale malware
attack, or a vulnerability in a widely used operating system. We have
seen this in the 2017 Wannacry and NotPetya attacks.®? Nevertheless,
there is little empirical evidence about the extent of correlation for
various types of cyber risk. For instance, within 25 years of Internet
communication, no catastrophic cyber incident, comparable with for
instance a big earthquake or the meltdown of a nuclear power plant,
has occurred so far. Another feature of systemic risk is that incidents
can have a large impact on third parties. This is called a cascade effect.’!
For instance, when an Internet Service Provider (ISP) is hit by a

malware attack, this can have impact on its clients and other users of

77 Gatlin is the owner of the largest syndicate at Lloyd’s (Financial Times 5
February 2015).

78 Faure and Hartlief; Ackerman (2013); World Economic Forum (2014).

7 Baer and Parkinson (2007) doi:10.1109/MSP.2007.57 (accessed 30 March 2018).
8 Although, also regarding these attacks, solely 3% of organizations that had that
vulnerability were hit. Still, I would consider this as a large number since many
organizations used the system that contained that vulnerability.

81 Especially when critical points in the structure of the Internet are targeted, such
as ISPs (Van Eeten et al. (2010)).
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Internet traffic through this provider. Hence, correlated risk in an
insurance portfolio is risk that simultaneously affects several insured
parties. Cascade effects occur when the operationalization of one risk
as such causes a domino effect at other third parties. These systemic
elements of cyber risk makes investing in cyber security hard and

likely to become harder in the future.

1.3.6 Investing in resilience

So far I have discussed the nature of cyber risk that can be divided in
threat, vulnerability and impact. I also discussed the systemic element
of cyber risk. In this section, I will discuss - very briefly - investing in
cyber security, especially for those readers that are not very familiar
with this subject. There is a vast amount of literature on the
technicalities of investing in cyber security and I will refer to this
literature for those who would like to dive deeper into this subject. A
modern cyber security investment strategy often prioritizes the
reduction of impact instead of reducing threats or vulnerabilities.®?
This strategy of ‘robustness’ and ‘resilience’ minimizes the risk of
failure instead of minimizing the likelihood of the threat exploiting a
vulnerability.®® Failure means permanent damage to assets of the
system. In robust and resilient systems incidents occur without causing
damage or causing temporary damage (robustness) and the system can
recover (resilience). As Bruce Schneier puts it: "The way to mitigate the

risk of fraud due to impersonation is not to make personal information

8 Some scholars have illustrated that optimal security does not necessarily have to
be the primary concern of organizations, see Moore (2016).

8 De Bruijne and Van Eeten (2007); Boin and Van Eeten (2013); Resilience is a
relevant concept much beyond the protection of cyber risks.
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difficult to steal, it's to make it difficult to use."$* I will briefly discuss
three interventions.®> First, compartmentalization separates the
components of the computer system, as a digital fire protection
between several parts of the system.8¢ Secondly, the implementation of
diverse and independent layers of security mechanisms will make a
system harder to penetrate. Last, back-ups are a simple though
effective strategy especially when combined with encryption®.
Encryption protects data confidentiality and integrity while back-ups
protect data availability.8® However, for some (and some say a large
share of) organizations, a more sophisticated investment strategy is a
second step in attaining optimal security. They must first implement
the most basic security measures, such as the regular updating of
firewalls, virus scanners and operating systems.®’ In practice, a cyber
security strategy will first entail the listing of a variety of cyber security
measures possible. After a prioritization process, the available budget

will then be allocated among the most urgent measures.

1.3.7 Market power of software and security companies

Suppose an organization wants to invest in cyber security. It will shop
for cyber security products in the market. In doing so, the organization

will be confronted with another tenacious dynamic: the market power

8¢ Schneier (2009)
<https://www.schneier.com/essays/archives/2009/01/state_data_breach_no.htmI>
(accessed 30 March 2018).

8 See Anderson (2008).

8 Pandya in Vacca (2014).

% Sometimes encryption can even serve as a safe harbour for organizations when
complying with data protection laws. See Burdon, Reid and Low (2010).

% The so-called CIA triad is a useful framework for evaluating the protection of
private communications (Arnbak and Van Eijk (2012); Pfleeger (2003) p. 504;
Mulligan and Schneider (2013)).

8 Crown (2015).
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of software and security companies.”® Relatively few players operating
on the software and security market have significant market power.
Their market power can be explained by the economics of information
technology.”? Goods?? in information technology (and thus also
security) are characterized by (extremely high) fixed costs and zero
marginal costs. Hence, information technology goods usually have
extreme economies of scale caused by these high fixed costs and
network effects.”®> Examples are search engines, social networks and
cloud services. Within these goods and services, ‘the winner takes all’
and natural monopolies are likely to emerge. Large companies exploit
this market power by locking in individuals and organizations even
further by increasing switching costs. Individuals and organizations
have to outsource their information and security to big cloud services
because they otherwise face high costs.** When these organizations are
able to exploit their market power, this will lead to either under or

overinvestment relative to the social optimum.

Section 1.3 discussed cyber risk, the drivers for cyber risk and provided
a brief introduction into cyber security resilience strategies and the
market power of the actors that provide security. This section

concludes with stressing that the exact risk type and categorization is

% Market power is considered to be a source for market failure, see among others:
Cooter and Ulen (2016), p 38.

°1 Varian and Shapiro (2004).

%2 This term is used in economic sense. The legal status of data and information
and the question whether these are ‘goods’ in a legal sense is still the subject of
much discussion.

% For instance, TOR network that works better when there is more traffic
(Anderson and Moore (2007)).

94 See Schneier (2012)
<https://www.schneier.com/blog/archives/2012/12/feudal_sec.html> (accessed 30
March 2018).
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of relatively little importance in the study because of the fast changing
nature of the Internet. The analysis of incentives provides a better
fundament for society and organizations to formulate of a sensible
cyber security investment strategy. The main insight is that cyber
incidents will occur and will continue to occur in the future. It is the
very cyber security investment strategy regarding these incidents that
determines the eventual organizational and societal cost of cyber
security. The study aims to contribute to the information diffusion
about the nature of cyber risk and the return on investment of
strategies to reduce it. This means that, from a business operation
perspective, cyber risk resilience can be achieved up to a private®
adequate level where the marginal investments in resilience should
equal the private marginal benefits thereof. This approach will not lead
to perfect cyber security, but to the sensible security trade-off of
optimal security in order to attain social welfare; the main topic of

discussion of the next section. %

1.4. Cyber Security and Social Welfare

The study departs from the point of optimal security instead of perfect
security. Whereas perfect security implicates zero cyber risk, an
optimal security approach focuses on efficient risk reduction and
consequently accepts an imperfect level of cyber security. The concept
of optimal security is centralized in the notion of the study that sees
cyber security investments as a means to enhance social welfare.”” The

goal of this utilitarian approach is to maximize social welfare through

% | define the private optimum as the business operation optimum of private
parties,

i.e. individual organizations and consumers and not meaning the private sector.
% As Bruce Schneier points out in his book ‘Beyond Fear’ (2003).

7 Economists usually assess states of the world by the criterion of social welfare,
which ranks social states by the social welfare they attain (Bergson (1938), p. 310).
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(allocative) efficiency.”® Two definitions of efficiency, Pareto and
Kaldor-Hicks efficiency, play a central role in law and economics.
Pareto efficiency is usually defined as state of an allocation of resources
where it is not possible to make one actor better off without making
one actor worse off.” However, in most policy decisions, also in cyber
security, it is unavoidable that some actors are left worse off to increase
overall social welfare. This observation leads to the conclusion that
Pareto efficiency is a difficult criterion for a more instrumental or
pragmatic approach towards the improvement of legislation in
cybersecurity.’® Therefore, this study takes advantage of the
alternative Kaldor-Hicks efficiency criterion, which state that it is
allowed to leave actors worse off after a regulatory intervention, on the
condition that winners of the intervention can possibly compensate

those who are worse off.101

In economics terms, efficiency is commonly defined as the point where
social marginal costs (SMC) equal social marginal benefits (SMB).10?
These marginal costs are the cyber security investments discussed in

section 1.3.6. The benefits of reduced cyber insecurity exist in

% See (among many others) Posner (1973).

9 See Cooter and Ulen (2016), p. 13. They define efficiency as follows: “A
production process is said to be productively efficient if either of two conditions
holds: 1. It is not possible to produce the same amount of output using a lower-
cost combination of inputs, or

2. It is not possible to produce more output using the same combination of
inputs.”

100 Calabresi (1991).

101 Hicks (1939); Kaldor (1939).

102 Posner (1972), pp. 29-96; Shavell (1980), pp. 1-25; Shavell (2004); Landes and
Posner (1987); Cooter and Ulen (2004); Schafer and Ott (2005); Shavell (1987);
Brown (1973), pp. 323-350; Polinsky (1980), pp. 363-370; Faure (2009). See the
following publications for an extensive discussion on this topic: Shavell (2004);
Cooter and Ulen (2016). Schéfer and Ott (2005); Faure (2009).
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decreasing cyber risk as discussed in section 1.3.1 through 1.3.4. The
social welfare function is the aggregate of individual utilities. The
optimized social welfare function can be described as the
maximization of the sum of all private utility of individuals and
organizations in society.!®® However, a ‘laisser faire” strategy that
strives for a maximization of private welfare in cyber security does not
sum up to social welfare. In other words: there is a difference between
private marginal cost and social marginal cost.!™* This is difference is
caused by the externalities: the private benefits and costs of each
individual actor are not isolated. On the contrary, the investment
decision of each private entity is strongly related to other entities
because of the systemic character of cyber security risk (1.3.2.). The
systemic element of cyber security is the root cause of misaligned
incentives and market failures, which I will discuss in Section 1.5. This
section will first give a brief introduction into the social welfare
perspective for assessing the cyber security landscape. The section will
first introduce the contribution of the social welfare perspective (1.4.1)
and its drawbacks (1.4.2). Subsequently, other perspectives relative to

the social welfare perspective are discussed (1.4.3).

1.4.1 The contribution of a social welfare perspective

I will provide three contributions via the social welfare perspective.
The first is that a social welfare function calculates total cyber security

costs.!® This means that not only the costs of cyber insecurity itself are

103 The study mostly focuses mostly on organizations. It should be noted that there
can be different aggregation mechanisms, for instance using the sum or the
product of all individual utilities.

104 Cooter and Ulen (2016), p. 39.

105 Compare Calabresi (1970).
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included, but also the cost of investing in cyber security.'® Market
power (Section 1.3.7) of organizations and agenda setting by
governments could lead to insufficient attention for the cost of
investing in cyber security and exaggerated attention for the cost of
cyber insecurity. For instance, the cost of cyber security regulation,
which could be considered a social investment in cyber security, is

often neglected, as Part Il on DBNLs will discuss.'?”

The second contribution is that the social welfare ‘mind-set’ relates
marginal benefits and cost of cyber security to all other goods in the
world. An allocative efficiency paradigm gives insight in the relative
cost of cyber security. In the end, attaining social welfare is not only a
question of investing in cyber security but part of a distribution of
scarce goods that could also be allocated to other societal goals such as

healthcare and education.

Thirdly, the social welfare perspective will provide awareness of the
cost of the inefficiency of overinvestment in cyber security. There can
be valid reasons to deviate from the most efficient investment level, for
instance because we want to protect private communications and

fundamental rights.

1.4.2 Pricing the social welfare function

The social welfare function necessitates pricing costs and benefits of

cyber security investments and insecurity. Sometimes, the impact on

106 See also Anderson (2008), p. 816: “The first killer problem is understanding the
trade-off between risk and reward. Security people naturally focus too much on
the former and neglect the latter.”

107 See part Il where I will extensively discuss the data breach notification law. This
part will show that the design of DBNLSs can lead to a net social loss when the
threshold for notification is set too low.
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the economy of cyber incidents can be quantified, such as the
discontinuity of organizational activities. For instance, the total costs
of the NotPetya attack exceed €100 million.'® Likewise, the cost of
other tangible assets can be determined up to a reasonably accurate
level, such as the value of getting a fine from a data breach notification
authority.'® However, much more often, pricing damage is hindered
by information asymmetry, unavailability, incorrectness and

temporality.11°

So far, I still only considered price determination ex post (after the
event did materialize), which is relatively straightforward. It is even
harder to determine the likelihood of a threat taking place and the
likelihood of the threat exploiting vulnerability.! Up until now I
discussed pricing of economic damage. The pricing complexity
increases even further when values enter a range that complicates
accurate inclusion in an economic framework. One could for instance
think about privacy infringements. In such a situation, the economic
framework does not fit, because consumers sell their privacy below
their initial willingness to accept. Hence, this behaviour confounds the

objective determination of their value of privacy.!'? The problem is

108 Ricadela (2017) <https://www.bloomberg.com/news/articles/2017-08-03/europe-
s-cyber-victims-racking-up-hundreds-of-millions-in-costs> (accessed on 30 March
2018).

109 This issue will be discussed further in part II, whereby the expected value of the
fine by the DPA is one of the key drivers of (non-)compliance with the data breach
notification law.

110 See Section 1.5.2

111 See among others Anderson et al.: The difficulty of determining the likelihood
and impact of cyber security threats is one of the reasons that the cyber insurance
market does develop slowly (2012). Part III will extensively discuss this market
and will provide a risk shifting solution that exactly works around the issue of ex
ante determination of risk, called cyber risk pooling.

112 Cofone (2015), chapter 3.
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aggravated by the fact that non-tangible assets often are traded off
against more tangible assets. This for instance concerns the ‘trade” of
privacy for more security.!’* Another issue that exacerbates the pricing
problem, is that utility preferences differ largely over people with often
different agenda’s in the cyber security game. Hence, one needs to take
into account each individual preference regarding cyber security and

privacy.

The discussion above has demonstrated that pricing cyber security is
hard or even impossible because of the hampered determination of
probabilities, non-economic impact and individual utility preferences.
The question remains in what way the social welfare perspective can
contribute to put the cyber security puzzle together. The focus of the
study utilizes the potential of social welfare while circumventing the
difficulties in pricing the social welfare function. This is caused by the
studies’ focus, that will lie on means reduce information asymmetry
and stimulate information diffusion in cyber security. Information
diffusion is likely to increase private optima because it allows for
better-informed choices of organizations.'* Information diffusion also
decreases transaction costs and in doing so it can reduce the
misaligned incentives caused by for instance externalities.!’> Without a
doubt, increasing information diffusion in itself also has a cost, and this
should be balanced with the benefits thereof. For instance, Part II will
balance the costs of a data breach notification law with its benefits in

increasing the diffusion of information in the cyber security market.

113 See for instance Pavone and Esposti (2010).

114 Klick and Parisi (2004).

115 Externalities are discussed in Section 1.5.1 and information diffusion as such in
Chapter 2, Section 2.2.
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1.4.3 Other criteria for the distribution of cyber security investments

The social welfare perspective of the study has a set of neoclassical
criteria and concepts that facilitate the determination of the optimal
distribution of cyber security investments, namely utility
maximization, efficiency and rationality. I have discussed some of the
challenges within the perspective relevant for the study, such as the
difficulties in determining utility and subsequently pricing it (1.4.2.).
The focus on stimulating knowledge diffusion mitigates or
circumvents some of these challenges. However, the focus of the study
does not circumvent the existence of other possible sets of criteria to
distribute cyber security investments.!® I will discuss fundamental
rights protection and the techfix because they drive the policy debate
in cyber security and could lead to overinvestment in cyber security

relative to the social optimum.”

Fundamental rights protection within cyber security states that the
fundamental right to privacy and private communications means that
cyber security and privacy should be attained at all cost, also when this
entails a level of protection that is not efficient. Their fundamentality
is non-negotiable. For instance, some legal scholars advocate the
protection of private communications as ‘a first line of defence’.’® The
implication is that privacy should therefore be prioritized over

efficiency and other fundamental rights.

116 See Mulligan and Schneider (2011) for several doctrines related to cyber
security.

117 There are also other more traditional criteria in law and economics, such as
fairness, happiness and market outcomes (Renda (2011)) and see also for an
interesting discussion Bozeman (2007). The utilitarian approach has been criticized
in the literature of the past century (Sanchirico (2001), pp. 1003-1089).

118 Arnbak (2015).
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The techfix is the belief that cyber risk can be reduced to (almost) zero
by technical solutions. Given the discussion about the nature of cyber
risk and its inherent instability it is hard to provide an argument for
the techfix being a realistic solution. However, in practice, there are
factors, such as information incorrectness, agenda setting and
intolerance for ambiguity, that lead to increased incentives to
campaign for a techfix. This causes overinvestment in cyber security.
Sometimes, the techfix serves a legitimate goal, for instance by serving
fairness or fundamental rights. It can also drive new technical
solutions. In such a situation, the techfix approach is a means to an end,
but still quite often it is framed as an end in itself by actors in the

‘security theatre” that make false promises.'"’

It is not my goal to claim that maximizing utility is the only legitimate
end. Especially the fundamental rights perspective can be equally
relevant as the efficiency criterion adhered in the study. However, one
of the virtues of the efficiency criterion is that it can provide an
indication of the costs of fundamental rights and techfix approach
relative to the most efficient outcome. For instance, increased
investments in private communication (in order to protect
fundamental rights) could reduce national security (targeted
surveillance) or increase the (administrative) costs faced by businesses
and individuals. It could even reduce aggregate social welfare. The
latter may be traded for private communications protection. But to
make informed policy choices, one must be cognisant of the utility

yielded by each legal instrument.

119 Schneier (2013) for instance describes this ‘security theatre’, which are
measures designed to get a feeling of security rather than having real impact.
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1.5. Misaligned Incentives

Section 1.3 discussed the dynamics of investing in cyber security and
Section 1.4 discussed the societal perspective of investing in cyber
security. The study already discussed that the attainment of private
optima is not going to lead to efficiency. Within cyber security, the
social costs and benefits differ from the private cost and benefits so that
the market will not reach the social optimum by itself.!?* Cyber risk is
a systemic risk. Because of the interconnectedness of computer
systems, private investments have a positive of negative effect on third
parties. Micro-economics labels this phenomenon as an ‘externality’, a
type of market failure.!”? Externalities give rise to misaligned
incentives of organizations that hamper their contribution to
maximizing social welfare.!?? They either invest too much or too little
in cyber security. This section will give a brief introduction in the roots
of these misaligned incentives and its relevance for the specific
approach of the study. The analysis of incentives lies at the core of the
field of economics of cyber security that emerged in the early 2000s. A
group of research scholars proposed that cyber security is not a
question of technology only, it is also and possibly more a question of
correcting microeconomic incentives, and the economics of cyber
security emerged.'?® The analysis of incentives is also key in law and
economics. As already illustrated, the integration of law and
economics with these economics of cyber security is the third ambition
of the study. The externalities and related public good characteristics
of cyber security will be discussed in Section 1.5.1. Section 1.5.2

illustrates four types of information deficits as a prelude to Chapter 2.

120 Majuca, Yurcik and Kesan (2006) <http://arxiv.org/abs/cs/0601020> (accessed 30
March 2018).

121 Stiglitz (1989); Bator (1958); Posner (2007), p.72

122 Varian (2010); Cooter and Ulen (2016).

123 See also Section 1.2; the seminal article by Anderson (2001) and for a good
overview, Bauer and Latzer (2016).
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These deficits are also related to externalities that cause the
underproduction and underdiffusion of information being one of the

main building blocks of the specific scope of the study.

1.5.1 Externalities and public good characteristics

Negative externalities exist when the activity of a first party causes a cost
towards a third party. The party has an incentive to overinvest because
the first party does not have to bear the third party costs. In general,
cybercrime causes disproportionate cost on society and cybercriminals
are sometimes referred to as ‘metal thieves’, in the sense that the
societal damage caused is much larger than the private gains of the
criminal.’? In the 2017 NotPetya attack, the cybercriminals received
around $10,000 in bitcoins'®, while the total costs of the NotPetya
attack exceed €100 million.'?® In general, cyber security investments
benefit others and generate positive externalities instead of negative

externalities.

Positive externalities exist when the activity of a first party causes a
benefit towards a third party and thus the party investing does not take

the full benefit of its decision.!”” Hence positive externalities give

124 Anderson et al. (2012).

125 Graham (2017) <https://www.cnbc.com/2017/06/28/ransomware-cyberattack-
petya-bitcoin-payment.html> (accessed 30 March 2018); Spring (2017)
<https://threatpost.com/google-study-quantifies-ransomware-revenue/127057/>
(accessed 30 March 2018); Hern (2017)
<https://www.theguardian.com/technology/2017/jul/05/notpetya-ransomware-
hackers-ukraine-bitcoin-ransom-wallet-motives> (accessed 30 March 2018).

126 Ricadela (2017) <https://www.bloomberg.com/news/articles/2017-08-03/europe-
s-cyber-victims-racking-up-hundreds-of-millions-in-costs> (accessed 30 March
2018).

127 The analysis of externalities in cyber security is an extensively discussed topic.
The literature is too vast to mention in its entirety, so I shall limit myself to
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incentives to underinvest. Individual private investments in cyber
security usually benefit societal cyber security. For instance, when a
computer system of an organization is infected by malicious software
that secretly makes them a part of botnet, its systems will be used to
execute (large scale) attacks on other systems.!? However, it is in the
interest of the botnet owner to let the attacks go unnoticed so that the
owner of the system will not remove the malicious code. The owner of
the infected computer system thus feels no nuisance of the botnet
system. Hence, the benefits of removal of this software are on society,
that will experience, ceteris paribus, fewer botnet attacks, while the
private owner of the system mostly incurs costs of detection and
removal of the malicious code and few benefits. This imposes a
problem on society, because there will be no incentive for the private
owner to remove malicious code present on its systems or even install
programs or do an effort to detect them in the first place. The owner of
the system has an incentive to underinvest relative to the social
optimum. This could lead to a situation where every organization will
anticipate on the actions of third parties that will provide security. In
such a situation, these positive externalities lead to no investment at
all; the so-called free rider problem. For instance, society would greatly
benefit from openness and information exchange about zero-day
exploits. But such openness often does not benefit the party that gives
openness in the short term. Instead, those parties may choose to free-

ride on other parties providing information for them.'?

mentioning a few key articles: Moore (2010); Anderson (2001); Anderson and
Moore (2007); Anderson (2001), chapter 7; Bauer and van Eeten (2009).

128 Asghari, Bauer, Tabatabaie et al. (2010)

129 Powell (2005). A second common potential market failure in cybersecurity
documented in the economics literature deals with the problem of information
sharing and free riding. A number of papers explore this. Anderson (2001) looks at
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The pervasive existence of positive externalities in cyber security has
led to the discussion whether cyber security can be seen as a public
good.’® A public good has the two following closely related

characteristics:!3!

e Non-rivalrous in the sense that consumption by one individual
does not reduce consumption opportunities for other
individuals.

e Non-excludable in the sense that everyone can freely consume

the good

For instance, national defence or fresh air are considered as pure public
good.!32 The consumption of national defence or fresh air of a
consumer does not reduce the consumption of others and everybody
can freely consume it. It becomes quite clear that, based on this
definition, cyber security is not a (full) public good because for instance
an IT environment can be excluded from the public environment
through firewalls, honeypots and other intrusion detection and
prevention systems. However, the systemic character of cyber risk (see
Section 1.2.3.) is not excludable. Everybody enters the global Internet
but is in different ways vulnerable for several types of hazards
depending on the browser they surf with, the operating system they

use and the protection they invested in. Vulnerabilities in Android, iOS

the incentives facing information sharers, Varian (2002) models the free rider
problem and system reliability, Gordon

et al. (2002) look at information sharing by SB/ISOs, Gordon et al. (2003) study the
welfare implications of information sharing and the conditions necessary for
information sharing to increase computer security, and Schechter and Smith (2003)
examine the benefits of sharing information to prevent security breaches.

130 Cooter and Ulen (2016).

131 Varian (2005).

132 Cooter and Ulen (2016).
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or Windows affect large parts of cyber space. Patching them has close
to zero marginal production costs when everybody can freely
download the patch and most software companies do not exclude
consumers from using such a patch. Thus, most scholars agree that
cyber security has the characteristics of a public good. The degree to
which cyber security is a public good depends on the intensity of
positive externalities. When externalities are relatively limited (private
benefits are high and public benefits are relatively low) there will be
sufficient private incentives to provide for security. For instance, when
a company, such as a bank, has a high interest in keeping trust in its
digital services, private benefits are high and likewise there will be
incentives to provide for security.!® The literature on public goods is
of value to the study, because it provides necessary conditions and
solutions regarding ensuring the production of public goods and

avoiding the tragedy of the commons.

1.5.2 Information deficits

Misaligned incentives, public good characteristics, but also the
existence of market power at software and security firms'3* and the
capricious nature of cyber risk'® lead to information deficits in the
cyber security market. There is a lack of reliable data about cyber risk
and a lack of information about the return on cyber security

investments.!® As said, one of the main overarching goals of the study

133 Powell (2001)
<http://www.independent.org/pdf/working_papers/57_cyber.pdf> (accessed 30
March 2018); these private benefits have for instance led to a quite spectacular
decrease in the cost of Internet banking fraud since banks had sufficient incentives
to take appropriate measures to mitigate the vulnerabilities.

134 See Section 1.3.7.

135 See Section 1.3.

136 See for instance Anderson (2001), but also in relation to the insurability of cyber
risks by Bchme and Schwartz (2010); Biener, Eling and Wirfs (2015); Eling and
Schnell (2016).
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is to contribute to the reduction of these deficits. I will pursue this goal
by focusing on the university-government-industry helix and their role
and possibilities in stimulating information diffusion. But before
introducing the specific focus of the study in the next chapter, I will
first discuss four general information deficits in cyber security:

unavailability, asymmetry, temporality and incorrectness.

1. Information unavailability. An information deficit can exist in the
fact that cyber security information is simply not available.
When an organization has no intrusion detection system or a
simple virus scanner it will receive no or little information
about threats, vulnerabilities and impact. Information
unavailability mostly results from the externality problem.
Recall the positive externalities in cyber security: Organizations
have insufficient incentives to investigate what is going on
because the cost of their potential cyber insecurity is being
borne by others. Another possible reason is that the
organization is simply not aware of the costs associated with
the cyber risk and therefore does not collect risk metrics at its

computer system.

2. Information asymmetry. When information problems in cyber
security are analysed, the discussion focuses often on problems
related to information asymmetry.!'¥” In a situation of
asymmetrical information, one actor or a group of actors
possess a certain piece of information while another actor or
group of actors does not. Hence, sellers do know more about
the quality of the goods than buyers or vice versa. For instance,

information asymmetries exist for organizations purchasing

137 Cooter and Ulen (2016), p, 41.
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products to reduce cyber risk, because it is difficult for them to
assess the quality of Internet security products.'3® Both market
power and externalities drive asymmetrical information in
cyber security. Market power concentrates the resources
available for obtaining information in the first place.!®® The
organizations” incentive to share information is misaligned in
the sense that it does not benefit from sharing this information.
In such a situation, the public good characteristic of cyber

security emerges.

. Information temporality. The lack of information is caused by the
fact that the type and impact of cyber threats change
continuously and it is hard or impossible to forecast impact
based on past data. Section 1.3.2 showed that cybercriminals
have strong incentives to find new exploits for vulnerabilities
to escape their own tragedy of the commons. They usually
enter fruitful ground since software and security companies
continuously develop new products that contain new
vulnerabilities. Also the further integration and stacking of
computer systems generate additional vulnerabilities. Hence
the value of historical data about cyber risk depreciates with an
increasingly fast pace. It has even less predictive power for the

future.® For example, only in recent years, cyber security

138 Moore (2010), pp. 103-117.
139 Chapter 2, Section 2.2 will relate the four types of information deficits to the

three stage of the cyber security information value chain.

140 Chapter 6 discusses that this is especially an issue for cyber insurance
companies when trying the calculate premiums based on actuarial data.
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experts observed a giant spike of ransomware.*! Ransomware
is a malicious piece of software that takes a computer “hostage’,
in the sense that the owner cannot access the computer before a
certain kind of ransom is paid, mostly in the form of a digital
currency such as bitcoin. This contrasts with Internet banking
fraud, which declined sharply in the Netherlands after banks
took effective security measures and is not really an issue
anymore.'*? Thus, long-term data about the frequency of
occurrence and average damage is unknown. Consequently,
parties have difficulties in determining the right security

measures.

4. Information incorrectness. Obviously, information can become
incorrect when it has become outdated as a consequence of the
above-mentioned temporality. In that sense, there is an overlap
between information temporality and incorrectness. However,
there are also incentives of security and software companies for
an intended overestimation of the cost and severity of cyber
security, because they have a benefit in selling security

products.'*3 In many occasions, this information is not strictly

141 See for instance Hern (2016)
<https://www.theguardian.com/technology/2016/aug/03/ransomware-threat-on-
the-rise-as-40-of-businesses-attacked> (accessed 30 March 2018).

142 Total damage of Internet banking fraud in the Netherlands declined sharply
from €4,7 million in 2014, €3,7 million in 2015 towards €148,000 in the first half of
2016. This contrast with the figures that were measured when Internet Banking
Fraud was at its height of its impact, the first half of 2012, there was €24,7 million
damage. See <https://www.nvb.nl/veelgestelde-vragen/veiligheid-
fraude/1816/hoe-hoog-is-de-schade-door-fraude-met-Internetbankieren html;
https://www.nvb.nl/thema-s/veiligheid-fraude/586/fraude.html;
https://fd.nl/economie-politiek/1167515/fraude-met-Internetbanken-spectaculair-
gedaald> (accessed 30 March 2018).

143 Anderson et al. (2012).
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incorrect, but just a biased collection and aggregation of the
available data. For instance, cyber security reports overestimate
the direct costs of cybercrime.!* Organizations and individuals
that make investment decisions can also unintendedly
overestimate the costs of cyber security, for instance as a
consequence of behavioural biases. For instance, organizations
perceive the reputational impact of data breach disclosure as
very high while the long term impact of these breaches on for
instance stock market value has never been demonstrated.'#
The issue is aggravated by the fact that there are very few
academic studies that measure the cost of cybercrime, and thus

objective information is scarce.'#

Section 1.5.2 briefly identified the several information deficits and
related them to microeconomic theory. It is exactly this theory that
provides instruments beneficial to the identification of solutions for
overcoming these deficits throughout the study. For instance, the cyber
risk pool discussed in Part III uses the literature on public goods.
Instead of being public, cyber risk pools act as private information-
sharing groups that can exclude non-members. The incentives for
sharing information could improve when there is an ability to exclude
members suspected of holding back information, as I will show in Part
II1.147

144 Floréncio and Herley (2012)
<http://www.nytimes.com/2012/04/15/opinion/sunday/the-cybercrime-wave-that-
wasnt.html?mcubz=3> (accessed 30 March 2018).

145 Compare for instance Goel and Shawky (2009), pp. 404-410

146 Among the few studies that did try to quantify the cost of cybercrime is
Anderson (2012).

147 Tullock (1985); Powell (2001)
<http://www.independent.org/pdf/working_papers/57_cyber.pdf> (accessed 30
March 2018).
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1.6. Summary

This first introductory chapter has discussed the methodology and
procedural strategy of the study, the general dynamics of investing in
cyber security, the social welfare perspective and the bottlenecks of
attaining this perspective. As we have read, the technical nature of
cyber security risk is capricious due to its systemic element and its
inherent advantage for attackers. The difficulty of finding adequate
solutions is even aggravated by several microeconomic bottlenecks.
This chapter introduced the reader to the general cyber security
theatre. Against this background, Chapter 2 will introduce the specific
research agenda that aims to contribute to improving this

environment.
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2. INFORMATION DIFFUSION AND THE TRIPLE HELIX

2.1. Introduction

The previous chapter illustrated that individual cyber risk is not a local
phenomenon such as for instance fire risk, but instead correlates with
the risk of other digital devices in the world. This affects the dynamics
of the microeconomic theory explaining cyber security. One could say
that microeconomic theory in cyber security is ‘on steroids’: the
interwovenness of digital devices amplifies misaligned incentives,
information deficits and other market failures. Where the previous
chapter introduced the technical and economic challenges of cyber
security, this chapter will introduce three lines of thought for solutions,
namely information diffusion, legal instruments and the triple helix

approach.

Section 2.2 starts with a discussion of the concept of information
diffusion as a stage in the information value chain. Information
diffusion will be related to the various information deficits that were
introduced in the previous chapter. Section 2.3 introduces the legal
instrument as the main medium the study will investigate. Section 2.4
will introduce the triple helix approach; the doctrine that university,
government and industry all have their own role, tools and
responsibility. Finally, after the theoretical framework has been
established, Section 2.5 will introduce the specific issues that are the

subject of the studies” three substantive parts.
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2.2. Information Diffusion

Information diffusion'® is the continuous circulation of information (in
Part I related to the nature of DPLs and in Part II and III related to the
return on cyber security investments and the nature of cyber security
risk).!* This section will explain the concept of information diffusion
as part of the information value chain. Next, the benefits and costs of

information diffusion will be discussed.

2.2.1 The information value chain

Table 3 below displays the three steps of a comprehensible information

value chain I would like to outline here.130

Table 3: The information value chain

Part of the value | Contribution to the information deficits

chain described in Section 1.5.2.

Step 1: creation Unavailability; incorrectness

Step 2: diffusion Primarily: asymmetry, Secondary:
incorrectness; temporality

Step 3: utilization Indirectly through the utilization of means for
creation and diffusion

Creation. Logically, cyber security information needs to be created in

the first place before it can diffuse among actors. Chapter 1 illustrated

148 T use the economic definition of information diffusion. This is different from for
instance the information theory of Shannon Weaver.

149 See Chapter 1, Section 1.3.

150 See Rogers (1962); Abelson and Glaser (1983; Rich (1979). This research
distinguished the three processes of what I call, the information value chain, but it
should be noted that this stream of literature mostly focused on innovations
(rather than best practices) and scientific research (rather than organizational
measures). Also, instead of information the word “creation’, one could also use the
word ‘registration’.
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the current underproduction of information due to its positive
externalities.’ But still, information creation has private benefits. An
example of information creation is the installation of a virus scanner
that detects malicious software. In doing so, the information created
directly reduces private cyber risk because the owner knows when
malicious activity occurs. But, he retrieves information from just a
small part of the cyber security landscape. Apart from reducing
information unavailability, information creation can also reduce
information incorrectness, in a situation where the correct information
was not available but parties spread incorrect information to
(deliberately) distort the market. Information creation will not be the
main theme of the study. It is the field of the economics of cyber

security that contributes to cyber security information availability.'>2

Diffusion. Information diffusion theory describes a wide range of
events such as adoption rate of innovations, the disseminations of
news and network effects of social media.!® Information diffusion
primarily reduces information asymmetry. As a second order effect it
can contribute to a reduction of information incorrectness and
temporality but the study will focus on its contribution to the reduction

of information asymmetry.

The nature of information diffusion differs between Part I on the one
hand and Part II and III on the other. This study focuses on the
circulation of information regarding the nature of 71 DPLs in Part I by
coding these laws. In doing so, it contributes to the reduction of

information asymmetry. The information regarding these laws was

151 See Chapter 1, Section 1.5.2.

152 Key scholars in the economics of cyber security have urged for the wider
availability of empirical data. See for instance Anderson et al. (2008)

153 Wu, Chen, Xian et al. (2016).
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already existent, but the quantification allows for easy access and
comparison between laws by policy makers and other researchers. As
a secondary effect, it can reduce information incorrectness about these
laws, because the correct information is more easily accessible after the

analysis.

Part II and III focus on information related to the return on cyber
security investment and the nature of cyber risk. This means that
private parties share their knowledge with other parties.!* Contrary to
the private benefits of the creation of information, the benefits of
sharing information are almost solely external. Also here, information
diffusion primarily reduces information asymmetry asymmetry.
Secondary, when the correct information is being diffused
continuously, it also mitigate the issue of information temporality and

incorrectness.

There are very limited private benefits of information sharing. In a free
market environment, the only private benefit a party gains is the
likelihood of the reciprocity (the other party also shares its
information) and appropriateness (it is morally good to contribute to
society).!> Moreover, information sharing is constrained by privacy
issues or sensitive/competitive data related to business operation.!%

Thus, in many cases, there are insufficient incentives to diffuse

154 Cyber security information diffusion is regarded as an important matter. See for
instance Fuentes, Gonzalez-Manzano, Tapiador et al. (2017), p. 127, which state:
“Cooperative cyberdefense has been recognized as an essential strategy to fight
against cyberattacks. Cybersecurity Information Sharing (CIS), especially about
threats and incidents, is a key aspect in this regard.”

155 Ayres and Braithwaite (1992).

156 See for instance Chapter 4. The GDPR constrains the processing and sharing of
personal data.
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information and to reduce asymmetry. This leads to the conclusion that

information diffusion has very strong public good characteristics.'>”

Utilization. Information creation and diffusion solely contributes to
social welfare when the information is utilized to make efficient cyber
security investments.’® In fact, in many information value chain
theories, this is not a single step, but a process of several steps.!®
Utilization of information can also lead to the creation and diffusion of
new information (for instance when an organization based on better
information related to cyber risk invest in a monitoring and detection
system.) In that sense, the information value chain is an iterative
feedback loop. The specific methods on how to utilize cyber security
information will not be included in the scope of the study. These
matters of the technical execution in cyber security are especially

debated within the domain of computer science.

2.2.2 The social benefit of information diffusion

Information diffusion results in more efficient cyber security
investments and an increase in social welfare. The most simple and
straightforward argument is that organizations do not have to

‘reinvent the wheel’. Parties can learn from the experiences of other

157 For the general discussion on public good characteristics of cyber security, see
Chapter 1, Section 1.5.1.

158 Here a challenge arises that, when information creation and diffusion increases,
it is even more important to filter relevant data, as also observed by Zhang, Lui,
Zhan et al (2016), p. 28. Ideally, this filtering stage already takes place at the
diffuser of the information. This matter is also addressed in the light of data
breach notification laws in Chapter 4.

1% The field of knowledge management has provided useful insights in this area,
see for instance: Serban and Luan (2002), who speak of data, information,
knowledge and decision making.
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parties in making efficient cyber security investments.!®® Insofar the
costs of reinventing the wheel are higher than the costs of diffusing the
best and worst practices this could lead to a social welfare surplus.
Perhaps, it may seem obvious that reinventing the wheel is a more
costly exercise than learning from others. However, there is certainly a
perceived barrier to use others” information, especially when it is not
diffused in a proper manner, and this causes that still many individuals
and organizations first try to fix issues themselves. Secondly, the
diffusion of cyber security data will lead to better informed people!®!
and better products, such as cyber insurance. The cyber insurance
market benefits from an increased availability of data because this
allows for better premium determination.’®> Cyber insurance can in
itself contribute to the diffusion of information through, for instance
the aggregation of claim data. Hence, in a well functioning cyber
insurance market a positive feedback loop will emerge that propels
information diffusion.’®* Thirdly, information diffusion balances
market power of big software and security firms, which have fewer
possibilities for exploiting information asymmetries. They sometimes
do so by releasing exaggerated cyber security statistics with
information about threats, vulnerability, impact and resilience
strategies.!** Organizations can purchase a better-fitted product when
the information asymmetry between the seller and the buyer (a lemon

market) is reduced. When the uncertainty regarding the return on

160 See for instance Anderson (2009) and its recommendations for the Internal
market: On recommendations is: “We recommend that the EU adopt a
combination of early responsible vulnerability disclosure and vendor liability for
unpatched software to speed the patch-development cycle.”

161 Sohrabi Safa and Von Solms (2016).

162 See Chapter 6.

163 See Chapter 6.

164 Anderson, Bohme, Clayton et al. (2008).
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investment of investment in cybersecurity decreases, also the option to
defer the investment decision decreases.’® Fourthly, the classic law
and economics argument is that when information diffusion reduces
transaction costs, this could lead to a reduction of the externality
problem.'® It is important to note here that it is the diffuser of
information that can lower transaction costs for the recipient of
information. For instance, when an organization puts a cyber security
best practice on the Internet, it will lower transaction costs for others
to find and utilize this best practice.!®” The Coase theorem states that in
a situation of zero transaction costs, parties will bargain up until
efficiency has been reached. For instance, when a ransomware attack
occurs, other parties can bargain with the affected party to not pay the
ransom because the other parties have the benefit of lowering their
own chances of being affected by ransomware. Naturally, the existence
of zero transaction costs is just an ideal situation that will not be
reached in real life, as Coase himself also observes.1®8 Nonetheless, the
less strict Coase theorem says that legal instruments should aim at
reducing transaction costs. It should be noted that the
interconnectedness of IT systems makes the concrete bargaining
process complex or in some situations almost impossible because
simply too many people are affected.’® So “Coasian bargaining’ could

emerge in smaller pools, such as the risk and insurance pools that are

165 Gordon, Loeb, Lucyshyn et al. (2015).

166 And legal instruments should be aimed at reducing transaction costs according
to the positive school of L&E and the Coase theorem (Renda (2011); Posner in
Parisi and Rowley (2005); Parisi (2004));

167 Zhang, Liu, Zhan et al (2016).

168 Coase (1960); see also Nagurney and Shukla (2017) who reach similar
conclusions with regard to information sharing in cyber security and prefer a
Nash bargaining model for cooperation and knowledge sharing to a Nash
equilibrium model for non-cooperation.

169 Or at least it will demand an efficient globalised bargaining system.
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studies in Part III. Legal instruments can provide incentives to reduce

these transaction costs.

2.2.3 The social cost of information diffusion

Apart from a social benefit, the stimulation of information diffusion
also leads to societal costs, which should be balanced with its benefits.
In the first place, the stimulation of information diffusion could lead to
an underproduction of information creation by the party who expect
to receive the information. In other words: when everybody expects
the other party to diffuse information, there is no information created
in the first place. Secondly, the stimulation of information diffusion
could also lead to an underproduction of information by the party who
created and registered the information in the first place, provided that
the diffusion of information has a negative effect on the first party (and
a positive externality on third parties). An example of this situation
discussed in the study is the incentive not to detect data breaches when
data breach disclosure is mandatory.'”® In such a situation, the
diffusion of information has possible negative effects on the
organization because of the administrative and reputational costs
involved in its mandatory disclosure. Thirdly, some say that the
protection of information internalizes the positive externality to third
parties. This is the general argument in the discussion related to the
social outcomes of the protection of patent law. However, in general,
in order for information to be protected under patent law, this
information should be new, sufficiently distinguishable from other

inventions and universally applicable.'” It becomes clear that the

170 And Polinsky and Shavell (2006). See also Chapter 4, Section 4.6.1.

171 See for instance European Patent Convention) of 5 October 1973 that formed the
basis for European patent policy. The alternative, copyright law, is of less
relevance since this mainly concerns creative content and not the application of a
technical novelty.

60



majority of best practices related to cyber security do not fall within
this scope and hence are not patentable. Likewise, what is meant by
information diffusion in this study does not include patentable
innovations by cyber security or software companies. Instead, the
focus of the study lies on information diffusion about non-patentable
cyber security best practices and to avoid reinventing the wheel.!”?
Finally, the public good nature of information diffusion with its free
rider character necessitates the construction of additional structures
that incentivize organizations to diffuse information. The costs of these
incentive structures need to be less than their benefits. The practical

execution of information diffusion is the subject of the next section.

2.2.4 The practice of information diffusion

Certainly not everybody does free ride on (the expectation of)
information diffusion in cyber security. In 2015, Moore, Scott and
Chang interviewed 40 Chief Information Security Officers (CISOs)
from large (mainly US) companies and identified that there is “a good
deal of information sharing in cyber security”, for instance through
Information Sharing and Analysis Centres (ISACs) and more informal
CISO talking shops.’”® On the other hand, the Dutch cyber security
council, with members from university, government and industry, has

emphasised that the lack of information diffusion is one of crucial

172 However, one should be aware that underproduction of information is also
connected to the field of data protection. Insufficient personal data protection
could also lead to an underproduction of information. However, most crucial
information related to cyber security diffusion can be shared without disclosing
details about natural persons. The relevant information will be more in the sphere
of the nature of the risk and strategies to reduce it at affordable cost, which can
even contribute to personal data protection. See Cofone (2017).

173 Moore (2015).
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