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1 Introduction

1.1 General introduction

In today’s life on Earth, DNA is almost exclusively the carrier of genetic information although it is believed that RNA molecules were the first carriers of genetic information [1]. In healthy cells, RNA molecules and proteins are produced in amounts that are in balance with the demand. Due to mutations in the DNA, the transcriptome and proteome may change and consequently, cells may not be able to properly maintain themselves and die or survive in a mutated state and behave differently. Cancer finds its origin in changes in the DNA, with mutations in, and dysregulation of RNA as a consequence [2, 3]. Understanding the consequences at the RNA level may be helpful in the understanding of how cancer progresses, which eventually may be useful for precision medicine. Mutations can be detected in DNA and RNA using Next Generation Sequencing (NGS) technologies. NGS DNA analysis can reveal almost all mutations, while analysing RNA gives more information about the type and state of cells.

In the past few centuries, science in biology evolved from observations by eye, to the microscope and to the molecular and digital world. The invention of the microscope by Antoni van Leeuwenhoek has been of great importance in this process as it allowed to study living organisms at a new resolution: the cell became visible. Nowadays it is possible to look at atomic resolution with electron or atomic force microscopes, NMR and X-Ray crystallography. What is remarkable about these techniques is that they do not measure actual light. For example, the electron microscope measures matter waves, which are converted to grey values and are at their turn projected as a photograph. Such conversions make analysis dependent on computer models and require analysis software for data processing. Similarly, for the analysis of RNA and DNA sequencing data a revolution has taken place and currently the vast majority is analysed with computer models. From this perspective the computer can be seen as the modern microscope for DNA and RNA analysis. However, as the sequencing
techniques continue to be improved and more knowledge is gained, new and adapted computer models are needed.

1.2 DNA- and RNA sequencing

The discoveries of Franklin, Wilkins, Watson and Crick in the early 1950s led to the discovery of the DNA helix structure \[4\]. This was the starting point for unraveling the hereditary characteristics encoded in DNA. However, it took until the beginning of the 1970s before the first order of a DNA sequence was determined \[5\]. Due to the rapid development in technology, the (almost) complete human reference genome has been unraveled and made available in 2001 \[6, 7\], which is accessible to everybody with a desktop pc and an internet connection today. Nevertheless, due to its static nature, cellular DNA alone is insufficient to explain life, the behaviour of cells and diseases. One of the complex challenges in understanding an organism’s DNA and consequently in understanding genetic diseases is to identify all components encoded within a genome \[8\]. There are multiple open access databases with annotations of genes and transcribed loci, such as UCSC \[9\] and RefSeq \[10\]. Using such databases, elements imprinted in a genome and higher order interactions can be studied further.

It was believed that beyond protein coding genes most genomic regions are junk DNA and that most transcripts that do not code for protein sequences are non-functional. Although there is still debate about which RNAs are functional \[11\], the hypothesis that most transcribed regions of the genome have no function has been revised since RNAs that do not code for protein (ncRNAs) turn out to be highly abundant and involved in a variety of functions in the cell \[12\].

1.2.1 RNA

There are different types of RNA molecules, subdivided based on structure or function (Figure 1.1). In the nucleus, pre-mRNA is transcribed from the DNA whereby the pre-mRNA is immediately capped at the 5'-end. After transcription, the transcript is elongated with a poly-A tail, resulting in mature mRNA. In a process named splicing, certain regions named introns are excised from the pre-mRNA. Splicing can take place both during- (co-transcritional splicing) and after transcription (post-transcriptional splicing), but mainly co-transcritional. The mRNA is transported from the nucleus to the cytoplasm. During the translation process mRNA functions as blueprint for the synthesis of proteins. Beyond mRNA, the transcription process is also responsible for non-coding RNAs (ncRNAs), subdivided in small (< 200 nt) and large ncRNAs (lncRNAs; > 200 nt) \[13, 14\].
1.2 DNA- and RNA sequencing

RNA is transcribed in the nucleus. Polymerase first caps the 5'-end and continues transcribing RNA from the DNA. During transcription, introns are excised in a process named splicing. Some introns are further processed into small ncRNAs such as snoRNAs. SnoRNAs are transported into the nucleolus, where it guides rRNA modifications. After polymerase has completed, poly-A polymerase adds a poly-A tail to the transcript. Mature polyadenylated transcripts can be host to both non-coding RNAs (such as pre-miRNAs) and coding mRNA. Mature mRNAs are exported to the cytoplasm. Ribosomes translate peptides from mRNAs, where tRNAs deliver the aminoacids. Mature miRNAs are also exported to the cytoplasm and together with complementary mRNA and specific proteins, the miRNA forms a RISC complex that prevents translation.

The ribosome is a combined protein RNA complex that synthesises proteins. In human cells, the ribosome is composed of two subunits. The large subunit contains 3 RNAs (28S, 5S and 5.8S) whereas the small subunit contains 1 (18S) \[15\]. About 90% of the total RNA in human cells is rRNA \[11\].

In the nucleus, pri-miRNAs function as genes for miRNAs and are further processed by \textit{Drosha} into ~60 nt long hairpin shaped pre-miRNAs. After the pre-miRNA is exported to the cytoplasm, it is processed by \textit{Dicer} into ~22 nt long microRNAs (miRNAs). Together with specific proteins, miRNAs form the RISC complex that allows binding of a miRNA to a complementary target RNA molecule. This complex may prevent translation of the target RNA or induce its degradation. As a result, miRNAs typically reduce gene activity and function as negative regulators of gene expression. Given their direct influence on translation and their involvement in feedback mechanisms, it is not surprising that certain dysregulated miRNAs are involved in cancer \[16\] \[17\] \[18\].

Small nucleolar RNAs (snoRNAs) are non-coding RNAs that are located in the nucleolus and Cajal bodies \[19\] and are involved in posttranscriptional modification...
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of rRNA. H/ACA-box snoRNAs consist of a double hairpin structure and guide pseudouridylation of rRNA, while C/D-box snoRNAs guide 2'-O-methylation. Small Cajal body-specific RNAs (scaRNAs) are hybrids and guide both types of post-processing. SnoRNAs have been implicated with other roles such as gene silencing and alternative splicing, while dysregulation has been associated with cancer.

Transfer RNAs (tRNAs) consist of three hairpin loops folded in a cloverleaf structure. They are involved in protein synthesis by carrying amino acids. The second loop of a tRNA contains a three letter subsequence named the anticodon, that due to its complementary binding determines which amino acid gets translated.

Recently, small RNAs (<35 nt) derived from many types of ncRNAs, including rRNA, have been found in various organisms. Initially, it was believed that these were products of RNA degradation and turnover, but their high abundance and consistent start and end positions contradicts this. The roles of many of these RNAs are not fully understood. Different RNAs derived from tRNAs (tRFs) have been reported, which are classified into two major groups. The tRNA halves are products of tRNA endonucleolytic cleavage near the anticodon resulting in fragments of 30-35 nt. The second group consists of smaller fragments (~20 nt) which often span one single hairpin of the tRNA. Expression levels of 3' tRFs show no correlation with the copy number levels of tRNA isoacceptors. Also, small ncRNAs derived from snoRNAs have been found and roles have been ascribed, including miRNA-like activity and involvement in certain diseases. However, their processing mechanisms and putative function are not fully understood.

Although RNA molecules are typically linear and single stranded, recent studies have reported circular RNAs (circRNAs). As all nucleotides of a circRNA are covalently bound, it forms a loop with itself. They are more stable than linear RNA because of this structure. The role of circular transcripts is not fully understood. Some circRNAs are found to work as miRNA sponge, while others others are protein coding. Besides circular RNAs, also double stranded RNA have been reported.

1.3 Fusion Genes

In healthy cells, DNA contains information that ensures a balance in regulation and molecular organisation. When DNA gets damaged this balance may be disrupted, which may lead to changes in cell proliferation and apoptosis. DNA damage can be single base substitutions, insertions, deletions, amplifications, but also more complex rearrangements such as translocations. DNA rearrangements may result in juxtaposition of genes. Such fusion genes are repeatedly found in cancer. The consequence of a fusion gene may be disruption of one or multiple genes, for example by introducing
1.3 Fusion Genes

A frameshift in fused coding sequences. Fused coding sequences can also be in-frame, resulting in chimeric proteins [32, 33]. Rearrangements involving regulatory elements, like gene enhancers or promotors, can alter expression levels and cause changes in regulation. If a DNA rearrangement does not change the cells functioning, it is called a passenger mutation. Such mutations are called passenger mutations and are expected to be the majority of mutations found in cancer cells. On the contrary, if a mutation does contribute to cancer progression, it is a driver mutation.

Oncogenes are genes of which increased or adapted activity results in cancer progression. Activating missense mutations are often driver mutations. For example, in receptor proteins a missense mutations may change the specificity for a ligand or the mutation results in a protein of which the signaling is completely independently of the ligand. Often in fusions involving an oncogene, a regulatory element of a highly active gene becomes adjacent to the oncogene, resulting in increased activity of the oncogene. For such fusion genes it is common that the oncogene stays intact in order to keep fulfilling its function and that the regulatory element does not lose its potential to induce transcription. This means that the DNA breakpoint is a major determinant for the oncogenic potential of the fusion. A well known example is the recurrent fusion gene in prostate cancer TMPRSS2-ERG, in which TMPRSS2 donates its promotor to oncogene ERG [34].

Tumor suppressor genes often carry out functions like DNA damage repair, growth control, cell cycle arrest and apoptosis. Consequently, reduced activity or loss of function of such genes is beneficial for progression of cancer. A fusion that involves a tumor suppressor gene may contribute to cancer progression by reducing transcription or by introducing a frameshift resulting in mutated or truncated proteins. It is likely that some of these fusion genes are harder to detect at the RNA level because of reduced expression. Hence, fusion genes can contribute to cancer progression via various mechanisms [31, 35].

One of the hallmarks of cancer, sustaining proliferative signaling, is the requirement that cells can adjust their signaling to make them self-determinant with respect to proliferation [36]. This typically involves changes in regulation of growth-factors, receptors and corresponding pathways, which are often tissue specific. Certain fusion genes are more common than others, and can be specific for a certain cancer type. If a specific type of cancer is characterised by a recurrent fusion gene, a test for the fusion gene may be used as indicator for the type of cancer. There are several known recurrent fusion genes used as biomarker, such as BCR-ABL [37], EML4-ALK [38], PML-RAR [39], and TMPRSS2-ERG [40].

The BCR-ABL fusion gene is recurrently found in chronic myelogenous leukemia (CML) and typically results in transcripts that correspond to thee proteins (p190,
p210 and p230) \cite{41}. Using probes designed against the fusion transcripts, the presence of the fusion gene is tested with RT-PCR \cite{42} and can function as clinical biomarker for CML \cite{43}. PML–RAR is an interchromosomal, reciprocal translocation between genes PML and RAR \cite{44}, which causes acute promyelocytic leukemia. Screening for this fusion gene is also performed with RT-PCR \cite{39}.

Although several fusion genes are used as biomarker for cancer, it would be ideal use fusion genes as target for specific drugs for targeted treatment. There is ongoing research to develop drugs targeting fusion-genes \cite{45, 46}. For example, imatinib has been approved as drug for Philadelphia-chromosome-positive chronic myeloid leukemia, targeting BCR–ABL \cite{47}. Thus, identifying and understanding fusion genes is of high importance for diagnosis as well as therapy of cancer. Fusion genes can not only be detected with DNA-seq but also with RNA-seq, of which the latter may also provide expression levels, splice variants and which gene is donor or acceptor. Unfortunately, the RNA-seq fusion gene detection tools are not highly accurate \cite{48} and therefore more research in this field is needed.

### 1.4 Developments in technology and RNA analysis

Analysing RNA has been helpful in understanding the processes that are taking place in a cell. Traditionally, expression of specific RNA transcripts has been studied by northern blot, qPCR and microarrays. The northern blot is used to quantitatively detect a specific RNA sequence, whereas qPCR is used to quantitatively detect a specific cDNA sequence. The microarray is a chip containing large numbers of predetermined probes (short sequences that are complementary to transcript sequences) and made it possible to analyse expression levels in a high-throughput manner. Hence, due to this scale enlargement, it became possible to look at gene expression of all genes at the same time, without doing wet-lab experiments for each gene separately. Because of the large number of datapoints, further statistical analysis needs to be performed with computer frameworks accordingly. Because the probes are predefined, transcripts for which no probes have been included on the chip are not interrogated.

#### 1.4.1 Next Generation Sequencing (NGS)

Nowadays, it is possible to measure vast amounts of DNA sequences simultaneously, with relative high speed \cite{51}. By making a cDNA copy of RNA using reverse transcription, also RNA sequences can be measured with this technology (RNA-seq). A
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1. Capture polyA+ RNA with polyT beads
2. Fragment RNA and add random primers
3. First strand cDNA synthesis (reverse transcription)
4. Second strand cDNA synthesis
5. Adenylate 3’ ends to prevent self-ligation
6. Ligate bar code adapters
7. Amplify with PCR
8. Perform sequencing

Figure 1.2: Overview of the Illumina TruSeq protocol. mRNA is captured using magnetic beads with poly-T sequences that are complementary to the poly-A tails. RNA is then fragmented and random primers are added to allow cDNA synthesis. The first cDNA strand is synthesised with reverse transcriptase, the second with DNA polymerase. After both cDNA strands have been synthesised, the 3’-ends are adenylated and 5’-ends repaired. Adapter sequences are ligated to the cDNA to allow them to hybridise onto a flow cell. In the sequencer, cDNA molecules are iteratively extended with fluorescent nucleotides and during each iteration these nucleotides are excited and emission at corresponding wavelengths is measured in an imaging step. The corresponding imaging data is transformed into nucleotide sequences.

Figure 1.3: Schematic overview of a typical NGS workflow. After sequencing data has been obtained, the quality is assessed and controlled (QA/QC) where possible. During QA/QC it is common to trim low quality bases, remove adapter sequences and discard reads with low complexity sequences. The high quality data is often mapped to an organism’s reference genome, into a file referred to as alignment. For certain organisms, the reference genome may be missing, incomplete or the focus could be on complex variants. In these scenarios a reference can be reconstructed using de-novo assembly. There are also techniques available that skip both alignment and assembly, but measure only the k-mer (small subsequences) content directly from the reads. Most features, such as expression, polymorphisms and fusion genes are determined from alignments. These features are used to associate phenotypes with differences. Results are presented in tables or figures that facilitate interpretation.
common way to prepare mRNA for sequencing is the Illumina TruSeq protocol\textsuperscript{1} (Figure 1.2). The resulting detected sequences in NGS are called \textit{reads}. In the early days of RNA-seq analysis, the preparation protocols produced non-strand-specific reads. The sequence of these reads can correspond to the cDNA or its reverse complement, and therefore loses the information whether the transcript was sense or anti-sense. Nowadays, almost exclusively protocols are used in which information of the strand is preserved (strand-specific).

The first step in computational RNA-seq analysis is usually estimating the quality of the dataset. Artifacts such as adapter sequences and bases of low quality are removed from reads, or reads are removed from the dataset entirely. Although the dataset will become smaller, the overall quality will be higher. From this data, certain features will be extracted (Figure 1.3), such as gene expression levels, splice isoforms, fusion genes or polymorphisms. After feature extraction, associations between these features and certain conditions are examined. In most cases, the reads are first mapped to a reference genome and features are extracted from this alignment. It is possible that a reference genome of an organism does not meet the requirements or it is not available. Under these circumstances it might be worthwhile to first use the data to build a reference transcriptome using \textit{de novo assembly}. But using an alignment is not always necessary. For example, expression levels can also be determined from the k-mer content. However, when the reads have been aligned, expression levels are estimated by counting the number of reads aligned to a given locus \textsuperscript{52}. Further analysis requires distinct statistical models \textsuperscript{53, 54, 55}. Due to technical limitations, the maximum length of a sequence that can be measured by the sequencing machine is limited (50-300 consequent nucleotides per molecule), while the smallest human chromosome has a length of 46,709,983 bp and the longest transcripts exceed 100,000 nt \textsuperscript{56, 57}. Sequencing fragments rather than entire transcripts complicates determination of splice isoforms because exon junction spanning sequences are often missed. There are, however, computer programs that take this into account and based on mathematical models make predictions on splice isoforms and corresponding quantities \textsuperscript{58}. In the past few years, progress regarding the length issue has been made and techniques have become available that can measure up to 40,000 consecutive nucleotides \textsuperscript{59} and even 900,000 \textsuperscript{60}.

In \textit{paired-end sequencing} a fragment is sequenced from both ends and the link between both sequenced ends is preserved. Combining sequence information from both ends of the read pair with the expected fragment length, can be used to improve alignment to a reference genome. Moreover, if an alignment indicates that the distance

\textsuperscript{1}https://support.illumina.com/content/dam/illumina-support/documents/documentation/chemistry_documentation/samplepreps_truseq/truseqrna/truseq-rna-sample-prep-v2-guide-15026495-f.pdf
between the paired-end reads in the alignment does not fit the range of expected fragment size, this may be evidence for structural variants or splicing. For instance, if the distance between two reads of a pair in a genomic alignment is large (e.g. 10 Mb), while the estimated DNA fragment size was no longer than 1 Kb, it is plausible the reads span a deletion of ~10 Mb. Reconstruction of transcripts using NGS data relies heavily on computational analysis and the corresponding software largely determines accuracy and processing time.

Besides expression analysis, RNA-seq can be used to look at RNA from various new angles because sequences are measured independent of pre-defined probes. It allows discovery of novel transcripts, gene structures, splice isoforms, circular RNAs, mutations, RNA-editing and fusion genes. These analyses are typically performed using different software modules connected together into computational pipelines. A schematic overview of the structure of a typical RNA-seq experiment is presented in Figure 1.3. Each module has usually many different parameters [61] and modules can often be replaced with comparable software modules. Choosing the modules as well as the corresponding parameter settings is an important requirement of a computational environment because this allows adjustments for specific use-cases.

1.4.2 Small RNA-seq

Illumina’s TruSeq mRNA preparation protocol specifically selects polyadenylated mRNA, but because miRNAs are not polyadenylated, they require a different preparation protocol [62]. After total RNA is extracted, RNA molecules are size selected in a range of ~18-30 nt [63]. Since the molecules are selected to be smaller than the maximum read size, there is no need for further fragmentation. PCR- and sequencing adapters are ligated and the small RNAs are sequenced in a single-end and strand-specific manner. Small RNA-seq can be used to investigate and quantify annotated miRNAs and to detect novel miRNAs [64]. Although miRNAs are annotated as single sequences with exact genomic start and end positions, sequencing data shows that there is variation in these start and end positions [65]. These variants, called isomiRs, arise because cleavage is not precise up to the nucleotide. Apart from cleavage, it is also possible that nucleotides are ligated or substituted. This variation complicates determination of miRNAs since the boundaries of a miRNA need to be determined using reads derived from different isomiRs. In small RNA-seq data, expression profiles can be determined and be used to study differential expression. Although small RNA-seq was designed to study miRNAs in particular, this method is applicable to many types of small RNA [24], including PIWI-interacting RNAs (piRNAs) [66] as well as a variety of small non-coding RNAs derived from rRNAs, tRNAs, snoRNAs/scaRNAs.
and snRNAs [24]. For miRNAs, their well understood 2D hairpin structure plays a major role in prediction and annotation [67]. Because these models do not apply to the other small non-coding RNAs, annotations of small RNAs other than miRNAs and piRNAs are lacking. The lack of such annotations complicates analysis and therefore a method accurately annotating small RNAs in small RNA-seq data is needed.

1.4.3 Fusion genes and RNA-seq

DNA rearrangements may result in fusion genes and if they are expressed, they may result in fusion transcripts. Therefore, fusion genes can not only be observed and detected in DNA-seq but also at the RNA level [68], using RNA-seq. In DNA-seq, the distribution of reads across the genome is almost uniform and expression independent. This facilitates thorough detection and minimises the chance of missing fusion events. In contrast, fusion gene loci must be expressed in order to be observable in RNA-seq. However, using RNA-seq for fusion gene detection can provide several advantages over DNA-seq. It allows to deconvolve the fused splice isoforms and reveal the (fusion) gene structure, including potential novel exons. Also, the direction of transcription and altered expression levels are detectable. Such information helps to understand the role and impact of a fusion gene. There are also fusion transcripts that do not find their origin in genomic rearrangements but only exist at RNA level, including readthrough events and trans-splice isoforms [69], which can not be detected with DNA-seq.

Genomic breakpoints of fusion genes are unique per individual event, while at mRNA level they typically result in a limited number of fusion transcripts. Results found in RNA-seq can therefore more easily be used to develop PCR assays for screening. For example, BCR-ABL fusions are typically responsible for transcripts resulting in three distinct proteins. When only the first susceptible intron of both genes is taken into consideration (BCR intron 1: 70 Kb and ABL intron 1: 120 Kb), there are theoretically ∼8.4 billion possible DNA translocations that would result in the same fusion transcripts.

Although there are many software packages available to detect fusion genes in RNA-seq data [68, 70, 71, 72, 73, 74, 88], there is not a tool that is superior in performance [75]. More strikingly, the overlap of results generated with different tools is limited, which requires the use of multiple tools to find the full repertoire of fusion genes within a sample [76, 77, 75, 78]. A logical next step in RNA-seq fusion gene analysis is to prioritise the identified fusion events, for example by applying filters [48] or by predicting functional impact. The variety in available software is also an advantage. Different tools are developed to solve specific problems and have unique qualities.
that distinguish them from others, which might be a reason why the overlap between tools is limited. For example, JAFFA is designed to cope with relatively long read lengths. SOAPfuse is implemented to return results quickly. INTEGRATE minimises the number of false positives \cite{79}, whereas FusionCatcher focuses on data-cleaning by removing viral, bacterial and ribosomal contamination sequences. It has been recommended to choose a detection tool based on its properties in relation to the data, rather than on benchmarking based on artificial data \cite{78}. However, a combination of tools with an appropriate way of aggregating data has the potential to improve the overall results, for example by a majority vote \cite{75, 80, 81}. A complicating factor is that each tool reports its results in its own way. There is no generic file format for describing fusion genes, comparable to what the VCF format means for single nucleotide polymorphisms. Besides a standardised format, there is a clear need to have software that integrates the results of each of these tools and report overlap.

**Fusion genes and pre-mRNA**

The majority of RNA-seq fusion gene detection tools focus on detection at the mRNA level. During mRNA processing, introns are spliced out of pre-mRNA. Splicing takes mostly place co-transcriptionally, but can also take place post-transcriptionally \cite{82}. During transcription, pre-mRNA is synthesised from the 5'-end to the 3'-end and protected by a 5'-end cap (Figure 1.4). In co-transcriptional splicing, as soon as the end of an intron is transcribed, a spliceosome will be formed and introns are spliced
out, even before the entire pre-mRNA is transcribed and before the poly-A tail is attached [83]. Because splicing has finished before the poly-A tail has been attached, the poly-adenylated transcripts are free of introns. However, as result of intron-retention and post-transcriptional splicing, it is possible that poly-adenylated transcripts contain introns. In poly-A+ RNA-seq protocols, RNA is extracted based on the poly-A tails and predominantly mature mRNA is sequenced. This means that the data contains only few reads that correspond to introns (intronic reads) and that it specifically targets mature polyadenylated mRNAs. There are multiple pitfalls with respect to fusion gene analysis of such data:

- There are various transcripts that are non-polyadenylated such as circular RNAs and certain ncRNAs. These types of RNA are excluded from the sequencing library.
- Poly-A selection introduces a so called 3′ coverage bias. Due to this bias there is a significant higher coverage of sequencing reads near the 3′-end compared to the 5′-end [84, 85]. For fusion gene detection, the consequence is that breakpoints closer to the 5′-end are underrepresented with sequencing data and thus harder to predict.
- Genomic breakpoints that fall within intron sequences cannot be detected. Because introns are relatively long, the vast majority of the fusion gene breakpoints are located within introns. Because intronic reads are mostly lacking, corresponding genomic breakpoints cannot be detected.

It is possible to circumvent these pitfalls by using an RNA-seq protocol that is not purifying the library targeting the poly-A tails. This can be done by sequencing total RNA, of which the high abundant rRNA is depleted first. Then random hexamer primers are used as complementary primers to synthesise cDNA [86]. The currently available RNA-seq fusion gene detection tools are not fully designed to cope with ribo-depleted total RNA, as intronic reads are often discarded [38]. There are two exceptions: gfuse is particularly designed to analyse FFPE material [87], but the actual software is not publicly available, and Tophat-Fusion, which is able to find intronic breaks but is restricted to gene regions [70].

1.4.4 Standards in bioinformatics software and genetic data
Software in the field of bioinformatics varies so heavily in quality that scientific reports have been written in which the best-practices of software engineering, development and distribution are highlighted [88, 89]. These include basic rules such as provide a help option and provide warnings on missing input, but also more sophisticated
development disciplines such as parameter validation, test-driven development and continuous integration. There is debate on open access of source code for at least the peer-review process of software-based publications [90]. There are multiple research projects that investigate and resolve shortcomings in bioinformatics software, for example by defining [91, 92] or implementing [93] standards or providing corresponding code libraries [94, 91, 95, 96]. Such libraries are robust building blocks that make modularity possible, prevent re-inventing the wheel and enforce to respect standards by considering deviant, invalid, files as incompatible. Hence, besides the quality of an algorithm, it is important to write software in a manner that will help other scientists using and improving it.

Most software packages in the field of bioinformatics are written as command line utilities and lack a graphical user interface (GUI), which makes using them rather complicated. There are commercial software packages available that contain all modules needed for a pipeline and are “plug and play” after installation. CLC-bio (CLC-bio, Aarhus, Denmark) and Partek (Partek Inc., Chesterfield, USA) are examples of such commercial packages and provide a user-friendly graphical interface and a comprehensive list of corresponding modules. They are in particular designed for microarray and sequencing analysis, but for instance CLC-bio also has the option to analyse RNA 2D structures. These workbenches have strict and often expensive commercial licenses, provide closed source software and often lack in-depth descriptions of their computational methods. This is a complicating factor for the reproducibility of an experiment, that for instance prevents rerunning analyses by peer reviewers unless they have a commercial license for the same software. It prevents computer scientists to build further on these methodologies as the source code is explicitly kept secret. From the end-user perspective it would be convenient that free (as in freedom) command-line software also becomes available with an easy to use GUI and integrates evenly well as the common commercial workbenches. Although several of these workbenches have been set up [97, 98, 99, 100], like the UEA small RNA Workbench [101], they are not as complete and extensive as commercial ones. Often, incorporated tools are implemented in a non-modular way and the workbenches lack plug-in systems, which requires much more maintenance of the framework in order to keep it up-to-date and complicate adding new tools. In Galaxy, many free command-line bioinformatics tools are given a graphical user interfaces [102]. The project tries to make as many tools as possible available via an application store and makes the tools accessible via a web interface [95]. In addition, bioinformatics-specific data formats such as VCF, BAM and BED are integrated within the system. Due to the numerous tools available and the broad scale of applications they comprise, a Galaxy server is typically initiated as a bare bone system with a small number of operational tools included, rather than an
over featured system. Consequently, a Galaxy system needs to be dressed-up to fit its needs, by installing tools and/or workflows and including corresponding data libraries. There are various pre-selected Galaxy workbenches available, that have a predefined set of related tools incorporated from scratch. There are for example pre-configured Galaxy workbenches specific for proteomics, metagenomics, imaging and epigenetics.

Modularity is necessary to integrate tools into pipelines and into such workbenches, which requires mutual agreements on the information flow. For example, agreements are required on file formats, transmission protocols, indexing and metadata. In addition, it is important that such agreements are robust enough to be used for future problems. For example, reference genomes are currently stored as FASTA files. Although FASTA files are widely used as consensus for different research applications, they have barely space to describe genomic variation. A FASTA file stores all chromosomes as linear sequences and storing nucleotides only in sequential order is not designed to describe genomic variability. Small variants are then typically stored in separate VCF files, which uses a coordinate system to link the small variants to the FASTA file. In more recent versions of the reference genome, common large variations were added as separate entries isolated from the remainder of their chromosomes. In the very last version of the reference genome, hg38, there are more than 250 alternative loci. It is a logical next step to work out a system to store a reference genome in a way that also allows storage of genomic variation. The first steps into this direction were implemented in de-novo assembly algorithms using de Bruijn Graph structures, in which variations are represented by branches or nodes in a graph data structure [103]. This, from an evolution point of view more natural representation, seems to be evident for storing and describing genomes. Recently, it was made public that Global Alliance for Genomics and Health (GA4GH) is working on the fundamentals of such reference genomes by outlining standards on corresponding data formats [104]. The VG project (variation graphs) is making progress in using graph data structures as reference genome.

Directly related is the way genetic data itself is accessible. Genome, gene and protein annotations have been available for many years and are still instantly updated. These types of data are typically privacy in-sensitive as they apply to the human population in general. Data of a more personal nature are found in SNP and fusion gene databases such as COSMIC [105], of which the presence of a genetic variant is often associated with a phenotype. Increasingly more raw biomolecular data is becoming available, in particular results of NGS. Sharing such information as open data is essential to allow experiments to be reproduced and to further elaborate

[104] https://github.com/vgteam/vg
and improve analysis methods. However, genetic data also allows determination of a personal unique genetic footprint, which may potentially lead to privacy infringement if data is published with too much phenotype information. The European Genome-Phenome Archive [106] (EGA) is a repository of genetic data in which data access is controlled by data committees that review formal data requests and determine whether access is justified.

The Cancer Genome Atlas (TCGA) [107] exemplifies the importance of publicly available genetic and combined phenotypic data. This resource, containing NGS and phenotype data of 30 types of tumors from many patients, has been cited more than 1600 times since its publication. Using this database, various recurrent dysregulated and mutated genes for several types of cancer have been identified, (sub-)classifications have been proposed [108] and differences and similarities between different types of cancer have been investigated [109]. In addition, the TCGA database is often used to independently validate findings discovered in other datasets.

Unfortunately, the availability of the increasing amount of NGS data also has a downside. Of the bulky and highly redundant data, a large increase of datasets has resulted in a data explosion which makes storage and transfer an increasing challenge [110]. To overcome this, new data formats such as CRAM are needed. These formats greatly reduce the filesize by also compressing relative to a reference genome [111]. In addition, sequencing techniques that increase the read length are investigated [59, 60, 112], which allow sequencing in a less redundant manner.

1.5 Prostate cancer

Prostate cancer (PCa) is one of the most common types of cancer in men [113] and after lung cancer, the most frequent cancer-related cause of death in men in western countries [114]. Although there has been significant research in diagnostic and prognostic biomarkers for prostate cancer, there is a lack of biomarkers that are both sensitive and specific [115]. Common genetic changes in PCa are TP53 mutations [116], PTEN loss [117], changes in AR signalling by point mutations, indels and deletions [118], and various structural rearrangements involving genes of the ETS gene family, including the TMPRSS2-ERG fusion [119]. Although such genetic changes can be detected by RNA-seq or DNA-seq, these are typically not tested for after biopsies or radical prostatectomy for the purpose of targeted treatment because there is no significant improved value. In PCa, approximately 50% of the diagnosed patients have the fusion gene TMPRSS2-ERG [120, 121], most often formed by an intrachromosomal deletion of ∼3 Mb on chromosome 21 between TMPRSS2 and ERG. TMPRSS2 is an androgen-regulated gene and particularly highly expressed in prostate epithelial cells. ERG is
a proto-oncogene that encodes a transcription factor which regulates hematopoiesis. Due to the recombination, the promotor of TMPRSS2 causes androgen-regulated elevated expression of ERG [34]. The DNA breaks are most often found in the first two introns of TMPRSS2 and the third and fourth intron of ERG. At a transcript level, the most frequent exon-to-exon boundaries are TMPRSS2-exon 1/ERG-exon 4 and TMPRSS2-exon 1/ERG-exon 5 [122][123]. The fusion transcripts either encodes an in-frame fusion protein that contains 4 amino acids from exon-2 of TMPRSS2 fused to ERG, or short ERG proteins starting at alternative start codons in ERG exons 3, 4 or 5 [123]. Although this fusion gene is a highly specific marker for PCa [40], it is due to its occurrence rate of 50% not highly sensitive. Developing drugs targeting TMPRSS2-ERG turns out to be complicated as ERG is a transcription factor with many homologues family members. Nevertheless, progress in this direction is being made [124].
1.6 Scope of the thesis

Human cells contain different types of RNA, which vary in structure, function and quantities. Different mechanisms such as mutations, RNA-editing, fusion genes and changes in expression can affect the transcriptome of a cell. Alterations of the transcriptome by these mechanisms have the potential to contribute to cancer progression. This diversity makes RNA more complex, but also more challenging to analyse than DNA. RNA-seq allows to investigate RNA at a sequence level but requires computer programs for analysis. Therefore, RNA seems ideal for biomarker research by means of computational analysis. PCa has an unmet need of diagnostic and prognostic biomarkers, and is therefore relevant as model system for the development of new analysis methods. Computational analysis methods need to meet certain conventions for compatibility, and need to be publicly accessible so that they can be used by other researchers. Therefore, the overall purpose of this thesis is to facilitate finding new PCa markers in RNA-seq data by using (new) software, which ultimately is integrated in a software toolbox specific for RNA analysis.

1.6.1 Small RNA-seq

Small RNA-seq data does not only consist of reads derived from miRNAs but also from other small ncRNAs such as fragments of tRNAs, rRNAs and snoRNAs. Software scanning for miRNAs throughout a reference genome as well as corresponding miRNA annotations are publicly available. For most other types of small ncRNAs there is no such software, which complicates high-throughput analysis of such molecules because of lacking annotations. In chapter 2 we propose FlaiMapper, a method that addresses this issue.

FlaiMapper allows to annotate the small ncRNAs content in small RNA-seq data. To assess if biologically relevant molecules can be found, we are interested from which precursors the small ncRNAs originate and how abundant they are compared to miRNAs. Small ncRNAs derived from snoRNAs had been reported to be upregulated in PCa. A better understanding of how they are processed might help explain their role in cancer. Also, if it becomes clear how their expression relates to the expression of their host, and from which locations they are derived, this might reveal which processing mechanisms are involved. Using the proposed method, many new molecules may be discovered, of which each has the potential to be correlated with cancer. In chapter 3 the scientific relevance of FlaiMapper is demonstrated by investigating the small ncRNA content of prostate and prostate cancer, focusing in particular on those derived from snoRNAs.
1.6.2 Fusion genes

The current generation of tools that allow detection of fusion-genes in RNA-seq are limited in either sensitivity or specificity [76]. Therefore, indicating whether multiple tools have detected a fusion may increase confidence. In order to find fusion genes across samples, for example to find those that are recurrent in a certain disease, it may also be useful to have a report of duplicate fusion gene entries. Therefore, a method capable of making integrative reports of the outcome of such fusion gene detection tools is needed. In chapter 4 the issue of integrating such results is addressed.

RNA-seq experiments that focus on fusion gene detection often use poly-A+ RNA-seq data, in which intronic reads are rare and can consequently not be used to detect genomic breakpoints located in introns. By making use of random hexamer primers in the RT-step in ribo-depleted total RNA, pre-mRNA can be sequenced and corresponding intronic reads provide additional information for fusion gene detection. Currently available tools are not designed for this purpose and can therefore not distinguish genomic breakpoints from exon-to-exon splice junctions and are not designed to investigate intergenic regions [38]. The challenges of fusion gene discovery in ribo-depleted total RNA-seq data taking this into account, are further addressed in chapter 5.

1.6.3 The toolbox

To let software be a valuable contribution to the scientific community, it is important that it, apart from a scientifically valuable methodology, complies with recently established principles that promote use and reuse [125]. Apart from these principles, the ease of use is important, which in bioinformatics software is often limited. Therefore, a more generic goal is to ensure that the software presented in this thesis follows recently proposed guidelines [89]. In chapter 6 we show the added value of integration of RNA related software, including tools used in chapters 2, 4 and 5.
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Abstract

Motivation: Recent discoveries show that most types of small non-coding RNAs (sncRNAs) such as miRNAs, snoRNAs and tRNAs get further processed into putatively active smaller RNA species. Their roles, genetic profiles and underlying processing mechanisms are only partially understood. To find their quantities and characteristics, a proper annotation is essential. Here, we present FlaiMapper, a method that extracts and annotates the locations of sncRNA-derived RNAs (sncdRNAs). These sncdRNAs are often detected in sequencing data and observed as fragments of their precursor sncRNA. Using small RNA-seq read alignments, FlaiMapper is able to annotate fragments primarily by peak detection on the start and end position densities followed by filtering and a reconstruction process.

Results: To assess performance of FlaiMapper, we used independent publicly available small RNA-seq data. We were able to detect fragments representing putative sncdRNAs from nearly all types of sncRNA, including 97.8% of the annotated miRNAs in miRBase that have supporting reads. Comparison of FlaiMapper-predicted boundaries of miRNAs with miRBase entries demonstrated that 89% of the start and 54% of the end positions are identical. Additional benchmarking showed that FlaiMapper is superior in performance compared with existing software. Further analysis indicated a variety of characteristics in the fragments, including sequence motifs and relations with RNA interacting factors. These characteristics set a good basis for further research on sncdRNAs.

Availability and implementation: The platform independent GPL licensed Python 2.7 code is available at:
https://github.com/yhoogstrate/flaimapper
Corresponding Linux-specific scripts and annotations can be found in the same repository.
2.1 Introduction

Sequencing of small non-coding RNAs (sncRNAs) aiming at the quantification and discovery of microRNAs (miRNAs), small nucleolar RNAs (snoRNAs), transfer RNAs (tRNAs) and vault RNAs (vtRNAs) has revealed that most types of sncRNAs get processed into smaller RNAs [126]. Initially, it was suggested that these smaller RNAs are degradation products of the turnover of their precursors. Nevertheless, evidence accumulating over the last years demonstrates that some RNA fragments are functional and have specific maturation mechanisms indicating their importance and novelty [126, 127, 128]. Such fragments find their origin in tRNAs, vtRNAs and snoRNAs and are assumed to have a variety of functions. Most importantly, deregulation and involvement of different types of fragments have been demonstrated in different types of cancer [24]. A description of commonly detected fragments and their precursors is given below:

- A **pre-miRNA** is an approximately 75 nt long RNA molecule produced from its primary precursor transcript (pri-miRNA) by Drosa [129]. Pre-miRNAs adopt a hairpin structure recognized by DiCer that cleaves the terminal loop to release an approximately 22 nt long double-stranded miRNA duplex. One of the strands (miRNA) is loaded into AGO to generate the functional miRISC complex [130, 131]. The remaining strand (miRNA*) is usually degraded. Often both strands are found as fragments in small RNA-seq [132].

- Fragments originating from mature tRNAs are commonly classified into two subgroups [127], tRNA halves and tRNA-derived RNA fragments (tRFs):
  - tRNA halves are most probably produced by angiogenin that cleaves the tRNA near its anticodon, resulting into halve tRNAs (≈35 nt). It is believed that some tRNA halves contribute to translational repression and cell stress response [133, 134].
  - The smaller (≈20 nt) tRFs are derived from the tRNAs 5’- and 3’-end and from the pre-tRNAs 3’-end. It is not completely understood which proteins are involved in the production of tRFs, although evidence for associations with both DiCer and RNaseZ are reported [126, 127]. Although the putative functions of the majority of tRFs are unclear, evidence suggests that some are involved in RNA interference, with effects on cell proliferation and gene regulation [126].

- snoRNA are (60-250 nt) small RNAs found in the nucleolus. They comprise the subtypes H/ACA-box, C/D-box and small Cajal body-specific RNAs (scaR-
NAs) \[135\]. Putative functions such as regulation of alternative splicing, post-transcriptional regulation of gene expression and associations with cancer have been proposed for their fragments \[128, 136, 137, 138, 139, 140, 141, 142\].

Currently, studies on fragments other than miRNA and miRNA* are restricted to (often visual) interpretation of alignments. Consequently, the data are inspected only at a global ncRNA level. Not making use of the annotation of exact fragment coordinates is a shortcoming, since it restricts analysis at the level of individual fragments. Additional benefit of such analysis is the gained statistical power.

Here, we describe Fragment Location Annotation Mapper (FlaiMapper) that predicts the locations of snRNA fragments in small RNA-seq alignments. Prediction is based on the densities of start and end positions of aligned reads. It is important to state that the goal is not to predict any particular subtype of fragment but to annotate data for subsequent quantitative analysis, by making use of sequencing data only. Therefore, FlaiMapper does not use 2D structure prediction or classification based on heuristics of previous discoveries as often is used for the prediction of pre-miRNAs \[132\].

### 2.2 Methods

Fragments are measured with small RNA-seq, where the corresponding variable-sized sequences, called reads, are aligned back to a reference sequence. The reference sequence is used to determine the reads origin. This reference can be the genome, the transcriptome or specific regions (e.g. miRNA or tRNA databases). The library used for our analysis was manually composed (Supplementary Data). Pre-processing and alignment for each dataset are further discussed in the Supplementary Data.

Analysis was applied to two different publicly available datasets with SRA accession numbers SRP002175 \[64\] and SRP006788 \[129\]. Dataset SRP002175 contains 12 small RNA-seq samples, taken from human pigment cells. The reads are 18-23 nt long and processed on the Illumina’s Genome Analyzer II platform. Dataset SRP006788 processed on the same platform, contains 18-30 nt long reads, taken from six samples from a HeLa cell line. In this dataset, the samples have undergone the following treatments \[129\]:

- **SRR207111** Total cellular RNA was extracted from HeLa cells.

- **SRR207112** Total cellular RNA was extracted after RRP40 core subunit depletion; RRP40 has 3′ → 5′ exonucleolytic activity.
2.2 Methods

Figure 2.1: 1468 reads aligned to SNORD74 (black line) in dataset SRP006788 (total RNA). The contours of the aligned reads (grey) form three separate clusters. This may be an indicator for the presence of multiple fragments.

Figure 2.2: Relation between noise and sequencing depth. Under the assumption that the variability of reads near a boundary is normally distributed with a standard deviation of 3, we illustrate effects of noise by binned sampling of this distribution at different resolutions. The horizontal axes give the offset to a fragment’s true position and the vertical axes the number of times an (artificial) intensity is sampled from the distribution. The dashed line represents the distribution used for sampling. A sequencing technology with an infinite resolution (top left; by approximation) would result into one single peak in the vertical axis. As the sequencing depth decreases, the sampled distribution deviates further from the true distribution and more peaks in the vertical axis may appear by chance (top right and bottom). Each illustration belongs to the same simulated fragment boundary, derived from the same distribution. Because FlaiMapper expects only one peak per boundary, the remaining peaks, caused by the deviation from their original distribution, are referred to as noise.
Figure 2.3: Schematic overview of the five steps that FlaiMapper performs per sncRNA. (i) Parsing: alignment file is parsed; reads (thin lines) are aligned to a sncRNA (bold line). (ii) Metrics: acquire alignment statistics; for all positions in the sncRNA: I: find the number of aligned start (red) and end (blue) positions (referred to as intensity) and II: find the average length of mapped reads (not illustrated). (iii) Peak detection: predict candidate start and end positions (vertical lines) upon the intensity vectors using peak detection. (iv) Filtering: remove candidate start and end positions expected to be detected due to noise. In the example above, a candidate start position is discarded (grey cross) because it is an artefact of the noise of its neighbour. The remaining positions are considered as actual start and ends. (v) Reconstruction: reconstruct predicted fragments (grey bars) by finding corresponding start and end positions using a balance (purple triangle) between expected distance and intensity.

- **SRR207113** RNA pool-down obtained from non-treated HeLa cells after AGO1 and AGO2 immunoprecipitation.

- **SRR207114** RNA pool-down obtained from RRP40-depleted HeLa cells after AGO1 and AGO2 immunoprecipitation.

- **SRR207115** Total cellular RNA was extracted after XRN1 and XRN2 depletion; XRN has 5′ → 3′ exonucleolytic activity.

- **SRR207116** RNA was extracted from the nucleus.

### 2.2.1 Formal problem

For convenience, we use the term boundary to describe either a start or an end position of a fragment, without being specific to one of them. If an alignment of a fragment is
inspected in more detail, its boundaries are indicated by the corresponding start and end positions of the aligned reads. Fragment boundaries are variable, as indicated by the aligned reads (Figure 2.1). Read starts and ends are located at variable positions, but close to the boundaries. This results in peaks in the densities of aligned start and end positions, near the boundaries. Therefore, it seems more convenient to estimate fragments using the most common start and end positions instead of the most common read. The number of read starts or ends at a certain position in the sequence (*intensity*) decreases rapidly and symmetrically with respect to the position with the highest intensity. As a result, the peaks have characteristics compatible to a normal distribution, with its expected value being the position with the highest intensity. Because of the variability in the alignments and the limited sequencing depth, the data contain noise (Figure 2.2). In FlaiMapper, a fragment is defined as:

**Definition 1.** The region in a precursor ncRNA in-between the most common start and most common end position, as defined by aligned reads.

Consequently, the problem of finding such fragments is defined as:

**Definition 2.** Given a set of aligned reads to a precursor ncRNA, the challenge is to estimate a fragment by: (i) finding the correct candidate start and end positions, (ii) taking the optimal proportion of noise into account and (iii) relating the corresponding start and end positions that belong to the same fragment back to each other.

### 2.2.2 Algorithm

The FlaiMapper algorithm is divided into five sequential steps (Figure 2.3): (i) *parsing*, (ii) *metrics*, (iii) *peak detection*, (iv) *filtering* and (v) *reconstruction*.

1. **Parsing**

For every ncRNA, alignments are parsed from input files. There is no preference towards a specific alignment algorithm as long as its output is in BAM format.

2. **Metrics**

Given an ncRNA with a length of *n* nt, the following corresponding vectors are determined:

- **Start and stop position densities**

    1. \( p_{i}^{5'} = (p_{1}^{5'}, p_{2}^{5'}, \ldots, p_{n}^{5'}) \); here, \( p_{i}^{5'} \) is the total number of reads that have their start position (5'-end) aligned to position *i* of the precursor ncRNA, where \( 1 \leq i \leq n \).
Figure 2.4: Illustration of the filter. Vector $\mathbf{c}^d = \{16, 20, 28\}$ contains three predicted peaks referred to as peak A, B and C. For each peak, the intensity is indicated with vertical solid lines, at positions 16, 20 and 28 in green, purple and blue, respectively. Peak A (350 corresponding reads) has the highest intensity, followed by C (100) and B (85). Using a top-down approach in terms of intensity, the algorithm starts with filtering the noise artefacts that belong to peak A. The borders that separate noise from true fragments are indicated with dashed lines. Peaks within the coloured areas are marked as noise. For peak A, this is the light-green area. Any other peak within this region (peak B; solid purple line) gets discarded. Thus, B is expected to noise of peak A. In the next iteration, the noise of next top peak C is taken into account. Because no other peaks fall in its corresponding blue area, none will be discarded. Since peak B is discarded already, only peak A and C remain.

2. $\mathbf{p}^3' = (p^3'_1, p^3'_2, \ldots, p^3'_n)$; here, $p^3'_i$ is the total number of reads that have their end position (3'-end) aligned to position $i$ of the precursor ncRNA, where $1 \leq i \leq n$.

- Read lengths

1. $\mathbf{l}^5' = (l^5'_1, l^5'_2, \ldots, l^5'_n)$; here, $l^5'_i$ is the average read length of reads that have their start position (5'-end) aligned to position $i$ of the precursor ncRNA, where $1 \leq i \leq n$. If no reads have their start position aligned to nucleotide $i$, $l^5'_i = 0$.

2. $\mathbf{l}^3' = (l^3'_1, l^3'_2, \ldots, l^3'_n)$; here, $l^3'_i$ is the average read length of reads that have their end position (3'-end) aligned to position $i$ of the precursor ncRNA, where $1 \leq i \leq n$. If no reads have their end position aligned to nucleotide $i$, $l^3'_i = 0$. 


3. Peak detection

Candidate start and end positions are characterized by peaks in the intensity vectors. Therefore, candidate positions are estimated independently in directions \( d = 5' \) (start) and \( d = 3' \) (end) on vector \( p^d \). The methodology of independence between start and end positions used by FlaiMapper is different from methods that rely on (i) the most common read or (ii) distributions of read density. Because of this, candidate start and end positions lose their one-to-one relationship. The purpose of peak detection is to find all positions that have an intensity higher than its adjacent positions. Because of noise in the intensities, the difference in intensity with respect to the adjacent values must be above a certain threshold. For direction \( d \), the algorithm detects peaks upon corresponding vector \( p^d \) of length \( n \). Vector \( p^d \) should be extended with a 0 at the end, to ensure that a peak at the very last position can be called. To avoid confusion about the lengths, we denote \( q^d = \{p^d, 0\} \) and as consequence its length \( n' = n + 1 \).

For every \( i^{th} \) position in the vector, the intensity \( q^d_i \) is compared with the previous highest value.

- If the intensity is larger, it becomes the highest value, and is therefore the (new) candidate to become a peak.
- If the intensity is smaller, a drop in intensity is observed. If the drop is more than 90\%, the \( j^{th} \) peak is called by putting the location in \( c^d_j \). Subsequently, the candidate position will be reset and iterator \( j \) is increased with 1.

The formal description of peak detection is given in algorithm [1] and per ncRNA, the following vectors are added:

1. \( c^{5'} = (c^{5'}_1, c^{5'}_2, \ldots, c^{5'}_k) \); for a number of \( k \) candidate start positions, the \( i^{th} \) start position is located at nucleotide \( c^{5'}_i \) of the ncRNA, where \( 1 \leq i \leq k \) and \( 1 \leq c^{5'}_i \leq n \).

2. \( c^{3'} = (c^{3'}_1, c^{3'}_2, \ldots, c^{3'}_m) \); for a number of \( m \) candidate end positions, the \( i^{th} \) end position is located at nucleotide \( c^{3'}_i \) of the ncRNA, where \( 1 \leq i \leq m \) and \( 1 \leq c^{3'}_i \leq n \).

4. Filtering

Per fragment, multiple candidate start and end positions are frequently found due to noise. A target peak may be derived from the same fragment as surrounding peaks (Figure 2.2). For each target peak at position \( i \), a filter tests whether the remaining peaks at \( i' \), are indeed noise of the target. The intensity around a boundary has
### Algorithm 1 Peak detection

$q^d \leftarrow \{p^d, 0\}$  
$n' = n + 1$  
$\alpha \leftarrow 0.1$  
val\_previous, val\_max, pos\_max $\leftarrow 0$  
c$^d \leftarrow \{\}$  
j $\leftarrow 1$

for $1 \leq i \leq n'$ do

if $q_i^d > \text{val\_previous}$ then

if $q_i^d > \text{val\_max}$ then

pos\_max $\leftarrow i$

val\_max $\leftarrow q_{pos\_max}^d$

end if

else if $q_i^d < \text{val\_previous}$ then

if pos\_max $> 0$ and $(\alpha \times q_i^d) < \text{val\_max}$ then

$\text{c}_j^d \leftarrow \text{pos\_max}$

val\_max $\leftarrow 0$

j $\leftarrow j + 1$

end if

end if

end if

val\_previous $\leftarrow q_i^d$

end for

**Characteristics of a normal distribution and decreases as the distance to the true start or stop position increases. Peaks caused by noise will have similar characteristics and therefore their intensity is expected to be (1) a function of the distance (between the positions $i$ and $i'$), and (2) proportional to the targets intensity, $p_i^d$. The filter uses these characteristics to separate peaks derived from noise, from peaks derived from other fragments. The distance $\Delta$ (in nt) between a target and noise candidate position is defined in equation 2.1, where $|\ldots|$ is the absolute value operator. $\Delta$ will always be larger than 0 because a target is not compared with itself.

$$\Delta = |i - i'|, \quad \text{if } i \neq i'$$ (2.1)

Because intensities of noise artefacts are proportional to the intensity of the target, a weight matrix is used to define the area border (Figure 2.4). The weights are derived from the probability density function of a normal distribution with a standard deviation of 3, for all integer values $0 \leq x \leq 15$. To rescale densities to weights, the densities were divided through the density for $x = 0$ ($0.1329808$). To improve performance for peaks with a very low number of corresponding reads, the densities for a $\Delta$ of 1, 2, 3 and 4 were changed to 1.0. The complete weight matrix $\omega$ is available in the source code. For each target peak, the filter evaluates whether any other peaks fall
within the range that can be expected by noise in both directions ($d = 5'$ or $d = 3'$) as follows (Figure 2.4):

A. Sort $c^d$ on corresponding intensities in descending order.

B. For each $i \in c^d$ target peak, remove corresponding noise artefacts:

B.i For all $i' \in c_{i'\neq i}^d$ noise candidate peaks, find $\omega_\Delta$ and define whether the candidate is noise or belongs to a separate fragment by evaluating equation 2.2. If the equation is true, the candidate peak is considered to be a noise artefact of the target; immediately discard candidate $c_{i'}^d$. If it is false, the candidate peak is not considered to be a noise artefact and must be retained.

$$p_i^d \leq (\omega_\Delta \times p_i^d) \quad \text{(2.2)}$$

As a result of the filter, $c_5'$ and $c_3'$ may have shrunk and their respective lengths $k$ and $m$ may have become smaller.

5. Reconstruction

The peaks are expected to be the actual boundaries of fragments. Because start and stop positions do not have a direct one-to-one relationship with each other, a trace back is required to reconstruct the fragments. Because the number of predicted start ($k$) and end ($m$) positions is not necessarily equal, it is convenient to start reconstruction from direction $d$ with $\text{min}(k,m)$ candidate positions, and find for each position the most likely corresponding position $d'$. Direction $d$ is defined in equation 2.3 and $d'$ is its complement.

$$d = \begin{cases} 
5' \ (\text{start positions}) & \text{if } k \leq m \\
3' \ (\text{end positions}) & \text{if } m > k 
\end{cases} \quad \text{(2.3)}$$

Important information required for reconstruction is the expected length of reads that were used for detecting a peak, given in $l_5'$ and $l_3'$.

Indeed:

- A fragment that starts at position $i$ is expected to have its end $i^*$ close to: $i^* \approx i + l_5'$.

- A fragment that ends at position $i$ is expected to have its start $i^*$ close to: $i^* \approx i - l_3'$. 
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The number of reads that correspond to a start position is expected to be close to the number of reads that define the end position: $p_i^d \approx p_{i'}^d$. Thus, the reconstruction process needs a balance between (I) the expected position and (II) the expected intensity of the counter position. This is achieved by conjoining an associated start and end position into a fragment as follows:

A. Sort $c^d$ based on corresponding intensities in descending order.

B. For all $i \in c^d$ candidate positions find expected counter position $i^*$

B.i For all candidate counter positions $i' \in c'^d$, the goal is to determine the counter position which has the optimal trade-off between a small distance with the expected counter position and a small difference in intensity. This is achieved by solving of equation 2.4. In the equation 0.09 is an arbitrary chosen weight that forms the linear balance between distance and intensity. A predicted fragment is determined with its start position: $\min(i, j)$ and end position: $\max(i, j)$. After reconstruction, positions $i$ and $j$ are discarded from $c^d$ and $c'^d$, respectively.

$$j = \max_{i'}((1 - 0.09 \times |i^* - i'|) \times p_{i'}^d), \quad \text{for all } i' \in c'^d \tag{2.4}$$

2.3 Results

2.3.1 Validation of FlaiMapper performance

miRBase

To get an impression of FlaiMapper’s performance, its predictions for corresponding miRNAs detected in dataset [SRP002175] were compared with miRNA annotations in miRBase 20 [146]. Because all experiments in this dataset are generated under the same conditions, alignments to the same ncRNA from all 12 experiments were merged, to maximize resolution. Of the 1037 miRNAs annotated in miRBase, 169 lacked supporting reads, and were not included in the quality assessment (because they would influence the outcome negatively without assessing the algorithm itself). Of the remaining 868 miRNAs, FlaiMapper was not able to predict a fragment that overlaps an annotated miRNA only 21 times, with a corresponding sensitivity of $847/868 = 0.98$.

A detailed assessment was performed by measuring the offset between a predicted fragment and a miRNA annotation in miRBase (Figure 2.5, top). We assume that
### Table 2.1: Comparison of predicted fragments on datasets SRP002175, SRP006788, SRP028959, SRP034013, and SRP041082.

<table>
<thead>
<tr>
<th>dataset</th>
<th>type</th>
<th>pre-miR</th>
<th>SNORD</th>
<th>SNORA</th>
<th>tRNA</th>
<th>SCARNA</th>
<th>MISC</th>
</tr>
</thead>
<tbody>
<tr>
<td>total (in ncRNA reference)</td>
<td>ncRNAs</td>
<td>1386</td>
<td>264</td>
<td>106</td>
<td>451</td>
<td>23</td>
<td>39</td>
</tr>
<tr>
<td>SRP002175</td>
<td>RNA extracted</td>
<td>ncRNAs</td>
<td>645</td>
<td>141</td>
<td>51</td>
<td>381</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Total cellular RNA (12 merged experiments)</td>
<td>fragments</td>
<td>947 (37.2%)</td>
<td>202 (7.9%)</td>
<td>56 (2.2%)</td>
<td>1210 (47.5%)</td>
<td>26 (1.0%)</td>
</tr>
<tr>
<td>SRP006788</td>
<td>(HeLa) Total cellular RNA</td>
<td>ncRNAs</td>
<td>463</td>
<td>92</td>
<td>20</td>
<td>359</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>680 (26.1%)</td>
<td>140 (5.4%)</td>
<td>24 (0.9%)</td>
<td>998 (38.3%)</td>
<td>11 (0.4%)</td>
</tr>
<tr>
<td>SRP006788</td>
<td>(HeLa): Total cellular RNA after RRP40 core subunit depletion</td>
<td>ncRNAs</td>
<td>455</td>
<td>108</td>
<td>29</td>
<td>367</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>686 (24.2%)</td>
<td>181 (6.4%)</td>
<td>34 (1.2%)</td>
<td>1104 (38.9%)</td>
<td>24 (0.8%)</td>
</tr>
<tr>
<td>SRP006788</td>
<td>(HeLa): RNA pool-down after AGO immunoprecipitation</td>
<td>ncRNAs</td>
<td>415</td>
<td>19</td>
<td>14</td>
<td>151</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>560 (39.7%)</td>
<td>30 (2.1%)</td>
<td>15 (1.1%)</td>
<td>208 (14.7%)</td>
<td>9 (0.6%)</td>
</tr>
<tr>
<td>SRP006788</td>
<td>(HeLa): pool-down from RRP4 core depleted cells after AGO immunoprecipitation</td>
<td>ncRNAs</td>
<td>393</td>
<td>30</td>
<td>16</td>
<td>155</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>517 (38.6%)</td>
<td>42 (3.1%)</td>
<td>17 (1.3%)</td>
<td>209 (15.6%)</td>
<td>6 (0.4%)</td>
</tr>
<tr>
<td>SRP006788</td>
<td>(HeLa): RNA pool-down after RNA pool-down after AGO immunoprecipitation</td>
<td>ncRNAs</td>
<td>513</td>
<td>129</td>
<td>65</td>
<td>301</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>738 (25.9%)</td>
<td>294 (10.3%)</td>
<td>112 (3.9%)</td>
<td>760 (26.6%)</td>
<td>47 (1.6%)</td>
</tr>
<tr>
<td>SRP006788</td>
<td>(HeLa): RNA pool-down from RRP4 core depleted cells after AGO immunoprecipitation</td>
<td>ncRNAs</td>
<td>451</td>
<td>129</td>
<td>57</td>
<td>281</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>649 (27.3%)</td>
<td>280 (11.8%)</td>
<td>87 (3.7%)</td>
<td>519 (21.9%)</td>
<td>32 (1.3%)</td>
</tr>
<tr>
<td>SRP028959</td>
<td>(HeLa): SRR951957 Total cell small RNA preparation</td>
<td>ncRNAs</td>
<td>168</td>
<td>10</td>
<td>0</td>
<td>167</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>203 (30.8%)</td>
<td>15 (2.3%)</td>
<td>0 (0%)</td>
<td>229 (34.7%)</td>
<td>2 (0.3%)</td>
</tr>
<tr>
<td>SRP028959</td>
<td>(HeLa): SRR951958 Nuclear small RNA preparation</td>
<td>ncRNAs</td>
<td>146</td>
<td>28</td>
<td>0</td>
<td>104</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>169 (33.3%)</td>
<td>33 (6.5%)</td>
<td>0 (0%)</td>
<td>126 (24.8%)</td>
<td>4 (0.8%)</td>
</tr>
<tr>
<td>SRP028959</td>
<td>(HeLa): SRR951959 Cytoplasmic small RNA preparation</td>
<td>ncRNAs</td>
<td>162</td>
<td>2</td>
<td>0</td>
<td>183</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>197 (29.1%)</td>
<td>2 (0.3%)</td>
<td>0 (0.0%)</td>
<td>274 (40.4%)</td>
<td>1 (0.1%)</td>
</tr>
<tr>
<td>SRP034013</td>
<td>(B cells): Total cellular RNA (3 merged experiments)</td>
<td>ncRNAs</td>
<td>1012</td>
<td>213</td>
<td>99</td>
<td>409</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>2230 (42.4%)</td>
<td>670 (12.7%)</td>
<td>384 (7.3%)</td>
<td>1478 (28.1%)</td>
<td>105 (2%)</td>
</tr>
<tr>
<td>SRP041082</td>
<td>(Prostate): Total cellular RNA (2 merged experiments)</td>
<td>ncRNAs</td>
<td>803</td>
<td>230</td>
<td>90</td>
<td>381</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fragments</td>
<td>1454 (37.9%)</td>
<td>552 (14.4%)</td>
<td>201 (5.2%)</td>
<td>1222 (31.9%)</td>
<td>99 (2.6%)</td>
</tr>
</tbody>
</table>
miRBase provides the “ground truth” in terms of miRNA annotations. The results show that the majority of FlaiMapper predictions are identical to miRBase annotations. Also, the decrease of the offset bars (Figure 2.5, top) is symmetrical, indicating no systematic inconsistency. 89% of the predicted start positions are identical to the reference. When an offset of 1 nt is allowed, the ratio correctly predicted start positions increases to 95%. In contrast, 54% of the end positions are predicted identical to the reference. When an offset of 1 nt is allowed, this increases to 82%. In addition, their offset-bars descend slower. This indicates that estimation of start positions is more precise.

To get an impression of the influence of sequencing depth on accuracy of start and end positions corresponding to miRNA and miRNA* predictions, the number of corresponding reads (intensity) was plotted as a function of the offset for dataset SRP002175. Figure 2.6 illustrates that with the increase of sequencing depth, the offset for both start and end positions decreases. However, at identical intensity, end positions have higher offset than start positions and require deeper sequencing to achieve the same accuracy.

In addition, we analysed the performance of FlaiMapper on three Supplementary Data generated on other sequencing platforms. Performance was similar to the performance described above.

Existing software

Previous research reported a comparable method [147]. Its goal is to detect miRNA-offset-RNAs (moRNAs), fragments adjacent to pre-miRNAs. The authors also used the method to demonstrate its ability to discover miRNAs. The algorithm has no restrictions to a certain type of fragment, so its outcome should be comparable to FlaiMapper and therefore their performances can be compared with each other.

In contrast to our method, BlockBuster relies on the overall aligned read density of a fragment and transforms this into a normal distribution. Consequently, the prediction of the start and end positions are dependent on each other since they are derived from the same distribution. This implies that the alignments near a fragment’s start and end position should have a symmetrical shape. BlockBuster’s performance was tested on dataset SRP002175 and the alignments of the 12 corresponding experiments were merged and converted into the BED format for compatibility. BlockBuster was used with a variety of parameters where its scale parameter of 0.05 and distance of 26 were found to be rough estimates for the optimum. Optimum is defined by the lowest amount of root squared error of all predicted miRNAs where error is defined as the offset between a predicted miRNA and its miRBase annotation. The following
2.3 Results

Figure 2.5: Comparison between the predictions of miRBase 20 and FlaiMapper (top) and between miRBase and BlockBuster (bottom) on dataset SRP002175, indicating the offset of the start positions (left) and end positions (right). The vertical axes reflect the amount of predictions that correspond to a particular offset. The horizontal axes represent the offset between a predicted fragment and an annotated miRNA; exact matches are located at 0, offsets < 0 are predicted upstream the miRNA’s boundaries and offsets > 0 - downstream.

Figure 2.6: Relation between sequencing depth and offset in predicted miRBase annotations for dataset SRP002175. The horizontal axis represents the offset for the start (left) and end (right) positions between a miRNA annotation and a predicted fragment. Predictions with exact matches are located at 0, offsets < 0 are predicted upstream the miRNA’s boundaries and offsets > 0 - downstream. The vertical axis represents the number of reads corresponding to a start (left) or end (right) position. The figure indicates that the higher the number of corresponding reads, the lower the offset. Overall, the predicted start positions have a lower offset than the end positions, for the same sequencing depth.
is observed (Figure 2.5, bottom):

- A lower sensitivity: \(745/868 = 0.86\) (compared with 0.98 in FlaiMapper).
- A lower accuracy:
  - The number of start positions identical to miRBase is 78% compared with FlaiMapper’s 89%. When an offset of 1 nt is allowed, both tools show comparable accuracy of 95%.
  - The number of end positions identical to miRBase is 34% compared with FlaiMapper’s 54%. When an offset of 1 nt is allowed, 79% is predicted correctly compared with 82% using FlaiMapper.
- The offset bars of the start position decrease asymmetrically.
- The predictions are shifted; for the start positions, there is an overhang towards the pre-miRNAs 5’-end and for the end positions there is an overhang towards the pre-miRNAs 3’-end, indicating that the predicted fragments are on both sides systematically longer than the miRBase annotations.

2.3.2 Fragment analysis

We used FlaiMapper to detect fragments originating from sncRNAs other than pre-miRNAs on datasets SRP002175, SRP006788, SRP034013 and supplementary datasets SRP028959, SRP041082. To maximize resolution, alignments of dataset SRP002175, SRP034013 and SRP041082 were merged. For SRP006788 and SRP028959, experiments were analysed individually to investigate possible influence of specific RNA processing-related treatments. The numbers of predicted fragments, categorized per type of precursor, are given in Table 2.2. The ratios of predicted fragments per precursor type were used for principal component analysis (Figure 2.7). The largest difference between fragment profiles was observed between datasets SRP002175, SRP034013 and SRP041082. Since they are from different tissues and experiments, this is expected. Sub-conditions within dataset SRP006788 that are taken from AGO pool-downs showed nearly identical fragment profiles. In addition, samples of which nuclear RNA was extracted from independent HeLa experiments processed on different sequencers, also show very similar fragment profiles.

Table 2.2 shows that the AGO-pool down samples of dataset SRP006788 have a relatively high proportion of fragments derived from pre-miRNAs compared with the other samples in the dataset. This observation is consistent with the known association of miRNAs with AGO proteins [131]. On the same time, it also suggests that fragments derived from other precursor types than pre-miRNAs are not associated
2.3 Results

Figure 2.7: The first two components of principal component analysis applied on percentages of predicted fragments (Table 2.2) comprise 92% of the variance. The circle represents the profile of merged dataset SRP002175 (pigment cells, Illumina GA II); squares individual experiments of dataset SRP006788 (HeLa cells, Illumina GA II); diamonds individual experiments of SRP028959 (HeLa cells, Ion Torrent PGM); triangle pointing up dataset SRP034013 (B cells, Illumina HiSeq2000) and the triangle pointing down dataset SRP041082 (prostate cells, Illumina HiSeq2000). The last three datasets are addressed in the Supplementary Data. Datasets corresponding to separate tissue types demonstrate unique fragment profiles. Experiments with HeLa cells taken under similar circumstances group together; total RNA samples from independent datasets SRP006788 and SRP028959 cluster closely together.
Figure 2.8: Sequence logos \([148]\) of the fragments located on the 5’- (left) and the 3’-end (right) of the precursor ncRNA from the predictions on dataset [SRP002175]. Only fragments with their centre located at \(\leq 40\%\) of the precursor are used for prefix analysis and fragments located at \(\geq 60\%\) for suffix analysis. (top) Pre-miRNA fragments: no common prefix or suffix motif (based on 520 prefixes and 427 suffixes). (middle) C/D-box snoRNA fragments: (middle left) the prefix motif \(\text{UGAUGA}\) is found more often around the sixth and seventh nucleotide (based on 130 prefixes). (middle right) The suffix \(\text{UGAUG}\) is found more often around the –eighth nucleotide (based on 72 suffixes). (bottom) H/ACA-box snoRNA fragments: (bottom left) the fourth nucleotide of the prefix appears to be G/C enriched, although the bit score is mild (based on 37 prefixes). (bottom right) The suffixes are enriched with the motif \(\text{ACA}\) from the –sixth until the –fourth nucleotide (based on 19 suffixes).

with \(\text{AGO}\) to the same extent. Taken together, this supports the biological context of the FlaiMapper-derived fragment profiles.

### 2.3.3 Sequence logos

To show that the outcome of FlaiMapper can be used to explore characteristics of snmdRNAs like sequence motifs, fragments were analysed for over-represented pre- or suffixes using sequence logo plots \([148]\) (Figure 2.8). The analysis on pre-miRNA-derived fragments did not indicate over-represented motifs. Although it must be stated that the number of predicted fragments derived from C/D-box snoRNAs is lower than for pre-miRNAs, the analysis confirms that the C-box is over-represented \([138]\). It also shows that sequences of H/ACA-box snoRNA-derived fragments located at the 3’-half of the precursor, most often contain the suffix \(\text{ACANNN}\), where \(\text{ACA}\) is the precursor’s ACA-box and \(\text{n}\) can represent any nucleotide. On the 5’-half of the H/ACA box the fourth is preferentially occupied by a G/C. However, due to the mild bit score and the low number of used fragments, this observation should be interpreted with caution. Because of the highly conserved sequences and the high number of genomic copies, tRNAs were excluded from motif analysis.
2.4 Discussion

We set out a method able to extract and annotate ncRNA fragments, because such annotations can be helpful in further high-throughput research. We designed FlaiMapper, a computer program to predict ncRNA fragments using small RNA-seq alignments. Benchmarking indicated that FlaiMapper is able to predict 97.8% of the miRNAs with corresponding reads. 95% of the miRNAs 5′-end and 82% of the 3′-end predictions were concordant with miRBase annotations. For this analysis, data from the Illumina Genome Analyser II was used. A similar accuracy was observed for sequencing data derived from the Ion Torrent PGM and Illumina HiSeq2000 (Supplementary Data), indicating FlaiMapper can perform well on data from different platforms. We demonstrated that FlaiMapper performs better than existing similar software [147].

FlaiMapper predicts fragments by looking at the most common start and end positions in alignments. It can be argued whether the most common start and end positions should indeed provide the evidence for the prediction of a fragment, since the most common read could be used instead. However, the most common start and end positions should usually be covered by a higher number of reads. This corresponds to a higher resolution, which is especially advantageous for the prediction of fragments with a low read coverage, and should therefore also be more robust towards noise. Together with the demonstrated high performance, this implies that predictions based on start and end position densities provide a more appropriate solution for fragment annotation.

The weights used in the filtering step are based on a normal distribution with an arbitrary chosen $\sigma$. These parameters probably find their optimum in relation with sequencing protocols, 5′/3′-end-specific processing factors or different families of fragments. Therefore, once there is a better understanding of the processing of fragments, it is recommended to spend effort in optimizing these parameters.

Additional analysis indicated that FlaiMapper’s performance in miRNA annotation is positively correlated to sequencing depth. Predicted 3′-ends of miRNAs have a larger offset compared with miRBase annotations than the 5′-ends, even for the same sequencing depth. The higher variability of the miRNAs 3′-ends has earlier been reported [146]. In addition, research on the classification of sncRNAs indicated that metrics corresponding to the variability in the alignment are indeed higher for the 3′-end in miRNAs [149]. They were able to indicate that different levels of variability correspond to specific types of sncRNAs. Possible explanations could be RNA post-processing or RNA editing. This means that alignments over the entire fragment can be asymmetrical because of a larger variation observed at miRNAs 3′-ends. Since BlockBuster assumes reads to be symmetrically distributed over a fragment,
this might explain why (i) its accuracy is lower, (ii) its predictions are longer and (iii)
shifted with respect to miRBase.

Although it seems counter-intuitive that an ncRNA can produce different frag-
ments that originate from an overlapping region, there are situations where over-
lapping fragments can be expected. This can be stressed by recalling the not fully
understood tRNA processing mechanism(s), where tRNA halves and tRFs spanning
similar regions have been reported. Therefore, FlaiMapper has no restriction to the
prediction of overlapping fragments, similar to the method of [147].

Sequence logos indicated that the ACA-box, as part of the the ACANNN suffix,
is over-represented and position specific in fragments derived from the 3'-halve of
the H/ACA-box snoRNAs. The analysis also confirmed that the C-box of C/D box
snoRNAs is over-represented in corresponding fragments. Yet, this result may be
biased by the existence of multiple, highly homologous, genomic copies of certain
C/D-box snoRNAs such as HBII-52 and HBII-85.

Fragment characteristics can play an important role in finding associations with
their processing mechanism. For example, although the larger variability of the align-
ments at the 3'-end of miRNAs affects performance, it clearly indicates a difference in
the processing of miRNAs ends. Characteristics such as 5' and 3'-end entropy have
been successfully used in the classification of sncRNAs [149, 150]. Using such char-
acteristics on the fragment level, for example for clustering or classification, might
provide new insights into the processes of production, functioning or degradation of
fragments or indicate a possible sub-grouping. The future in-depth analysis of snc-
dRNAs will require more comprehensive datasets with higher sequencing depth and
more statistical power.

2.5 Conclusion

The lack of a sncdRNAs annotation is a short coming in small RNA-seq analysis.
To overcome this, we designed the computer program FlaiMapper. FlaiMapper has
a high performance in predicting miRNA boundaries, but can be used for the an-
notation of any type of sncdRNA. Examination of FlaiMapper-predicted sncdRNAs
indicated different type specific characteristics: 5'/3'-end-specific variability in miR-
NAs, associations between AGO and relative fragment profiles in dataset SRP006788
and a position-specific sequence motif in a subset of the H/ACA-box fragments. These
characteristics indicate that FlaiMapper is a good starting point for the downstream
analysis of small RNA sequencing experiments.
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Abstract

Small nucleolar RNAs (snoRNAs) are dynamically regulated in different tissues and affected in disease. SnoRNAs are processed further to stable smaller RNAs. We sequenced the small RNA transcriptome of prostate cancer (PCa) at different PCa stages and generated a quantified catalogue of 3927 small non-coding RNAs (sncRNAs) detected in normal and malignant prostate tissue. From these, only 1524 are microRNAs. The remaining 2401 sncRNAs represent stable sncRNAs species that originate from snoRNA, tRNA and other sncRNAs. We show that snoRNA-derived RNAs (sdRNAs) display stronger differential expression than microRNAs and are massively upregulated in PCa. SdRNAs account for at least one third of all small RNAs with expression changes in tumor compared to normal adjacent tissue. Multiple sdRNAs can be produced from one snoRNA in a manner related to the conservation of structural snoRNA motifs. Q-PCR analysis in an independent patient cohort (n=106) confirmed the processing patterns of selected snoRNAs (SNORD44, SNORD78, SNORD74 and SNORD81) and the cancer-associated up-regulation of their sdRNAs observed in sequencing data. Importantly, expression of SNORD78 and its sdRNA is significantly higher in a subset of patients that developed metastatic disease, demonstrating that snoRNA and sdRNAs may present as novel diagnostic and/or prognostic biomarkers for PCa.
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3.1 Introduction

Malignant transformation and cancer progression cause changes in the expression and function of microRNAs (miRNAs) \[17, 16\]. However, the effects of these processes on other small non-coding RNAs (sncRNAs) are less understood. Recently, we demonstrated the abundance and differential expression of small nucleolar RNA-derived RNAs (sdRNAs) in the small transcriptome of prostate cancer (PCa) \[151\]. It is generally accepted that small nucleolar RNAs (snoRNAs) are housekeeping, non-protein coding molecules that associate with specific sets of proteins to maintain proper ribosomal maturation in the nucleolus.

Still, several reports show that snoRNAs have tissue-specific expression \[152, 153\], and may present as novel cancer biomarkers. For example, the H/ACA-box snoRNA SNORA42 is commonly overexpressed in non-small cell lung cancer (NSCLC) and its expression is significantly inversely correlated with survival \[154, 140\]. Similarly, the levels of C/D-box snoRNAs SNORD33, SNORD66 and SNORD76 are significantly elevated in plasma from NSCLC patients compared with cancer-free controls and can provide potential biomarkers for early detection \[155\]. In chronic lymphocytic leukemia (CLL), heterogeneous snoRNA expression patterns discriminate major CLL subgroups and can stratify patients in different prognostic groups \[156\], while in multiple myeloma snoRNA expression patterns are associated with distinct molecular subtypes of the disease \[157\].

Furthermore, recent research demonstrates that the molecular alterations of snoRNA are functionally linked to basic cellular processes associated with cancer proposing either tumor suppressor or oncogene role for different snoRNAs. In NSCLC, SNORA42 acts as a putative oncogene. Its overexpression enhances cell proliferation and growth in bronchial epithelium and cancer cells, while its knockdown in NSCLC cells inhibits colony forming \[140\]. In acute promyelocytic leukemia, the SNORD112-114 is specifically activated in a subset of patients and may influence cell growth through a negative regulation of the cell cycle and the Rb pathway \[158\]. On the contrary, in peripheral T-cell lymphoma, over-expression of the candidate prognostic marker SNORD71 (HBII-239) is associated with favorable outcome \[159\]. The C/D box snoRNA SNORD50, a translocation partner of BCL6 in B-cell lymphoma \[160\], is a candidate tumor suppressor significantly associated with clinically relevant prostate \[161\] and breast \[141\] cancer. In hepatocellular carcinoma (HCC), SNORD113-1 has been identified as a tumor suppressor \[162\]. Down-regulation of this snoRNA is associated with decreased survival of HCC patients, while reconstitution of its expression suppresses tumorigenesis in vitro and in vivo. In glioblastoma, decreased expression of the GAS5 encoded SNORD76 is associated with an aggressive phenotype \[163\]. Ectopic
expression of this tumor suppressor snoRNA inhibits tumorigenicity by arresting cancer cells in S phase in vitro and inhibits orthotopic tumor growth in vivo. In breast cancer and head and neck squamous cell carcinoma the low expression of another GAS5 encoded snoRNA, SNORD44, correlates with markers of aggressive pathology and poor prognosis [164, 165].

At present, little is known about the pathways of snoRNA turnover. Apparently, snoRNAs are further processed to sdRNAs in a vast variety of organisms [24]. It is yet unclear whether sdRNAs are novel functional entities or footprint-products of snoRNA downstream processing shielded from degradation by snoRNA-interacting proteins. A miRNA-like activity has been proposed for sdRNAs derived from H/ACA-box snoRNAs (H/ACA-sdRNAs) based on their apparent size of 20-24 nt equivalent to miRNAs, the ability to promote repression of complementary targets in vitro, and the association with DICER and AGO complexes [166, 167, 138, 168, 139, 137, 169]. In contrast, a bimodal size distribution of 17-20 nt and 27-30 nt has been reported for sdRNAs derived from C/D-box snoRNAs (C/D-sdRNAs) [151, 167, 138]. C/D-sdRNAs are not efficiently incorporated in AGO2 suggesting a different function for this type of sdRNAs [170]. In addition, it has been reported that the highly abundant in brain ‘orphan’ snoRNAs, SNORD115 and SNORD116, are processed into larger sdRNAs (34-73 nt) that complex with spliceosomal proteins and may regulate the alternative splicing of target mRNAs [136, 171]. Association of C/D-box snoRNAs with novel RNPs and involvement in alternative splicing has been previously observed in mice for the brain specific MBII-52 [172]. Interestingly, both MBII-52 and its human ortholog SNORD115 produce larger sdRNAs (34-73 nt). Similar observation has also been made for sdRNA regions of SNORD88C, which can influence the alternative splicing of FGFR3 pre-mRNA [128]. At the same time, studies in Drosophila sp. and in human cells show that snoRNAs are strongly enriched in the nuclear fractions of chromatin-associated RNA and possibly involved in the maintenance of open chromatin structure [173].

Here, we report the deep sequencing of patient-derived samples from normal prostate, and PCa in different disease stages, which reveals sdRNA production from the vast majority of known human snoRNAs. At least 78 of the detected sdRNAs demonstrate strong differential expression in cancer. Furthermore, the expression of some sdRNAs and their precursors is associated with clinical progression and metastatic occurrence.
3.2 Results

3.2.1 Library preparation and sequencing

We generated 10 sncRNA libraries from normal adjacent prostate (NAP), benign prostate hyperplasia (BPH), different stages of PCa, and metastatic lymph node (LN) prepared from fresh-frozen patient material (FF) (Supplementary Table 1). To estimate the influence of sample storage on sncRNA abundance and stability, we prepared a replicate library from formalin-fixed, paraffin-embedded tissue (FFPE) from tumor samples used for one of the fresh-frozen libraries (group 3). All sequencing reactions yielded approximately 14 million raw reads, each (13,468,284 to 15,393,670) with the FFPE library producing the highest raw read number (Figure 3.1a).

3.2.2 Annotation of the sncRNA transcriptome

The correct mapping of sncRNA reads is challenged by the fact that predominant isoforms of miRNAs and other sncRNAs such as snoRNAs may vary from the mature sequences annotated in public databases. Differences can be caused by alternative 3′-end modifications [174] or alternative 5′-/3′-end positions of the detected sncRNA. Additionally, the length of mature sncRNA transcripts can be ambiguously annotated in different public databases. To map as many sequence reads as possible, we constructed a custom small non-coding RNA database (sncRNAdb) that consists of 2271 unique small non-coding RNA species corresponding to 2356 unique genomic loci (Supplementary Figure 1 and Supplementary File 1).

Mapping to sncRNAdb resulted in the detection of a total of 1637 unique sncRNAs expressed across any of the 11 libraries with an average of 1229 per library. 70% to 84% of the reads generated from fresh-frozen samples and only 52% of the reads generated from FFPE could be annotated by sncRNAdb (Figure 3.1 and Supplementary Table 2). The majority of annotated reads mapped to 873 pre-miRNAs (85.5-95.6%), 385 tRNAs (1.89-7.4%), 228 C/D-box snoRNAs (0.3-1.9%), and 91 H/ACA-box snoRNAs (0.0-0.1%) (Figure 3.1, 3.1 and Supplementary Tables 2 and 3).

Interestingly, in PCa samples we detected up to 27% more C/D-box and up to 52% more H/ACA-box snoRNAs compared to NAP or BPH. Furthermore, total snoRNA read-counts were increased at least two-fold, indicating possible activation of snoRNA-gene expression in response to malignant transformation. In contrast, the number of detected miRNAs remained relatively stable and the total miRNA read-counts changed by no more than 19% (min. 9,202,300, max. 11,367,682) (Figure 3.1, Supplementary Figure 2 and Supplementary Tables 3 and 4).
Table 3.1: Number of differentially expressed sncdRNAs.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Total number of sncdRNAs with significantly changed expression</th>
<th>Type of sncRNA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Corrected p-value $^1$ (≤0.01)</td>
<td>Fold change (≥ ±4.0)</td>
</tr>
<tr>
<td>NAP vs. PCA 6 cured (gr1 vs. gr 3)</td>
<td>200</td>
<td>68</td>
</tr>
<tr>
<td>PCa 6 cured vs. PCa 6 recurrent (gr3 vs. gr4)</td>
<td>155</td>
<td>14</td>
</tr>
<tr>
<td>PCa 6 recurrent vs. PCa 6 recurrent (gr4 vs. gr10)</td>
<td>156</td>
<td>16</td>
</tr>
<tr>
<td>PCa 6 cured vs. PCa 6 recurrent (gr3 vs. gr10)</td>
<td>141</td>
<td>18</td>
</tr>
<tr>
<td>NAP vs. PCA 7 recurrent (gr1 vs. gr 5)</td>
<td>168</td>
<td>34</td>
</tr>
<tr>
<td>NAP vs. PCA 8 recurrent (gr1 vs. gr6)</td>
<td>238</td>
<td>105</td>
</tr>
<tr>
<td>NAP vs. metastatic LN (gr1 vs. gr 8)</td>
<td>302</td>
<td>157</td>
</tr>
<tr>
<td>NAP vs. TURP HR (gr1 vs. gr 7)</td>
<td>254</td>
<td>104</td>
</tr>
<tr>
<td>BPH vs. TURP HR (gr2 vs. gr7)</td>
<td>352</td>
<td>202</td>
</tr>
<tr>
<td>NAP vs. BPH (gr1 vs. gr2)</td>
<td>250</td>
<td>107</td>
</tr>
<tr>
<td>FF vs. FFPE (gr3 vs. gal)</td>
<td>689</td>
<td>540</td>
</tr>
</tbody>
</table>

$^1$Z-test, Bonferroni corrected p-value
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Figure 3.1: Summary of sncRNA sequencing data from PCa patient samples. (a) Number of retrieved raw, extracted, annotated, and unique reads generated for each one of the sequencing libraries. (b) Number of detected sncRNA-species per library. (c) Relative abundance of different sncRNA-types per library. Read-length distribution in normal (d) and cancer libraries (e) derived from fresh-frozen, (f) and FFPE material. Each sncRNA type is represented by different color: miRNA (red), SNORD (dark blue), SNORA (orange), tRNA (green), scaRNA (black), rRNA (gray), snRNA (yellow), scRNA (magenta), other miscellaneous RNAs (light blue).
Figure 3.2: FlaiMapper results. (a) Total number of detected snRNA precursors per RNA type and sequencing library. (b) Total number of sncdRNAs per precursor type and sequencing library. (c, d, e, f) Different types of snRNAs produce different number of fragments. (g) Relation between the number of fragments produced per precursor RNA and the expression levels of individual fragments. (h) Relation between the number of fragments produced per precursor RNA and the expression levels of the most abundant fragment per precursor.
We also examined the read-length associated with different types of sncRNAs. As expected, miRNA reads had a narrow size distribution between 21 and 23 nt in all libraries. Similar size range was observed for snRNA- and scaRNA-derived RNAs in fresh-frozen libraries. In concordance with our previous results [151], we detected a size peak at 23 nt and a plateau between 26-28 nt for reads mapping to C/D-box snoRNAs. Interestingly, reads mapping to H/ACA snoRNAs and tRNAs demonstrated a shift in size distribution between normal and malignant samples (Figure 3.1d, 3.1e and Supplementary Figure 3) suggesting cancer-associated alterations in sncRNA processing.

Comparison of the sncRNA composition of the FFPE library with its fresh-frozen counterpart demonstrated that the relative miRNA read-content in FFPE decreased 3.9-fold from 92% to 24% of the total annotated reads. On the contrary, the number of reads mapping to other sncRNA species was strongly elevated i.e. sequence read-counts were increased 152-fold for snRNAs, 12.7-fold for H/ACA-box snoRNAs, 5.6-fold for tRNAs, and 2.7-fold for C/D-box snoRNAs ($\chi^2$ test, $p < 0.0001$ for all tested groups) (Figure 3.1c, Supplementary Figure 2 and Supplementary Table 4). The size distribution of read-length in FFPE material was also strongly affected for all examined ncRNA groups except for miRNAs. (Figure 3.1e, 3.1f and Supplementary Figure 3). These observations can be explained with the higher level of RNA degradation in FFPE for transcripts longer than miRNA [175, 176].

### 3.2.3 Mapping and annotation of sncRNA-derived RNAs (sncdRNAs)

The majority of miRNA reads in small RNA sequencing data map to the specific location on their pre-miRNA corresponding to the mature miRNA. Similarly, reads mapping to other sncRNAs, originate from specific positions on their precursor rather than being randomly derived and can represent specific, biologically functional, smaller RNA species, e.g. sdRNAs or tRNA fragments (tRFs) [177]. Nevertheless, the assignment of RNA-seq sequence-reads to specific sdRNAs or tRFs for quantitation purposes is hampered by the lack of proper annotation. Furthermore, many sncRNAs produce multiple fragments [136, 171] that may overlap each other, which further complicates the exact determination of their origin loci and a subsequent quantitative analysis.

To correctly determine the boundaries of sdRNAs, tRFs and other sncRNA-derived RNAs (sncdRNAs) in our dataset and annotate their specific location on the precursor sequence, we applied the computational algorithm Fragment Location Annotation and Identification Mapper (FlaiMapper) and evaluated its performance in this data set as described [178]. Shortly, FlaiMapper predicted 5′- and 3′-miRNA ends were
Figure 3.3: **Global expression changes of sncdRNAs in normal and malignant prostate tissue.** Upper and middle panels present scatterplots comparing the normalized expression values of individual sncdRNA (dots) in each prostate cancer library (PCa) during progressing disease to those in the library prepared from normal adjacent prostate tissue (NAP). The expression of sncdRNAs in the hormone-refractory, transurethral resection of the prostate (TURP HR) library is also compared to the benign prostate hyperplasia (BPH) library since the latest represents the normal counterpart of malignant transurethral resection of the prostate material. Differences in sncdRNA expression between biological replicates of Gleason 6 cancers (PCa 6) as well as comparison of a fresh-frozen library (FF) with its formalin-fixed, paraffin-embedded (FFPE) counterpart derived from the same patients are presented in the lower panels. Each sncdRNA type is presented by a different color. Diagonal lines across each scatterplot represent fold change difference in expression. Middle line, crossing the horizontal and vertical axes at 0, no expression change; lines crossing the vertical and horizontal axes at 2, twofold expression change; lines crossing the vertical and horizontal axes at 4, four-fold expression change. Cured, no disease relapse after radical prostatectomy; rec., recurrent disease, biochemical or metastatic relapse after surgery; LN, metastatic lymph node sample; TERG+, TMPRSS2-ERG fusion gene event; TERG-, no TMPRSS2-ERG fusion event; Numbers (6, 7 or 8) after PCa indicate the pathological Gleason score of the tumors in the respective group.
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compared with the 5′- and 3′-end boundaries of corresponding mature miRNAs in miRBase, v17 [146], 82% of the detected miRNAs had a correctly determined 5′-end exactly matching miRBase annotation. An additional 11% had an offset of 1 nt. In agreement with previous observations [146], 3′-ends of mature miRNAs had higher variability and matched miRBase annotations for 45%. From the investigated miRNAs additional 33% had 1 nt offset, and 14%, 2 nt offset (Supplementary Figure 4). Given the high confidence with which FlaiMapper identified 5′- and 3′-end boundaries of bona fide miRNAs, we performed annotation of all sncdRNAs in our fresh-frozen libraries. We detected 3927 unique sncdRNAs derived from different precursor classes. From these, 1524 originated from miRNAs, 1175 from tRNAs, 657 from C/D-box snoRNAs, 244 from H/ACA-box snoRNAs, and 327 from other sncRNA species (Supplementary Table 5 and Supplementary File 2). The total number of detected unique sncdRNAs was higher than the number of detected unique precursor species, showing that individual sncRNA precursors produce more than one sncdRNA (Figure 3.2a, 3.2b and Supplementary Figure 5). For example, the majority of pre-miRNAs produced one or two miRNAs corresponding to the guide and passenger strand. For C/D box snoRNAs we detected between 1 and 6 sdnRNAs originating from the same precursor, with the exception of the unusually long SNORD3A, SNORD3B and SNORD3C, which give rise to 10 to 13 C/D-sdRNAs. Most H/ACA-box snoRNAs produced between 1 and 3 sdnRNAs, while for tRNAs we detected between 1 and 6 tRFs per precursor (Figure 3.2d-f). Other examined sncRNAs in our libraries produced a varying number of fragments ranging from 3 for the telomerase RNA component to 28 for the small nuclear 7SK RNA (Figure 3.2c; Supplementary Figure 6 and 7). We next argued that the expression level of the sncRNA-precursor might positively influence the number of sncdRNAs detected per sncRNA. We examined the distribution of expression values of individual sncdRNAs in relation to the number of sncdRNAs derived per sncRNA and could not observe a strong dependency between the median expression levels of sncdRNAs and the total number of sncdRNAs produced per sncRNA. We obtained similar results when the expression level of the most abundant sncdRNA per precursor was used as a surrogate measure of the expression of the precursor RNA (Figure 3.2g-h). Based on these results, we can conclude that multiple sncdRNAs originating from the same sncRNA can be detected independently of their (low) expression level or the expression level of their precursor. Vice versa, different precursor RNAs can produce only one sncdRNAs with very high abundance. Hence, it can be assumed that the number and quantity of different sncdRNAs do not directly reflect the abundance of their precursor but, like miRNAs, are probably also influenced by additional aspects of cellular metabolism, e.g. association with protein complexes and/or turnover rates.

The size of unique sdnRNAs ranged between 15 and 29 nt (Supplementary Figure
Figure 3.4: **Global processing patterns and relative abundance of sdRNAs and miRNAs expressed in prostate (cancer) tissues.** (a) Full-length C/D-box snoRNAs are aligned relative to the middle nucleotide of each sequence. (b) H/ACA-box snoRNAs are aligned based on the position of the H-box. (c) Pre-miRNAs are aligned relative to the middle nucleotide of each sequence. A green line represents each full-length sncRNA. Sequences are extended 10 nt at each end to avoid mapping ambiguity caused by incorrect annotation. Positions of detected conserved H/ACA-boxes or C/D-boxes are shown in blue and red. Light and dark grey lines indicate the positional origin of sdRNAs, miRNAs and miRNA*s. The color intensity corresponds to the relative abundance of sncdRNAs originating from the same precursor (read-count as a percentage of the total read-count per precursor), e.g. if only one sdRNA per snoRNA-precursor is detected it is assigned 100% abundance, if two or more sdRNAs originate from the same snoRNA the sdRNA with the highest read-count is given the darkest color and the sdRNA with the lowest read-count, the lightest. Thin dashed lines separate each panel into three subgroups where sncRNAs producing only one sncdRNA are on top, sncRNAs producing two sncdRNAs are in the middle and those producing three or more sncdRNAs are on the bottom. The highly sequentially conserved, multiple gene-copy C/D-box snoRNAs from the SNORD116 (HBII-85) and SNORD115 (HBII-52) families are grouped together below other C/D-box snoRNAs. The X-axis indicates the position of sncdRNAs relative to the center of their precursor sequence. The Y-axis depicts the number of full-length sncRNA precursors.
3.2 Results

Figure 3.5: Genomic organization, conservation, secondary folding, fragmentation pattern and expression of SNORD44, SNORD74, SNORD78, and SNORD81. (a) SNORD44, SNORD74, SNORD78, and SNORD81 are transcribed simultaneously from the conserved intronic regions of the protein-non-coding GAS5 gene. Spliced exons (boxes); snoRNA loci (arrows). (b) sdRNAs from SNORD44, SNORD74, SNORD78, and SNORD81 are up-regulated in PCa. Expression is comparable to PCA-relevant microRNA (not shown). SNORD74 and SNORD81 produce equally expressed 5′- (sd5′), middle- (sdM), and 3′-sdRNAs (sd3′) with overlapping sdM and sd3′. SdRNAs originating from the middle regions extend towards the antisense box and their 5′-ends map exactly adjacent to the nucleotide complementary to the targeted ribosomal residue. (c) SNORD44 and SNORD78 produce predominantly one sdRNA either from the 5′- or 3′-arm of the snoRNA. The position of core snoRNP-proteins NOP58/56 and FIBRILLARIN (indicated at SNORD74) is dependent on the kink-turns formed by non-complementary base-pairing (dots) of the conserved external sequence boxes C and D and/or the internal boxes C′/D′. The rRNA-complementary antisense-box (lower case) is exposed and contains the nucleotide targeted for modification (red), positioned exactly 5 nt upstream of the D or D′ box.
3.2.4 sdRNAs are differentially expressed in prostate cancer

Previously, we observed differential expression of sdRNAs between PCa specimens [151]. To examine if such changes are a cancer-specific event we compared the expression of FlaiMapper defined sncdRNAs between normal (NAP and BPH) and malignant tissues of progressing disease (PCa, LN, TURP). We detected between 34 and 202 sncdRNAs with significant differential expression (Table 3.1, Figure 3.3, and Supplementary File 3). Approximately one third of the differentially expressed RNAs in each comparison comprised C/D-sdRNAs upregulated in cancer (Figure 3.3). In contrast, only one sdRNA was differentially expressed between non-malignant samples (NAP and BPH) and only five, between biological replicate samples (PCa, Gleason 6, groups 3, 4, and 10). This suggests that the accumulation of C/D-sdRNAs is primarily driven by malignant transformation.
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To examine the effect of sample storage on fragment abundance, we compared the expression of sncdRNAs between the FFPE sample and its fresh-frozen (FF) counterpart. We limited comparison analyses to sncRNAs detected in any of the FF libraries. MiRNAs had decreased expression in FFPE compared with sdRNAs, tRFs and other sncdRNAs (Table 3.1, 3.3 and Supplementary Figure 8). Nevertheless, the reduction of miRNA expression in FFPE appears to be the result of a global decrease in miRNA read-counts compared to read-counts of other sncdRNAs (Figure 3.1c) since the relative expression of miRNAs correlated strongly between both conditions (Pearson $\rho = 0.9289$) (Supplementary Figure 8). This was not observed for sdRNAs (Pearson $\rho = 0.6557$ for C/D-sdRNAs and 0.3895 for H/ACA-sdRNAs) or other sncdRNAs, which have longer precursors and may be more susceptible to degradation in FFPE material.

3.2.5 SdRNAs demonstrate specific global processing patterns in prostate tissue

Given the discrete size and specific expression of sdRNAs, we examined detected snoRNAs for the presence of a common processing pattern. To be able to compare with miRNAs, we aligned all snoRNA and pre-miRNA sequences and visualized the position and relative abundance of the corresponding sdRNAs and miRNAs (Figure 3.4, Supplementary file 4 and 5). The majority of sdRNAs originated from equivalent locations of their precursors. Often, one predominant sdRNA was observed per precursor. The position of these predominant sdRNAs was not dependent on the total number of smaller species detected per precursor sequence, showing a rather uniform fragmentation pattern consistent with the precursor-type. This is in agreement with previously suggested specific snoRNAs processing and accumulation of smaller RNAs observed in cell lines [170, 128].

In our patient samples, predominant H/ACA-sdRNAs originate from either the 5′-arm of the first H/ACA-snoRNA hairpin (38.5%) or the 3′-arm of the second hairpin including the region of the ACA-box (31%) (Figure 3.4b). C/D-box snoRNA produce twice as many predominant sdRNAs originating from the 5′-terminus that contain a C-box (60.1%) compared to 3′-terminal sdRNAs that contain a D-box (30.1%) (Figure 3.4a).

Interestingly, individual C/D-sdRNAs with highly similar sequences demonstrate almost identical fragmentation pattern, which is also dependent on the conservation of snoRNA structural features. For example, snoRNAs from the highly conserved, multiple gene-copy SNORD116 family (HBII-85), which have a degenerated C′-box (UGAGUGA) produce four sdRNAs where the most abundant one maps to the 5′-region.
covering the C-box. SnoRNAs from the SNORD115 (HBII-52) family with conserved C’/D’-boxes produce three sdRNAs, with the most abundant ones mapping to the middle-region and covering the entire K-loop including the C’/D’-box. In contrast, the larger snoRNAs from the SNORD3 family, which lack a conserved C-box, produce between 10 and 13 overlapping sdRNAs with the most predominant mapping to the 3’-end.

SNORD115 and SNORD116 sdRNAs differ in size and position from the previously reported highly abundant psnoRNAs processed from the orthologous MBII-52 and MBII-85 detected by RNase protection assays [136, 171, 179]. This discrepancy could be explained by the implicit methodology differences between snRNA sequencing and RNase protection assays. However, these differences could be also caused by tissue-specific sdRNA accumulation as previously described for sdRNAs originating from SNORD88C (HBII-180C) [128] or by the dependence of processing mechanisms on the structural conservation of C/D-box snoRNAs. Of note, SNORD115, SNORD116, or SNORD88C-originating sdRNAs were detected at low abundance in our samples.

### 3.2.6 Processing and expression of sdRNAs originating from GAS5 encoded C/D-box snoRNAs is related to the conservation of structural C’/D’-boxes

We investigated whether the fragmentation pattern of other C/D-box snoRNA is also dependent on structural feature conservation. For this we analyzed the positional origin of a highly abundant sdRNA produced from the 3’-end of SNORD78 [151] and other sdRNAs from the same locus. SNORD78 is intronically encoded by the Growth Arrest Specific 5 gene (GAS5) together with 9 other C/D-box snoRNAs [180]. All 10 SNORDs are presumably simultaneously transcribed as a GAS5 precursor-transcript, which undergoes intron removal and posttranscriptional processing. We could detect sdRNAs from all 10 GAS5-encoded snoRNAs. However, only four (SNORD44, SNORD78, SNORD74 and SNORD81) snoRNAs produced abundant sdRNAs (Figure 3.5 and Supplementary Figure 9).

Interestingly, SNORD74 and SNORD81 produced three abundant sdRNAs with similar, relatively low expression levels that mapped to the 5’-, 3’-, and middle region of the snoRNAs. The 3’- and middle sdRNAs overlapped each other and covered the K-loop and the conserved canonical C’/D’-box (Figure 3.5). In contrast, SNORD78 and SNORD44, which lack the canonical C’/D’-box, produced predominantly one 28 nt long sdRNA each, mapping to the 3’-arm for SNORD78 (sd78-3’) or the 5’-arm of SNORD44 (sd44-5’). Sd78-3’ and sd44-5’ were strongly upregulated in samples prepared from malignant tissue compared to normal or benign, while middle- and opposite arm-derived
sdRNAs were present only at very low read-counts in all libraries (Supplementary Figure 9a and 10).

### 3.2.7 SNORD78 and sd78-3’ expression is associated with metastatic PCa

To validate our sequencing data, we tested the expression of SNORD44, SNORD78, SNORD74, SNORD81, and their derivative sdRNAs, in an independent patient cohort of 106 fresh-frozen clinical samples by quantitative real-time PCR (Q-PCR). To evaluate whether increased sdRNA expression is a result of a general activation of the GASS locus, we also measured the expression of the spliced GASS transcript (Figure 3.6 and Supplementary Figure 9b). All tested snoRNAs and sdRNAs were upregulated in organ-confined PCa compared to normal adjacent controls. This was not related to an elevation of the spliced GASS transcript, which did not demonstrate pronounced expression changes between NAP and PCa. Interestingly, overlapping sdRNAs originating from the same snoRNA as well as full-length snoRNAs were simultaneously detectable by Q-PCR suggesting the existence of multiple conformational states of these snoRNAs.

Sd78-3’, SNORD78 and GASS expression was also detectable in different normal basal prostate epithelium cell lines (PNT2C2, RWPE) prostate cancer cell lines (PC346C, LAPC4, VCAP, LNCAP, 22RV1, PC3, and DU145N) as well as in hepatocellular carcinoma (HEP3B) and colon adenocarcinoma (COLO205) cells demonstrating that SNORD78 processing to sd78-3’ is not restricted to prostate tissue or cells. Similar to patient data, the expression levels of sd78-3’ and SNORD78 were not correlated to the expression of the GASS host gene (Supplementary Figure 11).

Consistent with our previous results [151], sd78-3’ was upregulated in the LN library generated in this study, suggesting association of this sdRNA with aggressive disease. Therefore, in the validation cohort we stratified patients with organ-confined disease at the time of radical prostatectomy into three groups: cured after radical prostatectomy, biochemical disease reoccurrence, and progression to metastatic disease after surgery. Strikingly, the expression of sd78-3’ and its precursor SNORD78 in the third group was significantly higher already at the time of surgery, suggesting an early involvement in PCa progression and possible prognostic marker potential for these sncRNAs.
3.3 Discussion

Small ncRNAs and in particular miRNAs emerged as novel modulators of gene expression and regulators of fundamental cellular processes often disturbed in cancer. At the same time, long-known “housekeeping” RNAs such as snoRNAs appeared to have tissue-specific expression altered in solid tumors and hematological malignances [155, 176, 181]. Furthermore, several studies discussed above demonstrate that similarly to miRNA, snoRNAs carry diagnostic and/or prognostic biomarker potential in different cancer types [154, 140, 153, 156, 157, 161, 141].

Improved detection and screening over the last decade led to large increase in prostate cancer detection. However, the majority of presently diagnosed patients carry clinically insignificant tumors, which would never progress to a life threatening disease. Without the presence of better prognostic markers, many patients undergo unnecessary invasive surgical treatment.

Prompted by our previous findings on elevated levels of snoRNA fragments in metastatic PCa [151] and by accumulating evidence from sequencing data that demonstrates processing of snoRNA to stable smaller sdRNAs [167, 128, 177], we combined RNA sequencing of human prostate (cancer) tissue with tailored computational analysis. This resulted in a methodologically quantitated catalog of 3927 sncdRNAs originating from 1637 unique sncRNAs and allowed us to follow for changes in their expression during malignant transformation and cancer progression.

To investigate possible effects of sample storage conditions we compared the sncRNA transcriptome of fresh-frozen tissue with its FFPE-stored counterpart. We saw large changes in the accumulation of sncdRNAs, particularly sdRNAs and tRFs, when we compared fresh-frozen with FFPE material. This was not the case for miRNAs were we observed only relative down-regulation, most possibly caused by the additional buildup of degradation products of mRNAs and long ncRNAs due to sample preparation and storage [175]. In addition, while miRNA read-length in FFPE tissue remained unchanged, reads from other sncRNAs had changed length distribution indicating that FFPE-preserved tissue is less suitable for the analysis of sncRNAs other than miRNA.

Previously we detected differential expression of sdRNAs between organ-confined PCa and lymph node metastases [151]. The expression analysis presented here indicates that the major accumulation of sdRNAs is associated with malignant transformation and can be described by an increased global production and/or accumulation of sdRNAs already in the early cancer stages but it is not directly associated with the expression levels of precursor snoRNAs. Biological replicate analysis among three libraries (PCa, Gleason score 6) confirms the reproducibility of sequencing experiments
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on fresh-frozen tissue as less than 20 sncRNAs show significantly changed expression levels. We did not observe a direct association between the number of sncdRNAs arising from one precursor and its quantity, suggesting that sncdRNA accumulation is not the direct result of increased snRNA turnover in malignant cells. Q-PCR analysis confirmed the expression changes detected by sequencing and also identified the simultaneous existence of full-length snoRNAs and their derivates sdRNAs from the GAS5 locus. The high levels of SNORD78 and sd78-3′ in a subset of patients, which progressed to metastatic disease, identify these two sncRNAs as possible novel prognostic biomarkers for the further stratification of PCa patients at high risk of developing aggressive disease.

It has been shown that the majority of C/D-sdRNAs are derived from the termini of their precursor and may remain attached to the core snoRNP shielded from further degradation [170]. A large part of the sdRNAs detected in our libraries is also terminally derived. Nevertheless, the processing patterns of snoRNAs that we observe, and the accumulation of specific sdRNAs appear to be dependent on the conservation of structural snoRNA features and do not always correspond to snoRNA termini protected by the snoRNP. Furthermore, the overlap and discrete origin-position of multiple sdRNAs produced from the same precursor exemplified by sdRNAs produced from SNORD44, SNORD78, SNORD74 and SNORD81 suggest rather specific nucleolytic cleavage that requires different conformational states for C/D-box snoRNAs [182] possibly assisted by structural interaction with the core snoRNPs or yet unidentified proteins. Of note, the highly abundant sd78-3′ is derived from the opposite part of SNORD78 and does not overlap with the previously reported snoRNP footprint of SNORD78 [170].

It has been proposed that the specificity of sdRNA processing patterns detected in human cell lines is conserved between different cell types while the accumulation of individual sdRNAs is cell type specific implying the existence of dedicated processing mechanisms [167, 138, 128, 183]. It remains to be established how sdRNAs and other snoRNAs are produced in the cell and to what extend this process is deregulated in cancer. The miRNA processing RNaseIII, DICER was suggested in the biogenesis of H/ACA-box-originating sdRNAs that have an apparent size of 20-24 nt. However, C/D box-sdRNAs identified by us and others [167, 138] have a bimodal size distribution which deviates from that of DICER products, suggesting the involvement of other nuclease(s) in the generation of sdRNAs. Another protein from the miRNA biogenesis pathway that could be involved in the generation of SNORD-sdRNAs is AGO2. It has been shown that AGO2 is responsible for the maturation of pre-miRNA-451 which is too short to undergo DICER processing. The AGO2 cleaved miR-451 product is a fragment of 30 nt that is processed further to the mature 23 nt long miR-451 by unknown exonucleases [184]. Nonetheless, AGO2-
derived mature miR-451 is predominantly uridilated at is 3’-end, while most of the C/D box-sdRNAs in our libraries are not. Furthermore, recent analyses of AGO2 PAR-CLIP libraries demonstrate that despite their cellular abundance, C/D box snoRNAs-originating sdRNAs are not efficiently incorporated in AGO2 [170].

The small transcriptome is a mix of turnover products and functional entities, where a proportion of the cellular sdRNA pool most probably represents stable degradation products shielded by effector proteins. Nevertheless, the mechanisms of sdRNA generation and their putative functional role in normal and malignant cells should be investigated further alongside with their biomarker potential in prostate and other cancers.

3.4 Materials and methods

3.4.1 Patient samples and cell lines

Snap-frozen, liquid nitrogen stored and FFPE clinical samples (Supplementary Table 1) were from the tissue bank of the Erasmus University Medical Center, Rotterdam, The Netherlands and from Tampere University Hospital (TAUH), Tampere, Finland. Collection and use of patient material was performed according to the national legislations concerning ethical requirements and approved by the Erasmus MC Medical Ethics Committee, Medical Research Involving Human Subjects Act (MEC-2004-261), and the Ethical Committee of the Tampere University Hospital. Prostate and lymph node tissues were from radical prostatectomy. BPH samples were obtained from cystoprostatectomies and found not to contain any prostate cancer cells. PCa-TURP samples were collected by transurethral resection of the prostate. Histological evaluation of analyzed material was described previously [151].

3.4.2 RNA isolation

Total RNA from frozen tissue was isolated using RNABee reagent (Campro Scientific, GmbH, Berlin, Germany) according to manufacturer’s protocols. Total RNA isolation from FFPE material was described previously [177].

3.4.3 Sequencing

Total RNA sample pools of four individual patient samples each, were outsourced for sequencing (BGI, Shenzhen, China). Library preparations were performed according to the “Small RNA Sample Preparation Guide, Part #1004239”, (Illumina Inc.).
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Shortly, total RNA pools were separated on 15% Tris/Borate/EDTA urea polyacrylamide electrophoresis gel, and the snRNA fraction in the size range of 15-35 nt was extracted and purified. After 5’- and 3’-adapter ligation, cDNA was generated by reverse transcription with SuperScript II Reverse Transcriptase (Invitrogen, Carlsbad, CA, USA) followed by 15 cycles of PCR by Phusion DNA Polymerase (Finnzymes Oy, Espoo, Finland). The strand-specific single-end reads were sequenced with a read-length of 35 bp.

3.4.4 Small non-coding RNA database (sncRNAdb)

Official small non-coding RNA nomenclature lists and NCBI RefSeq identifier numbers for microRNA precursors (pre-miRNAs), small nucleolar RNAs (snoRNAs), small cytoplasmic RNA (scRNAs), small nuclear RNA (snRNAs), and small miscellaneous RNAs (miscRNAs) were retrieved from the HUGO Gene Nomenclature Committee (HGNC) [185]. Genome locations corresponding to the RefSeq entries were further extended with 10 nt at the 5’- and 3’-end to ensure correct mapping of reads derived from ambiguously annotated ncRNAs and mapped against the hg19 assembly at the University of California Santa Cruz (UCSC) [186]. UCSC Genome Browser uses miRBase 15; therefore all miRNAs entries were manually curated to match miRBase 17. Since HGNC does not provide RefSeq identifiers for tRNAs, tRNA data was retrieved from the UCSC dedicated Genomic tRNA Database [187]. The number of mapped reads was positively influenced by the addition of “CCA” triplet to the 3’-end of genomic tRNA sequences and intron removal. Therefore, tRNA entries represent the mature tRNA form and are not extended. Sequences, genomic loci and database identifiers of all ncRNAdb entries are given in Supplementary File 1.

3.4.5 Computational analysis of sequencing data

Initial mapping of sequencing reads to sncRNAdb was done in CLC-Bio Genomics Workbench v4.9 following the “Small RNA Analysis” workflow. Read-summarizing and adapter-removal parameters from the “Extract and Count” tool were applied: Minimum sampling count was 4; Minimum and maximum number of nucleotides in reads was 15 and 35 nt, respectively; no 3’- or 5’- terminal nucleotide removal was performed. Each read was screened with “no fixed adapter length” for the (partial) presence of Illumina small RNA adapter: CAAGCAGAAGACGGCATACGAA on the minus strand with alignment mismatches and gaps allowance at a mismatch cost of 3, and a gap cost of 5, minimum score: ns, minimum score end: 3. If adapter was not found reads were discarded from further analysis. Filtered sequence reads were mapped to sncRNAdb with a maximum of 2 mismatches allowed using the “Annotate and Merge”
3.4.6 Location, annotation and quantitation of sncdRNAs

Annotation of sncdRNAs was done using FlaiMapper as described [178]. Only sequence reads from libraries derived from fresh-frozen material were used as an input for the calculation of 5′- and 3′-ends of sncdRNAs. Quantitation and expression analysis of sncdRNAs was performed in a second round of mapping to FlaiMapper annotated sncRNAdb using ‘Small RNA Analysis’ workflow in CLC-Bio Genomics Workbench v4.9. “Expression values” that equal the sum of all reads mapping to a FlaiMapper annotated sncdRNA were used. Expression data was normalized with the “Reads per Million” algorithm. Differentially expressed sncdRNAs were detected using Kal’s Z-test on proportions [188] with two-sided p-value, followed by Bonferroni correction with a corrected p-value cut-off of 0.01.

3.4.7 Quantitative real time PCR (qPCR)

snoRNA and sdRNA expression levels were evaluated by qPCR using miRCURY LNA™ Universal RT microRNA PCR, Polyadenylation and cDNA synthesis and SYBR Green kits (Exiqon, Copenhagen, Denmark) and custom LNA™ primers according to the manufacturer’s instructions. Custom LNA primers for qPCR analysis of snoRNAs and sdRNAs were designed by Exiqon A/S, Copenhagen, Denmark. Target sequences used for primer design as well as design IDs are listed in Supplementary methods table M1. SNORD38B expression was measured with Reference gene primer set 20391 (Exiquon, Vedbaek, Denmark) and used to normalize raw Ct values by the delta delta Ct Method. GAS5 expression was assessed by the Promega Reverse Transcription System (Promega Benelux, The Netherlands) and SybrGreen qPCR System (Roche, The Netherlands) according to manufacturer protocols. Primers used were GAS5 FW: CAAGGACTCAGAATTCATGAT and GAS5 REV: AGTGGTTTTGTTAGACTGCC. Raw expression values were normalized against the geometrical mean of GAPDH and PBGD by the delta delta Ct Method.

3.4.8 Statistical analysis

Significance of sncRNA composition and read-numbers were assessed with chi-square test for independence without Yates’ correction. Two-sided p-values were calculated at alpha level of 0.05. Differences between groups in qPCR experiments were tested with unpaired two-tailed t-test at alpha level 0.05. Pearson correlation coefficients were assessed at an alpha level of 0.05 using GraphPad Prism 5.
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Supplementary material: Section 4.5
Abstract

**Motivation:** A new generation of tools that identify fusion genes in RNA-seq data is limited in either sensitivity and or specificity. To allow further downstream analysis and to estimate performance, predicted fusion genes from different tools have to be compared. However, the transcriptomic context complicates genomic location-based matching. *FusionMatcher* (FuMa) is a program that reports identical fusion genes based on gene-name annotations. FuMa automatically compares and summarizes all combinations of two or more datasets in a single run, without additional programming necessary. FuMa uses one gene annotation, avoiding mismatches caused by tool specific gene annotations. FuMa matches 10% more fusion genes compared to exact gene matching (EGM) due to overlapping genes and accepts intermediate output files that allow a step wise analysis of corresponding tools.

**Availability and Implementation:** The code is available at:  
https://github.com/ErasmusMC-Bioinformatics/fuma  
and available for Galaxy in the tool sheds and directly accessible at:  
https://bioinf-galaxian.erasmusmc.nl/galaxy/
4.1 Introduction

A new generation of bioinformatics tools has been released that aims to detect fusion genes within RNA-seq data; however, the current tools are limited in either sensitivity or specificity, making their results impractical for downstream analysis and subsequent validation [76]. As shown in other domains of high-throughput sequencing analysis, using a consensus of tools may improve performance by compensating for individual tool error profiles [189, 190]. Since no single tool shows superior detection performance, a consensus-based fusion gene detection in RNA-seq can improve both downstream analysis as well as overall performance. Moreover, to identify limiting factors and promote improvement of current algorithms, an accurate estimation of sensitivity and specificity is required, for which an accurate fusion gene comparison is crucial. Therefore, comparing validated and in silico predicted fusion genes in an automated fashion and summarizing identical fusion genes in two or more datasets in an easy and accessible way is a desirable feature.

Ideally, sensitivity/specificity estimation should be based upon the identified genomic breakpoints provided as two chromosomal locations. However, the nature of RNA-seq complicates this strategy, as reads may span exon junctions and breakpoints are more likely to be expected in introns because of their relative large size, introducing additional uncertainty when trying to pinpoint the exact genomic position of the DNA breakpoint. For instance, using exact position-based matching (EPM) results in poor overlap between tools (Supplementary Section 4.5.13). A less conservative strategy used in DNA-seq analysis involves comparing genomic intervals [81], which can be defined by adding flanking regions to each breakpoint to increase the likelihood of matching fusion events called by multiple programs. In RNA-seq analysis this strategy is also not sufficient, because the intervals are not related to the organization of the transcriptome. In addition, transcriptome annotations differ substantially between sources which frequently result in inconsistent results in RNA-seq analysis [191], intron sizes are differing and lastly, a substantial number of genes do overlap with each other [192] due to opposite strand positioning. Therefore, we designed a new method, FuMa, which boosts the current fusion gene matching functionality of the Chimera package [48], to address the challenges outlined above.

4.2 Methods

Here, we present FuMa, a computer program that reports identical fusion genes detected in RNA-seq, where matching is based on a user provided gene-name annotation. For two or more datasets, FuMa enlists all possible combinations of datasets
that can be compared with each other. The iterative procedure starts by comparing all 2-dataset combinations. Every such comparison results in a new virtual dataset, containing only the matching fusion genes. Consequently, for comparisons with a larger number of datasets, input datasets and merged datasets will be compared with each other such that all possible combinations are tested, by comparing only two virtual datasets at a time.

Because several factors complicate matching using genomic positions, our solution is based on gene-name comparisons. Each breakpoint of a fusion gene consists of two genomic locations. We define the genomic locations of a breakpoint as left and right, where left < right, while sorting is applied first on chromosome name and, in case of equality, on genomic position. When the left and right locations are identical to the lexicographical order, we denote the acceptor-donor order as forward, otherwise as reverse. For each fusion gene a list of genes overlapping each associated genomic location from the user provided gene annotation (BED format) is added with the HTSeq library [52]. This step ensures that all fusion genes are annotated with consistent genomic identifiers rather than those provided by the detection tools themselves. Since genes frequently overlap and multiple genes may be annotated upon one location, we add genes as a list to use them for set-theory-based matching rather than exact gene matching (EGM). FuMa has two matching methods, subset-based matching (FuMa-s, default) and overlap-based matching (FuMa-o) further explained in Supplementary Sections 4.5 and 4.5.2. Using FuMa-s, matching within any two datasets (both input-versus input- and input- versus merged/virtual dataset) is applied as follows:

- For each fusion gene in both datasets, remove entries that do not have gene annotations associated to both locations.
- Per dataset, merge duplicates such that a dataset contains only unique fusion genes. Two fusion genes are considered a duplicate by the match-function, which will later be explained as criterion used for matching fusion genes.
- Iterate over all fusion genes in both datasets such that all fusion genes of the first dataset are compared with all fusion genes of the second dataset. Assessing whether two fusion genes are identical is done by the match-function where two fusion genes are considered identical if: one of the left gene lists is a subset of the other left gene list AND one of the right gene lists is a subset of the other (Supplementary Table S4.1). Depending on the chosen parameters, the order of the genomic locations (forward or reverse) or the strands of the breakpoint may be taken into account as additional constraints. The comparison of any two virtual datasets will produce a ‘merged’ dataset that only includes matched fusion genes present in both input datasets. When two fusion genes match, the
4.3 Results

FuMa was tested on publicly available data \[193, 194\] and results provided as part of the Chimera package [48] (Supplementary Section 4.5.13). Concordance of the matching methods was assessed using RefSeq gene annotation. While EPM reported less than half of the overlaps of FuMa, EGM performed better but was still outmatched by FuMa. Specifically, EGM missed 11.1-15.4% of the fusion genes due to not accounting for overlapping genes (Figure 4.1) and importantly, five of the missed fusions had been validated. FuMa-o also reported a matching intergenic fusion event in a large gene that likely represents a false positive.

4.4 Discussion & Conclusion

Accurate comparisons of identical fusion genes between different algorithms are desirable to increase confidence in in silico predictions and to allow performance analyses as well as in-depth evaluations of the algorithms used. Therefore, we developed FuMa, a software package that makes use of a gene name and set-theory-based strategy, taking into account the transcriptome to reduce uncertainty and produce a human and computer understandable output (Supplementary Section 4.5.12). FuMa is publicly available, available for Galaxy [195] and available as R package compatible with Chimera [48]. FuMa focuses on comparing breakpoints within annotated genes and is more sensitive compared with EPM and EGM. In addition, FuMa can handle intermediate results of several detection tools and thereby allows an evaluation of the interim steps of an algorithm. Last, we find limited overlap between ChimeraScan, Defuse and

---

Figure 4.1: Differences between the matching approaches in the Berger (left) and Edgren (right) dataset. Each bar represents the number of fusion genes found in 2 or more samples. (Supplementary section S6). For this analysis a RefSeq gene annotation was used.

left and right gene sets of a matched fusion gene will be the intersect of the left or right gene sets of the input fusion genes. The intersect is chosen over the union to prevent gene lists from ‘growing’ after multiple iterations of matching (Supplementary Section 4.5.2).
FusionMap \cite{72, 71, 196} in the Edgren dataset (Supplementary Figure S4.5), which is in line with earlier reports \cite{18} indicating that further improvements in detecting fusion genes in RNA-seq data are needed.
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4.5 Appendix

Introduction

This is the manual of FuMa which is part of the Supplementary Material that belongs to the manuscript: *FuMa: reporting overlap in RNA-seq detected fusion genes*. FuMa (Fusion Matcher) matches predicted fusion genes (both genomic and transcriptomic) according to chromosomal location and corresponding annotated genes. The organisation of the transcriptome (provided by the user as BED file) forms the basis for FuMa to consider fusion genes to be identical or not. The provided gene annotation can be adjusted to define the biological question. For example, when it is desired to only consider fusion events that occur within exons, FuMa can be provided a list of exon regions instead of entire genes. Currently FuMa supports input files from:

- Chimera [48]
- ChimeraScan [72]
- CompleteGenomics [197]
- DeFuse [71]
- FusionCatcher [74]
- FusionMap [196]
- GMAP [198]
- STAR [199]
- STAR Fusion [200]
- TopHat-Fusion [70]

4.5.1 Technical implementation

Matching fusion genes based on the genomic location shows limited accuracy. Therefore it is more convenient to use the gene names overlapping the breakpoints instead. Since \( \sim 10\% \) of the annotated human genes are overlapping [192], and more genes and transcripts are being discovered by the RNA-seq technology, breakpoints frequently span multiple genes. This complicates matching based on gene names and to account for that, matching two fusion genes in FuMa is achieved using set-theory based matching (overlap or subset). First, both genomic partners of a fusion event are annotated
with overlapping gene(s). The overlap- and subset matching approach have the advantage over the more stringent exact gene matching (EGM) approach that a certain level of overlapping genes are considered as acceptable. They behave quite similar but have features that require a more detailed explanation.

Figure S4.2: **Example of the subset matching methodology**  Both scenario’s (left and right) illustrate two predicted fusion genes. Both fusion genes have the same right location (red dashed line), located only in the yellow gene. Fusion #1 has two annotated genes on its left location: the green and the blue gene. In the right scenario, Fusion #2 is located in the blue and purple gene while in the left scenario it is only located within the blue gene. In the left scenario, the two fusion genes are considered identical because the left gene set of Fusion #2 (blue) is a subset of the left gene set of Fusion #1 (blue and green) and the right gene sets (yellow and yellow) too. In the right scenario, the left gene sets (purple, blue) and (green, blue) are no subsets of each other and the fusion genes are therefore considered to be distinct. The corresponding truth table of FuMa’s subset based matching strategy is given in Table S4.1

Figure S4.3: **Example of the overlap matching methodology**  Both scenario’s (left and right) illustrate two predicted fusion genes, Fusion #1 and Fusion #2. Both have the same right location (red dashed line through the yellow gene), located in one single gene annotation, the yellow gene. Fusion #1 has two annotated genes on its left location: the green and the blue gene. In the right scenario, Fusion #2 is located in the blue and purple gene while in the left scenario it is only located within the blue gene. In the left scenario, the two fusions are considered identical because the left gene set of Fusion #2 (blue) overlaps the left gene set of Fusion #1 (blue, green). Also in the right scenario, the left gene sets (purple, blue) and (green, blue) are overlapping and the fusion genes are therefore considered to be identical, but the set is reduced to (blue) since that’s the part that overlaps.
Subset-based matching

The subset matching approach, which is FuMA’s default, considers two fusion genes identical if one of the left gene sets is a subset of the other left gene set, and one of the right gene sets is a subset of the other right gene set. Additional constrains with respect to acceptor-donor gene order and breakpoint strands are dependent on the chosen parameters. When two fusion genes match, for both the left and the right gene set the intersect (subset) will be returned as the gene sets of the matched fusion gene. The subset methodology is illustrated in Figure S4.2 and the corresponding truth table is further outlined in Table S4.1.

Overlap-based matching

Overlap based matching considers two fusion genes identical if both the genes sets, the left and the right, have at least one overlapping gene in common with the other left and right gene set. We provide a more detailed description (Figure S4.3) and a corresponding truth table is given in Table S4.2. The overlap approach is less stringent than subset based matching and has a few noteworthy characteristics:

- **Long genes.** Long genes may span more other genes by chance. Therefore, two distant fusion genes that, by chance, also fall in the same long gene, may be matched only because they both overlap this same long gene. (See section Example 1: long genes)

- **Set shrinkage and expansion.** When two (input) fusion genes match, the matched fusion gene gets annotated genes from the gene sets of the two (input) fusion genes. For the overlap approach, two sets can be returned; the intersect (all genes that must be present in both fusion genes) or the union (all genes, that must be present in at least one of them). Using the union introduces a problem referred to as set expansion, which will result in an outcome that is dependent on the order of matching and on the iteration depth. This is very undesirable behaviour and therefore FuMa returns the intersect instead. But the intersect of two gene sets may result in a gene set smaller than the initial gene sets. We refer to this as set shrinkage. For example, if set (green, blue) is being matched with (blue, red), the set of overlapping genes will be (blue). This is different from the subset method, because there the smallest initial gene set is being returned, since that’s the set shared by both fusion genes. Therefore the gene sets in the subset method will never become smaller than the smallest input gene set, while for the overlap based method the matched subset is not...
Table S4.1: **Subset-based truth table**  Truth table of FuMa’s matching strategy using the examples from Figure S4.2. Depending on the genes spanning the breakpoints (first four columns), FuMa determines whether the fusion genes match (fifth column). The first four columns represent the gene sets (delimited with a comma) spanning the left and right locations. These gene names correspond to the colors used in Figure S4.2. The 5th column indicates whether FuMa considers the two fusions a match or not. The 6th and 7th columns represent the gene sets of the merged fusion gene as result of matching. The top example matches because (blue) is a subset of (blue, green). Although in the bottom example both fusion genes have their left location annotated within the blue gene, they are not considered a match because they are no subsets of each other; they are mutually exclusively annotated within the purple and green gene.

<table>
<thead>
<tr>
<th>Fusion #1</th>
<th>Fusion #2</th>
<th>Returning Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td>Right</td>
<td>Match</td>
</tr>
<tr>
<td>Blue</td>
<td>Yellow</td>
<td>Blue, Yellow</td>
</tr>
<tr>
<td>Blue, Yellow</td>
<td>Green</td>
<td>False</td>
</tr>
</tbody>
</table>

Table S4.2: **Overlap-based truth table**  Depending on the genes spanning the breakpoints (first four columns), FuMa determines whether a fusion genes matches (fifth column). The first four columns represent the gene sets (delimited with a comma) spanning the left and right locations. These gene names correspond to the colors used in Figure S4.3. The 5th column indicates whether FuMa considers the two fusions a match or not. The 6th and 7th columns represent the gene sets of the merged fusion gene as result of matching Fusion #1 and #2. The top examples matches because (blue) overlaps (blue, green). In contrast to the subset method, the bottom example does match because (blue, purple) and (blue, green) have blue in common.

<table>
<thead>
<tr>
<th>Fusion #1</th>
<th>Fusion #2</th>
<th>Returning Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td>Right</td>
<td>Match</td>
</tr>
<tr>
<td>Blue</td>
<td>Yellow</td>
<td>Blue, Yellow</td>
</tr>
<tr>
<td>Blue, Yellow</td>
<td>Green</td>
<td>False</td>
</tr>
</tbody>
</table>

necessarily equal to any set observed at the breakpoints. More details are given in section **Example 2: set expansion and shrinkage**

### 4.5.2 Exact gene set matching (EGM)

EGM consider fusion genes to be identical if their left and right gene sets are exactly identical. This is the most stringent matching scheme implemented in FuMa. EGM considers two gene sets identical if both the left and right gene sets contain exactly the same gene names as the other left and right gene sets.
Differences between matching types

The matching schemes have different noteworthy characteristics outlined in the following sections.

4.5.3 Example 1: long genes

<table>
<thead>
<tr>
<th>b1</th>
<th>b2</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ gene-A ]</td>
<td>[ gene-B ]</td>
</tr>
<tr>
<td>[---------- long gene ----------]</td>
<td></td>
</tr>
</tbody>
</table>

The example above illustrates two breakpoints \( b1 \) and \( b2 \). Assume they are both part of a fusion gene of which the other genomic locations are identical. Breakpoint \( b1 \) falls within \( \text{gene-A} \) and \( \text{long gene} \) and breakpoint \( b2 \) falls within \( \text{long gene} \) and \( \text{gene-B} \). When we match these breakpoints with the overlap approach, the breakpoints will be considered to be identical, since they have \( \text{long gene} \) in common. The longer \( \text{long gene} \) is, the more other genes it will span. Therefore, any fusion gene annotated within \( \text{long gene} \) will in the overlap based matching be considered a match with any other fusion gene annotated within \( \text{long gene} \), even if one breakpoint is overlapping \( \text{gene-A} \) and the other \( \text{gene-B} \). When subset matching is being used, the breakpoints in the example would not have been considered a match, since \( (\text{gene-A}, \text{long gene}) \) is not a subset of \( (\text{gene-B}, \text{long gene}) \). In the unit tests we have confirmed this behaviour and in the analysis Section 4.5.13, a long gene artefact was observed only using the overlap method.

Although the overlap based matching is more sensitive to long genes than subset and EGM based matching, each of these gene name based matching methods are sensitive to long genes because they may overlap more other genes. Therefore it is recommended to treat results containing large genes carefully.

4.5.4 Example 2: set expansion and shrinkage

When overlap based matching is used and considers two fusion genes a match, a consensus left- and right gene set is returned for the merged fusion gene. When the intersect is being returned, the merged fusion gene may be affected by shrinkage, while the union may be affected by set growth.
Set shrinkage

Set shrinkage occurs when the returning gene set is the intersect of the two sets and the input sets are no subsets of each other. Consider two example breakpoints that have the following gene sets:

\[
\begin{align*}
\text{Breakpoint1:} & \quad \text{GeneA, GeneB, GeneC} \\
\text{Breakpoint2:} & \quad \text{GeneB, GeneC, GeneD, GeneE}
\end{align*}
\]

The breakpoints are considered to be a match because GeneB and GeneC are found in both. The intersect of the gene sets of Breakpoint1 and Breakpoint2 is thus (GeneB, GeneC). Hence, genes GeneA, GeneD and GeneE are not part of the annotation of the merged fusion. When we continue matching with e.g. Breakpoint3, we see only one shared gene:

\[
\begin{align*}
\text{Breakpoint1,2*:} & \quad \text{GeneB, GeneC} \\
\text{Breakpoint3:} & \quad \text{GeneB, GeneD}
\end{align*}
\]

Both fusion genes have only GeneB in common, and the merged fusion gene will thus only contain GeneB. So GeneC is taken away from the merged fusion gene, although it was present in Breakpoint1 and Breakpoint2. GeneB is the only gene shared in all three breakpoints, although it may be important to know that GeneC was shared by the other two breakpoints. This information is lost because of the nature of the overlap matching approach in combination with returning the intersect. We refer to this as the set shrinkage issue. Returning the intersect is the implemented method for overlap based matching. When the subset approach was used instead, Breakpoint3 would not have been considered a match with merged breakpoint Breakpoint1,2*.

Set expansion

This section illustrates a methodology that is not implemented in FuMa.

When a merged fusion gene would contain the union of the gene sets, the problem referred to as set expansion could be encountered. This will introduce order dependent results and matching may become less stringent after each iteration. To illustrate the problem of set expansion, imagine the following breakpoints:
1. \( b_1 = (A, A') \)
2. \( b_2 = (A, A'') \)
3. \( b_3 = (A'', B) \)

Such situation would look similar to this:

\[
\begin{array}{ccc}
  b_1 & b_2 & b_3 \\
  \text{[---A'---]} & \text{[-----A-----]} & \text{[-----A''-----]} \\
  \text{[---B---]} & & \\
\end{array}
\]

We denote the following possible orders of matching:

1. \((b_1 & b_2) & b_3\)
2. \((b_1 & b_3) & b_2\)
3. \((b_2 & b_3) & b_1\)

When matching is applied in **order 1**, the following is observed:

1. Iteration 1:
   \(- (A, A') & (A, A'') \rightarrow (b_1 & b_2) = (A, A', A'')^*\)
   The gene sets match and the merged set contains 3 genes

2. Iteration 2:
   \(- (A, A', A'')^* & (A'', B) \rightarrow (b_1 & b_2 & b_3) = (A, A', A'', B)\)
   The gene sets match and the merged set contains all 4 genes

When matching is applied in **order 2**, the following is observed:

1. Iteration 1:
   \(- (A, A') & (A'', B) \rightarrow (b_1 & b_3) = \text{no match; } b_1 \text{ and } b_3 \text{ are not considered identical}\)
When matching is applied in order 3, the following is observed:

1. Iteration 1:

   \[- (A, A'') \land (A'', B) \rightarrow (b_2 \land b_3) = (A, A'', B)^* \]

   The gene sets match and the merged set contains 3 genes

2. Iteration 2:

   \[- (A, A''', B)^* \land (A, A') \rightarrow (b_1 \land b_2 \land b_3) = (A, A', A''', B) \]

   The gene sets match and the merged set contains all 4 genes

This shows that \(b_1\) and \(b_3\) are considered identical in order 1 and order 3, but not in order 2. It also shows that the gene sets have become larger than the initial gene sets. Before matching, all gene sets had a size of 2 genes, after the first iteration 3 genes and after the second iteration the size of the genes sets have become 4 genes. Therefore, the merged breakpoint can be matched with more other breakpoints than each of the input fusion genes individually, because it will match if a breakpoint is annotated upon any of these 4 genes. Hence, using the union as merged gene set is not convenient.

### Installation

#### 4.5.5 Debian, Ubuntu and derivatives

FuMa requires Python 2.7, depends on HTSeq and can be obtained via git. We recommend the following commands to install FuMa (on Ubuntu and Debian derivatives):
FusionMatcher

FusionMatcher

FusionMatcher
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sudo apt-get install build-essential python-dev git python-pip
sudo pip uninstall fuma

git clone https://github.com/yhoogstrate/fuma.git

cd fuma

python setup.py build
python setup.py test
sudo python setup.py install

fuma --version

4.5.6 Galaxy

Because usage of FuMa via the command line can be experienced as complicated, we also provide FuMa as Galaxy [195, 201, 03] tool. The toolshed repository in which FuMa is available is:

https://toolshed.g2.bx.psu.edu/view/yhoogstrate/fuma

To install FuMa via Galaxy, the user has to make sure to have the main tool shed (https://toolshed.g2.bx.psu.edu/) configured in galaxy’s tool_sheds_conf.xml. To install FuMa within galaxy, follow the procedure via the galaxy admin panel. FuMa in galaxy has been made publicly available at the following galaxy instance:

https://bioinf-galaxian.erasmusmc.nl/galaxy/

The data used in the analysis is available as shared data library at the following url:

https://bioinf-galaxian.erasmusmc.nl/galaxy/library/listfolders/F313c46a90355d6dd

4.5.7 R

For compatibility with the Chimera package, FuMa has been embedded in R. This allows an R user to use the Chimera data structures and tests overlap using FuMa. The R package is available under the name FuMaR and at the following URL:

https://github.com/yhoogstrate/FuMaR

The Chimera R package is a prerequisite to get FuMaR working:
The FuMaR package can be installed as follows:

git clone https://github.com/yhoogstrate/FuMaR.git FuMaR
R CMD INSTALL FuMaR

### 4.5.8 Usage

### 4.5.9 Command line

To run FuMa via the command line, each input dataset should be given as a separate file. The corresponding gene annotation has to be linked to each dataset and the file format has to be linked. This is a rather complex information structure and therefore, unfortunately, the command line arguments may be experienced as complicated. The command line usage of FuMa is:

```
usage: fuma [-h] [-V] [--formats] [-m {overlap,subset,egm}]
            [--strand-specific-matching] [--no-strand-specific-matching]
            [-a [ADD_GENE_ANNOTATION [ADD_GENE_ANNOTATION ...]]] -s ADD_SAMPLE
            [ADD_SAMPLE ...]
            [-l [LINK_SAMPLE_TO_ANNOTATION [LINK_SAMPLE_TO_ANNOTATION ...]]]
            [-f {summary,list,extensive}] [-g LONG_GENE_SIZE] [-o OUTPUT]
```

**optional arguments:**

- `-h`, `--help` show this help message and exit
- `-V`, `--version` show program’s version number and exit
- `--formats` show accepted dataset formats
- `-m {overlap,subset,egm}`, `--matching-method {overlap,subset,egm}`
  The used method to match two gene sets. Overlap matches when two gene set have one or more genes overlapping. Subset matches when one gene set is a subset of the other. EGM is exact gene matching; all genes in both sets need to be identical to match.

- `--strand-specific-matching`
  Consider fusion genes distinct when the breakpoints have different strands: (A<-,B<-) != (->A,B<-);
  default

- `--no-strand-specific-matching`
  Consider fusion genes identical when the breakpoints have different strands: (A<-,B<-) == (->A,B<-)
--acceptor-donor-order-specific-matching
Consider fusion genes distinct when the donor and acceptor sites are swapped: (A,B) != (B,A)
--no-acceptor-donor-order-specific-matching
Consider fusion genes identical when the donor and acceptor sites are swapped: (A,B) == (B,A); default
--verbose
increase output verbosity
-a [ADD_GENE_ANNOTATION [ADD_GENE_ANNOTATION ...]],
--add-gene-annotation [ADD_GENE_ANNOTATION[ADD_GENE_ANNOTATION ...]]
annotation_alias:filename * file in BED format
-s ADD_SAMPLE [ADD_SAMPLE ...], --add-sample ADD_SAMPLE [ADD_SAMPLE ...]
sample_alias:format:filename (available formats: fuma --formats)
-l [LINK_SAMPLE_TO_ANNOTATION [LINK_SAMPLE_TO_ANNOTATION ...]],
--link-sample-to-annotation [LINK_SAMPLE_TO_ANNOTATION [LINK_SAMPLE_TO_ANNOTATION ...]]
sample_alias:annotation_alias
-f {summary,list,extensive}, --format {summary,list,extensive}
Output-format
-g LONG_GENE_SIZE, --long-gene-size LONG_GENE_SIZE
Gene-name based matching is more sensitive to long genes. This is the gene size used to mark fusion genes spanning a 'long gene' as reported the output. Use 0 to disable this feature.
-o OUTPUT, --output OUTPUT
output filename; '-' for stdout

-a ADD_GENE_ANNOTATION
The first command line argument we describe is -a. Gene annotations can be provided as a tab-delimited file, with the first column containing the genes' chromosome, the second and the third column the (1-based) start and end position, and the fourth column the (unique) gene identifier or name, as shown in the example below:

crh1 100000000 120000000 GeneNameA
crh2 100000000 120000000 GeneNameB
crh21 100000000 120000000 GeneNameC
crh22 100000000 120000000 GeneNameD
crhX 140000000 160000000 GeneNameX
crhY 140000000 160000000 GeneNameY

This format is compatible with the BED format but requires that the 4th column is present and requires it to contain gene names. Additional columns are allowed, but are not taken into account. Do not provide BED files that describe one exon

[https://genome.ucsc.edu/FAQ/FAQformat.html#format1]
per line because this will exclude the introns, but provide BED files that describe one gene per line instead.

The reason it is not feasible to use BED files with one exon per line and merge these exons automatically into single gene entries: merging exons that belong to the same gene name into single gene entries comes with the assumption that there are no duplicates of a gene, which is not necessarily true. If FuMa would merge based on gene names, duplicates on the same chromosome (that span long distances) effectively create very long genes. If a user only wants to match in exon regions, you can use BED files with one exon per line. In that case is advised to provide non-unique gene names, like the following example:

```
chr1 100000000 100001000 GeneNameA
chr1 100002000 100003000 GeneNameA
chr1 100005000 100006000 GeneNameA
chr2 100000000 100100000 GeneNameB
chr2 100101000 100103000 GeneNameB
```

The gene annotation argument is provided as unique alias followed by the filename, separated with a colon:

```
-a "hg19:somefile.bed"
```

In this case the alias of the BED-file, hg19, will later be used to link it to datasets. In case the user wants to use multiple references, for example to match across different genome builds, multiple arguments can be provided delimited with white-spaces:

```
-a "hg18:somefile_hg18.bed" "hg19:somefile_hg19.bed"
```

-s ADD_SAMPLE

The -s argument can be used to provide a fusion gene detection experiment, which should have the following syntax:

```
sample_alias:format:filename
```

The sample_alias will be used for two things: (1) as alias (column header) in the final output and (2) to link the references to the samples. The format is the file format in which the fusion genes are described. The formats are described in more detail in Section 4.5.9. Some tools have multiple formats, often the interim results.
-l LINK_SAMPLE_TO_ANNOTATION

Each dataset must be annotated with only one gene annotation. This can be achieved using the following argument syntax:

\[ \text{sample\_alias:annotation\_alias} \]

When you have sample \( s \) and a reference named \( \text{ref} \), you can link \( s \) to \( \text{ref} \) as follows:

- l "s:ref"

In case you have two samples, one on hg18 and one on hg19, you can provide it as follows:

- l "defuse\_hg18:hg18" "chimerascan\_hg19:hg19"

-1 MATCHING\_METHOD

FuMa has the option to use three methods to match fusion genes; ‘overlap’, ‘subset’ and ‘egm’. The method can be selected with the -m or --matching-method argument as follows:

fuma -m egm [ ... ]

fuma --matching-method subset [ ... ]

-1 OUTPUT\_FORMAT

FuMa has the built-in option for several output formats. The default output format is ‘list’ which contains, per unique fusion gene, matched or not matched, for each matching tool, the genomic locations and identifier(s) or an empty column if a tool did not pick it up. There is an additional column to indicate whether one of the annotated genes are large. The following example shows three fusion genes; one detected by TopHat fusion, one by STAR and one by both. The corresponding output in ‘list’ format would look like:

<table>
<thead>
<tr>
<th>Left Genes</th>
<th>Right Genes</th>
<th>Involves large gene(s)</th>
<th>STAR</th>
<th>TopHat Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOO1</td>
<td>BAR1</td>
<td>FALSE</td>
<td>UID A=chr1:12-34</td>
<td></td>
</tr>
<tr>
<td>FOO2</td>
<td>BAR2</td>
<td>FALSE</td>
<td>TID A=chr4:66-77</td>
<td></td>
</tr>
<tr>
<td>DOX1</td>
<td>BOX5</td>
<td>FALSE</td>
<td>UID B=chr5:85-95</td>
<td>TID B=chr5:88-99</td>
</tr>
</tbody>
</table>
Tools may predict multiple fusion events within the same left- and right genes, which FuMa will consider as duplicates. In case a duplicate is observed, the output contains the identifiers of all duplicates into one cell delimited with a comma. This allows to trace duplicate entries back in the output. An example of a duplicate entry is given below:

<table>
<thead>
<tr>
<th>Left Genes</th>
<th>Right Genes</th>
<th>Involves large gene(s)</th>
<th>FusionMap</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOO1</td>
<td>BAR1</td>
<td>FALSE</td>
<td>UID_A=chr1:12-34,UID_B=chr1:12-34</td>
</tr>
</tbody>
</table>

When a genomic location is annotated with multiple genes, the genes are delimited with a colon in one cell. An example of a genomic location that spans genes FOO1 and FOO2 is given below:

<table>
<thead>
<tr>
<th>Left Genes</th>
<th>Right Genes</th>
<th>Involves large gene(s)</th>
<th>FusionMap</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOO1:FOO2</td>
<td>BAR1</td>
<td>FALSE</td>
<td>UID_A=chr1:12-34</td>
</tr>
</tbody>
</table>

The FuMa package contains an additional tool fuma-list-to-boolean-list to replace cells to TRUE or FALSE depending on whether a match was found or not.

The output format ‘extensive’ is file format similar to the format Complete Genomics provides and that only contains the matched fusion genes. This format is in particular useful if the output of a run needs to be the input for another run.

The output format ‘summary’ is a set of tables that contain the numbers of detected matches per combination of datasets, useful for creating Venn diagrams.

-g LONG_GENE_SIZE

Because gene name based matching may be affected by large genes spanning fusion genes by chance, the output of type ‘list’ has a column indicating whether any of the genes the fusion genes annotated upon the breakpoint are large. Whether a gene is large is defined as having a genomic size larger than the -g parameter. When this value is set to 0, genes will not be marked as long gene.

--strand-specific-matching and --no-strand-specific-matching

FuMa has the built-in option to match fusion genes by taking the strands of the breakpoints into account. In the following example fusion genes #1 and #2 with
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exactly the same breakpoints are shown, but the strands of the second breakpoints
are in the opposite direction:

#1:

\begin{align*}
  \text{b1 (+) } & \rightarrow & \text{<- (-) b2} \\
  \text{[ --- Gene A ---]} & & \text{[ --- Gene B ---]}
\end{align*}

#2:

\begin{align*}
  \text{b1 (+) } & \rightarrow & \text{b2 (+) } \rightarrow \\
  \text{[ --- Gene A ---]} & & \text{[ --- Gene B ---]}
\end{align*}

To let FuMa consider them as distinct fusion genes because of the different strands, the
user should enable strand specific matching using the \texttt{--strand-specific-matching}
argument as indicated below:

\begin{verbatim}
fuma \\
--strand-specific-matching \\
-a "hg19:genes_hg19.bed" \\
-s "chimerascan:chimerascan:FOO_chimerascan/chimeras.bedpe" \\
   "defuse:defuse:FOO_defuse/results.tsv" \\
-l "chimerascan:hg19" \\
   "defuse:hg19" \\
-f "list" \\
-o "chimerascan_defuse_overlap.txt"
\end{verbatim}

By default, this option is enabled. If the user wants to disable this feature, the
\texttt{--strand-specific-matching} argument has to be provided.

**Acceptor/donor (a)specific matching**

For most file formats, the order in which the acceptor and donor gene are denoted
should correspond to the order in which they appear in the transcript. This information
may be crucial to explain the function and biological role of a fusion gene. For
example, \textit{TMPRSS2-ERG}, a fusion gene found in about 50\% of all screened prostate
cancers, uses regulatory elements from the androgen driven gene \textit{TMPRSS2}, fused to
gene ERG that has an oncogenic role in human prostate cancer \[202\]. These principles would not apply if the order the transcript would be vice versa. To account for this, FuMa has the built-in option to separate fusion genes based on the order of the denotation of the acceptor and donor. In the following example fusion genes #1 and #2 are shown with a different order of donor and acceptor gene:

#1:

```
break1 ---------> break2
|               |
[ --- Gene A --- ] [ --- Gene B --- ]
```

#2:

```
break1 ---------> break2
|               |
[ --- Gene B --- ] [ --- Gene A --- ]
```

To let FuMa consider them as distinct fusion genes because of the different order of the donor and acceptor gene, the user should enable acceptor donor specific matching by including the `-acceptor-donor-order-specific-matching` argument:

```
fuma
   --acceptor-donor-order-specific-matching
   -a "hg19:genes_hg19.bed"
   -s "chimerascan:chimerascan:FOO_chimerascan/chimeras.bedpe"
       "defuse:defuse:FOO_defuse/results.tsv"
   -l "chimerascan:hg19"
       "defuse:hg19"
   -f "list"
   -o "chimerascan_defuse_overlap.txt"
```

By default this option is disabled. Some file formats (in particular interim output files and discordant reads) do not take this information into account and for these file formats this functionality is disabled.
Input formats

FuMa supports the following file formats as input:

<table>
<thead>
<tr>
<th>Tools</th>
<th>File</th>
<th>Argument at command line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chimera</td>
<td>prettyPrint() output</td>
<td>chimera</td>
</tr>
<tr>
<td>ChimeraScan</td>
<td>chimeras.bedpe</td>
<td>chimeraSCAN</td>
</tr>
<tr>
<td>Complete Genomics</td>
<td>highConfidenceJu*.tsv</td>
<td>complete-genomics</td>
</tr>
<tr>
<td>Complete Genomics</td>
<td>allJunctionsBeta*.tsv</td>
<td>complete-genomics</td>
</tr>
<tr>
<td>DeFuse</td>
<td>results.txt</td>
<td>defuse</td>
</tr>
<tr>
<td>DeFuse</td>
<td>results.classify.txt</td>
<td>defuse</td>
</tr>
<tr>
<td>DeFuse</td>
<td>results.filtered.txt</td>
<td>defuse</td>
</tr>
<tr>
<td>Fusion Catcher</td>
<td>final-list_cand*.txt</td>
<td>fusion-catcher_final</td>
</tr>
<tr>
<td>FusionMap</td>
<td></td>
<td>fusionmap</td>
</tr>
<tr>
<td>Trinity + GMAP</td>
<td></td>
<td>trinity-gmap</td>
</tr>
<tr>
<td>OncoFuse</td>
<td></td>
<td>oncofuse</td>
</tr>
<tr>
<td>RNA STAR</td>
<td>Chimeric.out.junction</td>
<td>rna-star_chimeric</td>
</tr>
<tr>
<td>STAR Fusion</td>
<td>_candidates.final</td>
<td>star-fusion_final</td>
</tr>
<tr>
<td>TopHat Fusion pre</td>
<td>fusions.out</td>
<td>tophat-fusion_pre</td>
</tr>
<tr>
<td>TopHat Fusion post</td>
<td>potential_fusion.txt</td>
<td>tophat-fusion_post_potential_fusion</td>
</tr>
<tr>
<td>TopHat Fusion post</td>
<td>result.txt</td>
<td>tophat-fusion_post_result</td>
</tr>
</tbody>
</table>

To get an overview of the formats available in the installed instance the user can run the following command:

```
fuma --formats
```

### 4.5.10 Galaxy

In Galaxy, after having FuMa installed via the toolshed, it can be opened by typing ‘fuma’ in the ‘search tools’ field on the left panel. When it has opened, the interface should be similar to Figure [S4.4](#). The main input of the Galaxy wrapper is a set of datasets. The user can as add many datasets as the server can handle in terms of resources. For each dataset the user needs to specify (1) the history item in galaxy that contains the output file of the fusion gene detection experiment, (2) the corresponding file format of the history item and (3) a corresponding gene annotation file (in BED format). Last, the user can select the following advanced settings:

- The desired output format.
• For the ‘list’-output, replace the columns to TRUE or FALSE depending on whether a match was found or not.

• Strand specific matching.

• Acceptor and donor order specific matching.

### 4.5.11 R

The R wrapper of FuMa, called FuMaR, depends on BioConductor package Chimera [48]. To run FuMa in R, the packages FuMaR and chimera should be loaded. To run FuMa, a FuMa object that contains the settings and allows to control FuMa as background process, should be created. Datasets have to be provided to the object as lists of fSet objects, the default data type of data importers in Chimera. These datasets can be added to the FuMa object using the add_data(dataset, name) function, which requires the data object and a unique name. When the data has been added, the fuma(FuMa_object, BED_file) command will export the datasets with Chimera’s prettyPrint() to disk and FuMa will be executed in the background. An example with three datasets (DeFuse, ChimeraScan and FusionMap) using Chimera
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is given below:

```r
> library(FuMaR)
> library(chimera)
> df.e <- importFusionData("defuse",paste(find.package(package="chimera"), 
"/examples/Edgren_df.tsv",sep=""))
> cs.e <- importFusionData("chimerascan",paste(find.package(package="chimera"), 
"/examples/Edgren_cs.txt",sep=""),org="hs")
> fm.e <- importFusionData("fusionmap",paste(find.package(package="chimera"), 
"/examples/Edgreen_fm.txt",sep=""),org="hs")
> f1 <- FuMa(matching="subset")
> f2 <- add_dataset(f1,df.e,"defuse")
> f3 <- add_dataset(f2,cs.e,"chimerascan")
> f4 <- add_dataset(f3,fm.e,"fusionmap")
> f <- fuma(f4,"refseq_genes.bed")
```

4.5.12 Examples

Example 01: one sample, two tools

Imagine sample FOO was analysed with Defuse and ChimeraScan on the same reference genome (hg19). The corresponding gene annotation is `genes_hg19.bed` and the output should be stored in `chimerascan_defuse_overlap.txt`. The command line argument to run this analysis would be:

```bash
fuma \
  -a "hg19:genes_hg19.bed" \ 
  -s "chimerascan:chimerascan:FOO_chimerascan/chimeras.bedpe" \ 
      "defuse:defuse:FOO_defuse/results.tsv" \ 
  -l "chimerascan:hg19" \ 
      "defuse:hg19" \ 
  -f "list" \ 
  -o "chimerascan_defuse_overlap.txt"
```

Example 02: one sample, one tool, different reference genomes

When it is desired to compare the differences between runs on different genome builds, the user can add each run and define a different gene annotation for each run. Imagine a sample with TopHat-Fusion on reference genomes hg18 and hg19, it can be analysed with FuMa as follows:
fuma \
   -a "hg18:genes_hg18.bed" \
   "hg19:genes_hg19.bed" \
   -s "thf_hg18:tophat-fusion_post_result:thf_hg18/result.txt" \
   "thf_hg19:tophat-fusion_post_result:thf_hg19/result.txt" \
   -l "thf_hg18:hg18" \
   "thf_hg19:hg19" \
   -f "list" \
   -o "thf_hg18_hg19_overlap.txt"

It is important that the gene annotations genes_hg18.bed and genes_hg19.bed contain similar gene names, since matching is based on these names. Therefore, it is recommended to remove gene names that are specific per annotation; the latest genes only available in hg19 shall not match with hg18 simply because they do not exist in hg18.

Example 03: Edgren dataset

The publicly available data from the Edgren dataset analysed by FusionMap, ChimeraScan and DeFuse was used in the manual of the Chimera package [194][48]. To obtain these results the user should run the following command:

$ wget http://www.bioconductor.org/packages/release/bioc/src/contrib/
   chimera_1.10.0.tar.gz
$ tar -xzf chimera_1.10.0.tar.gz
$ find . -type f | grep -i -E "Edgr[e]{1,2}n"

Please check whether the output is similar to:

./chimera/inst/examples/Edgreen_fm.txt
./chimera/inst/examples/edgren.stat.detection.txt
./chimera/inst/examples/Edgren_df.tsv
./chimera/inst/examples/Edgren_cs.txt
./chimera/inst/examples/Edgren_true.positives.txt
To get a gene reference and the true positives with genomic coordinates, run at the command line:

```bash
$ wget https://toolshed.g2.bx.psu.edu/repos/yhoogstrate/fuma/raw-file/tip/test-data/refseq_genes_hg19.bed
$ wget https://toolshed.g2.bx.psu.edu/repos/yhoogstrate/fuma/raw-file/tip/test-data/edgren_true_positives.txt
```

To proceed with the FuMa analysis, run:

```bash
edir=./chimera/inst/examples/
fuma
   --strand-specific-matching \
   --acceptor-donor-order-specific-matching \
   -m "subset" \
   -a "hg19:refseq_genes_hg19.bed" \
   -s "chimerascan:chimerascan:\"$edir\"Edgren_cs.txt" \
     "defuse:defuse:\"$edir\"Edgren_df.tsv" \
     "fusionmap:fusionmap:\"$edir\"Edgren_fm.txt" \
     "edgren_TP:fusionmap:edgren_tp.txt"
   -l "fusionmap:hg19"
     "defuse:hg19"
     "chimerascan:hg19"
     "edgren_TP:hg19"
   -f "list"
   -o "edgren_fuma_list_specific.txt"
```

To convert the columns to boolean values, proceed with:

```bash
fuma-list-to-boolean-list \n-0 "edgren_fuma_booleanlist_specific.txt" \n   "edgren_fuma_list_specific.txt"
```

To find all fusion genes that did match, thus present in 2 or more datasets, proceed with the command:

```bash
grep -E "TRUE.*?TRUE" edgren_fuma_booleanlist_specific.txt
```

The output will be a list of 26 fusion genes (Table S4.3).
Table S4.3: FuMa subset-based matching results on the Edgren dataset

The results of matching the Edgren dataset using a RefSeq gene annotation with strand specific and donor acceptor order specific matching. The first two columns represent the genes spanning the breakpoints followed by a column indicating whether any of these genes is large (>200,000 bp). The following columns represent the datasets of which Edgren TP contains the wet-lab validated fusion genes of the Edgren dataset. Afterwards, the columns have been replaced with TRUE or FALSE using fuma-list-to-boolean-list. The table only contains the fusion genes that did match (Figure S4.5, left). For gene sets that were too large, the list was truncated and indicated with an asterisk.

<table>
<thead>
<tr>
<th>Left-genes</th>
<th>Right-genes</th>
<th>Large genes</th>
<th>Chimerascan</th>
<th>Defuse</th>
<th>FusionMap</th>
<th>Edgren TP</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOS1AP</td>
<td>C1orf226</td>
<td>TRUE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>INIP</td>
<td>C5</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>FAM208B</td>
<td>FAM208B</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>MED1</td>
<td>ACSF2:NM_001288968*</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>PPP3R1</td>
<td>VPS35</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>PPP1R12A</td>
<td>SEPT10</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>*NM_001281784:ZMYND8</td>
<td>CEP250</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>ARFGEF2</td>
<td>SULF2</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>DIDO1</td>
<td>NOS1AP</td>
<td>FALSE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>TRUE</td>
</tr>
<tr>
<td>ACACA</td>
<td>STAC2</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>TRUE</td>
<td>TRUE</td>
</tr>
<tr>
<td>NOTCH1</td>
<td>NUP214</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>TRUE</td>
<td>TRUE</td>
</tr>
<tr>
<td>BSG</td>
<td>ZNF704</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>TRUE</td>
</tr>
<tr>
<td>NFX1</td>
<td>VPS35</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>RAB22A</td>
<td>MYO9A</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>NM_001272060:RPS6EB1</td>
<td>NZ772973:NM-001284514*</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>NM_001303457:TTI1</td>
<td>NM_001281784:ZMYND8</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>DHX33</td>
<td>DIO1</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>NR_036633:VAPB</td>
<td>NMR_01198683:NMR_037188</td>
<td>TRUE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>NR_000110447:ITL1</td>
<td>NMR_036633:VAPB</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>DIP226</td>
<td>CMTM7</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>ETC1</td>
<td>EIF3H</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>RARA</td>
<td>PKIA</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>BCAS4</td>
<td>RARH</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>ECH3</td>
<td>PORE1</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>CDC24C</td>
<td>SEDEB</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>NR_036633:VAPB</td>
<td>NMR_01198683:NMR_037188</td>
<td>TRUE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>NR_036633:VAPB</td>
<td>NMR_01198683:NMR_037188</td>
<td>TRUE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
</tbody>
</table>

The results of matching the Edgren dataset using a RefSeq gene annotation with strand specific and donor acceptor order specific matching. The first two columns represent the genes spanning the breakpoints followed by a column indicating whether any of these genes is large (>200,000 bp). The following columns represent the datasets of which Edgren TP contains the wet-lab validated fusion genes of the Edgren dataset. Afterwards, the columns have been replaced with TRUE or FALSE using fuma-list-to-boolean-list. The table only contains the fusion genes that did match (Figure S4.5, left). For gene sets that were too large, the list was truncated and indicated with an asterisk.
4.5.13 Analysis

To highlight differences between subset and overlap based matching compared to EGM and EPM, we ran FuMa on the Edgren and Berger datasets [194, 193].

The Edgren dataset has 27 validated fusion genes fusion genes and the Berger dataset contains 25 validated fusion genes, with genomic locations reported over several papers [73, 203]. In a previous study, the Edgren dataset was analysed with ChimeraScan, DeFuse and FusionMap and the results have been made publicly available [48]. Together with a list of corresponding validated fusion genes, these data were analysed with FuMa using a RefSeq gene annotation (Table S4.3). This was repeated with gene annotations from UCSC and Ensembl to indicate potential differences due to different gene annotations. For this analysis, FuMa was set with --strand-specific-matching and --acceptor-donor-order-specific-matching.

The Berger dataset was analysed with several tools (ChimeraScan v0.4.5, DeFuse 0.6.2, Fusioncatcher v0.99.3e, STAR-2.4.0g1 followed by STAR-Fusion and Tophat-Fusion v2.0.9). For the majority of the validated fusion genes, the corresponding strands were not reported. Therefore, the analysis on this dataset could not be done in strand-specific mode.

For both datasets, only a limited number of predicted fusion genes have been wet-lab validated. Hence, any other predicted fusion gene can be a true or false positive, which makes it difficult to estimate sensitivity and specificity [76]. To estimate potential false positives, additional sample SRR064437 from the Edgren dataset was
analysed. This is a sample from healthy breast tissue, that should not contain any fusion gene. Therefore, it should also not match fusion genes in the subsequent results of the prediction tools. The results of the FuMa analyses were summarized (Tables S4.4 and S4.5) and compared with each other to indicate which matched fusions were missed by EGM (Table S4.7), indicating that:

- In the Edgren dataset, 26 fusion genes were considered identical in 2 or more datasets using a RefSeq gene annotation and the overlap approach (Figure S4.5), including 21 of 25 true positives with annotated genes (of which CSE1L-ENSG00000236127 and SUMF1-LRRFIP2 did not have annotated genes on both breakpoints). Of the 26 fusion genes matched in 2 or more datasets, EGM missed 4 (Table S4.7), indicating that 15.3% of the fusion genes in this dataset were not matched by EGM due to overlapping genes. Each of these 4 fusion genes were also matched by the subset method but more importantly each of them, CPNE1-PI3, VAPB-IKZF3, SKA2-MYO19 and ANKHD1-PCDH1, are validated fusion genes.

  - When an Ensembl gene annotation was used, only the overlap method matches an additional true positive: BCAS4-BCAS3. This fusion gene was annotated as BCAS4-BCAS3:RP11-264B14.1 and the ChimeraScan prediction was annotated as BCAS4-BCAS3:RP11-332H18.5.

  - Exact position based matching revealed only 6 matches: SULF2-ARFGEF2, ANKHD1-PCDH1, GSDMB-TATDN1, RARA-PKIA, ACACA-STAC2, MYO19-SKA2. These matches were only between DeFuse and FusionMap with strand and

<table>
<thead>
<tr>
<th>dataset</th>
<th>geneset</th>
<th>samples</th>
<th>unique fusion genes</th>
<th>matches</th>
<th>Difference in matches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edgren</td>
<td>reseq</td>
<td>4</td>
<td>11436 11393 11374</td>
<td>22 26 26</td>
<td>4 0</td>
</tr>
<tr>
<td>Edgren</td>
<td>uesc</td>
<td>4</td>
<td>13549 13508 13421</td>
<td>25 28 28</td>
<td>3 0</td>
</tr>
<tr>
<td>Edgren</td>
<td>ensembl</td>
<td>4</td>
<td>11919 11897 11844</td>
<td>20 24 25</td>
<td>5 1</td>
</tr>
<tr>
<td>SRR064437 refseq</td>
<td>4</td>
<td>43 41 41</td>
<td>0 0 0</td>
<td>0 0</td>
<td></td>
</tr>
<tr>
<td>(control)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table S4.4: Summary of the results using strand specific and donor acceptor specific matching mode. Abbreviations: E=egm, S=subset and O=overlap. The first column contains the names of the datasets, followed by the gene annotation in the 2nd column. Column 3 contains the number of samples. For Edgren these are ChimeraScan, Defuse, FusionMap and the true positives from the chimera package and for the control sample these are results from Chimerascan, DeFuse, FusionCatcher and TopHat Fusion. Columns 4, 5 and 6 contain the unique fusion genes with annotated genes, and columns 7, 8 and 9 the number of fusion genes found in 2 or more datasets. The 10th column contains the number of fusion genes matched with the overlap method, but missed by EGM. The 10th column contains the matches found by the overlap method, but missed by the subset method. These results are visualised in Figure S4.5 (left).
Table S4.5: **Summary of the results using no additional constraints**  The first column contains the names of the datasets, the second the used gene annotation and the third column the number of samples. Column 4, 5 and 6 contain the unique fusion genes and 7, 8 and 9 the number of fusion genes found in 2 or more datasets. The 10th column contains the number of fusion genes matched with the overlap method, but missed by EGM. The 10th column contains the matches found by the overlap method, but missed by the subset method. The reason why 501-MEL has an identical number of matches (7) in each matching scheme whilst it contains differences between EGM and overlap, is because **SHANK2-GNA12** was found in more than 2 datasets. This analysis is visualised in Figure [S4.5](right).
acceptor donor specific mode disabled, and 0 matches with these settings enabled.

- In the Berger dataset, EGM misses 4 fusion genes compared with the overlap based method: GNG5-CTBS, SHANK-GNA12, KANSL1-ARL17A and intergenic fusion LOC100288142-LOC100288142 of which the latter was not matched by subset based matching. Of these fusion genes only SHANK2-GNA12 was reported to be a true positive. The three non validated fusion genes, all predicted by two tools, were investigated for being artefacts of large gene annotations.

  - GNG5-CTBS was not considered a match by EGM because the prediction by ChimeraScan has the left breakpoint within GNG5 as well as RPF1. In the used RefSeq annotation RPF1 is a 19.114bp long gene, larger than GNG4 with 8.257bp. Because GNG4, the shortest gene, is the gene shared by the two predictions, and because both genes are not large, this fusion is not likely to be matched because they share a large gene.

  - KANSL1-ARL17A was not considered a match by EGM because the prediction because ChimeraScan’s predicted breakpoint is within the genes ARLA17A, NM_001103154 and LRRC37A whereas DeFuse’s breakpoint is only within ARLA17A and NM_001103154. NM_001103154 (62.222bp) is an alias for both ARL17B and ARL17A and is entirely embedded in ARL17A. Similarly, the 42.664bp long gene LRRC37A that prevents EGM from matching, is entirely embedded in ARL17A. These three genes are overlapping for the majority of their length (Figure S4.6) and therefore the match is most likely due to overlapping gene annotations rather than because ARL17A is exceptionally long and overlaps these genes by chance. Off note, the overlap approach marked another ChimeraScan prediction as a duplicate: KANSL1-ARL17A, LRRC37A4P, NM_001288811, NM_001288812 & NM_001288813 and this ARLA17A is a paralog of the ARLA17A used above. Therefore, the multiple genomic copies of ARLA17A allow the overlap method to consider these events as duplicates, which is not the case for the subset method. Because paralogues behave like long genes in the sense that they may be present at genomic distant locations, we consider this duplicate as a large gene type artefact.

  - LOC100288142-LOC100288142 is an intergenic fusion, not matched by EGM and neither by the subset approach, but being matched in ChimeraScan and Tophat Fusion by the overlap approach. The 2.320.934bp long gene is relatively large, lays within a gene rich region and spans several genes. Because of the large size and the number of genes it overlaps, this match
seems to be caused because LOC100288142 is spanning multiple predicted fusion genes. The more conservative subset matching did not match these fusion genes.

- Using exact position matching in the non specific matching mode, we find:
  - 0 matches in SRR018259 _M0000216
  - 2 matches in SRR018260 _M990802
  - 1 match in SRR018261_M980409
  - 0 matches in SRR018265 _M010403
  - 5 matches in SRR018266 _501-MEL
  - 1 match for SRR018267 _M000921
  - 3 matches for SRR018269_K-562-3-CML

With a total of 12 of the 27 found by the overlap method, this misses more than half of the fusion genes.

- For the Edgren dataset, which was analysed with and without strand specific mode, the number of total matches reduced to almost 50% by using strand specific mode, while the true positives missed by the EGM approach were preserved.

- The dataset that should not contain any fusion gene, did not contain any matches in any of the methods (overlap, subset nor EGM). This does not allow to estimate specificity.

The results indicate that using a RefSeq gene annotation, EGM matches a considerable lower proportion \((4/26 = 15.4\%\) for the Edgren dataset and \(4/27 = 14.8\%\) (overlap) and \(3/27 = 11.1\%\) (subset) for the Berger dataset) of the fusion genes than the overlap and subset method, only because overlapping genes are not taken

Figure S4.6: Genomic locations of overlapping genes ARLA17A, LRRC37A and NM_001103154 (ARLA17B) on hg19
<table>
<thead>
<tr>
<th>method</th>
<th>Missed</th>
<th>Matched fusion genes</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGM</td>
<td>7</td>
<td>45</td>
<td>52</td>
</tr>
<tr>
<td>FuMa-s</td>
<td>0</td>
<td>52</td>
<td>52</td>
</tr>
<tr>
<td>total</td>
<td>7</td>
<td>92</td>
<td>104</td>
</tr>
</tbody>
</table>

Table S4.6: **Contingency table that belongs to the Fisher’s exact test.** To find to what extent EGM matches fewer fusion genes than the subset method (FuMa-s), we have used this contingency table for a Fisher’s exact test. The total number of matched fusion genes missed by EGM in both datasets is 7 from a total of 52 matched by FuMa.

into account. Using Fisher’s exact test on contingency Table S4.6, we find that EGM matches significantly less fusion genes than the subset method, with a P-value that equals 0.0126. Given increasingly more genes are discovered with RNA-seq, this problem will most likely increase over time.

The results do not clarify whether the overlap or subset matching method is superior. This is partially because the results are rather similar and partially because the number of available validated fusion genes is limited. On the one hand, in the Edgren dataset when an Ensembl gene annotation was used, the overlap method matches one more true positive, BCAS4-BCAS3, while on the other hand it matches LOC100288142-LOC100288142 in the Berger dataset, likely to be a large gene artefact. The overlap method is more sensitive, because two sets that are subsets of each other are by definition overlapping, but not vice versa. This implies that any match by the subset method must be match in the overlap method, and thus not vice versa. As result, the overlap based method is more sensitive to large genes, as explained in Section 4.5.3.

The Edgren dataset was analysed with and without strand and donor-acceptor specific matching. This showed that although the number of matched true positives did not decrease, the number of total matches was reduced with ∼50% with specific matching enabled. Therefore, when data is stranded, strand-specific matching is recommended.
<table>
<thead>
<tr>
<th>method</th>
<th>left-genes</th>
<th>right-genes</th>
<th>chimerascan</th>
<th>defuse</th>
<th>fusionmap</th>
<th>true positives</th>
</tr>
</thead>
<tbody>
<tr>
<td>overlap</td>
<td>CPNEL1:NM_001198863</td>
<td>PI3</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>egm</td>
<td>CPNEL1:NM_001198863</td>
<td>PI3</td>
<td>FALSE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>FALSE</td>
</tr>
<tr>
<td>overlap</td>
<td>NR_006633-VAPB</td>
<td>IGHV3-2:NM_001284510</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>egm</td>
<td>NR_006633-VAPB</td>
<td>IGHV3-2:NM_001284510</td>
<td>FALSE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>overlap</td>
<td>SKA2</td>
<td>MYO19</td>
<td>TRUE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>egm</td>
<td>SKA2</td>
<td>MYO19</td>
<td>FALSE</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td>overlap</td>
<td>ANKHD1:ANKHD1-EIF4EBP3</td>
<td>PCDH1</td>
<td>FALSE</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>egm</td>
<td>ANKHD1:ANKHD1-EIF4EBP3</td>
<td>PCDH1</td>
<td>FALSE</td>
<td>TRUE</td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
</tbody>
</table>

Table S4.7: Differences in fusion genes found in 2 or more datasets between overlap and subset based matching and EGM. The listed datasets were analysed using a RefSeq gene annotation using subset, overlap and EGM based matching. The top table contains the differences in the Edgren dataset, which was analysed with strand and acceptor donor specific matching. The bottom table contains the Berger dataset, analysed without these additional constraints. The individual datasets of the Berger dataset are separated. Within each dataset the different fusion genes are separated with a solid line and the results of per matching approach separated with a dashed line. In all cases the subset results are identical to the overlap results and are therefore not shown, except for KANSL1-ARL17A and integenic fusion LOC100288143. The output was truncated because of the larger gene sets. The substitutions are listed below:

s^1 NM_001198863:NR_037188
s^2 NM_001284514:NM_001284515
s^3 NM_001281432:NR_037188:NM_001281433:NM_001281434:NR_104009:NR_104010:NR_104011
s^4 NM_001282441:NM_001282442
s^5 NM_001103154
s^6 LRRC37A:NM_001103154
s^7 LRRC37A:PDE4DIP:NM_001288811:NM_001288812:NM_001288813
s^8 NBPF9
s^9 NBPF9:PDE4DIP
s^10 NBPF10:NM_001302371:PIAS3
s^11 NBPF10:NM_001302371:NUDT17
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Supplementary material: Section 5.6
Abstract

Fusion genes are often driver mutations in different types of cancer. They can be detected with DNA-sequencing (DNA-seq) and, as fusion-transcript, with RNA-sequencing (RNA-seq). In RNA-seq experiments, typically mRNA is extracted by targeting poly-A tails, or reverse transcribed using oligo-dT primers. The location of the majority of the DNA breaks cannot be detected because they are rarely located in exons, while RNA-seq data typically, in majority, consists of exon derived sequences. By reverse transcribing ribo-depleted total RNA using random hexamer primers, the RNA library will also include pre-mRNA, containing sequences derived from introns. Here, we introduce a computational method for detecting inferred DNA breaks of fusion genes, on top of exon-to-exon fusion splice junctions, using RNA-seq data only. To detect genomic breakpoints, intronic and exonic data are kept separated in a graph data structure. The graph analysis works with paired-end sequencing data and is capable of determining multiple exon-to-exon boundaries per fusion. Unlike most RNA-seq fusion gene detection software, there is no restriction to gene or exon annotations, allowing detection of novel splice junctions, fusions to non-gene regions and fusions of non-polyadenylated transcripts. The software makes use of community standard file formats to allow integration with workflow management systems, and for compatibility with genome browsers. In this study its relevance is demonstrated by generating an overview of TMPRSS2-ERG breakpoints in a cohort of 51 prostate cancer samples. The results confirm similar hotspot regions detected in independent DNA-seq analysis of different patients. We also reveal novel exons involved in the fusion. Beyond the TMPRSS2-ERG DNA breakpoints, additional deletions in TMPRSS2 were found in fusion positive samples. Thus, by analysing the entire genome for fusions using random primed ribo-depleted total RNA-seq data, the vastly increased search space allows detection of novel, cancer-specific, RNA molecules.

Availability and Implementation: The source code is available at: https://github.com/yhoogstrate/dr-disco
5.1 Introduction

Fusion genes are often driver mutations in cancer and have a great potential to function as biomarker for diagnosis and therapy selection [204, 205]. For example, fusion genes of the ETS gene family are detected in about 50-70% of the prostate cancer (PCa) patients [206, 207], including TMPRSS2-ERG with an estimated incidence of ~50%. COSMIC is a curated database that gathers information on cancer-related fusions and contains almost 300 annotated fusion genes, linked to almost 10,000 samples [105]. Similarly, the TCGA Fusion Gene Data Portal is a database containing more than 10,000 fusion transcripts [208].

Fusion genes detected on DNA level can be further interrogated in a corresponding browser [209], for example to predict possible fusion proteins. Detecting fusion genes in RNA-seq compared with DNA-seq has several advantages such as determination of altered expression levels, revealing the fusion genes’ splice variants [70] and it can more easily be used to predict possible chimeric proteins. In addition, stranding, splice junctions and gene structure may indicate which gene acts as donor and acceptor and may explain whether it functions as oncogene or tumor suppressor. A disadvantage of using RNA-seq is that not or lowly expressed rearrangements will not be detected.

Detecting fusion genes in DNA as well as RNA sequencing is challenging for a variety of reasons. During alignment to a reference genome there is a realistic chance on reads mapping to multiple (homologous) locations, since relatively small fragments are being sequenced rather than entire chromosomes or transcripts. In RNA-seq, the sequencing depth needed to determine a breakpoint with high confidence is higher compared with the sequencing depth needed for expression analysis. The approximate location of a fusion is typically revealed using spanning reads; paired-end reads that have both their mates aligned into different fusion partners [71]. The precise location of a fusion is then determined with split reads, reads that are split exactly over the junction.

Due to the imperfect and stochastic nature of size selection, the distance between mapped paired-end reads is variable. Terms that are related to the distance between paired-end reads are described in Figure 5.1. The variability in insert size complicates determining whether reads originate from wild-type sequences or rearrangements. RNA-seq data has the additional complexity of RNA processing leading to non-continuous alignments due to for instance splicing, read-throughs and circRNAs. As a result, RNA-seq aligners suffer from longer processing times or higher hardware requirements than for DNA-seq. RNA specific aligners typically align spliced reads by

1. https://cancer.sanger.ac.uk/cosmic/fusion
2. http://54.84.12.177/PanCanFusV2/
preferring gapped alignment in close proximity over long distances, while for fusion gene detection it is equally important to look elsewhere in the genome for fusion partners. This requires aligners to use different settings for fusion gene analysis, which increases the search space and the number of optima, resulting in a higher number of multi-mapping reads and alignment artefacts.

During co-transcriptional splicing, pre-mRNA is first capped and introns are spliced out immediately when the splice donor and acceptor sequences are transcribed. As a last step, when the poly-A signal is recognised, the transcript will be poly-adenylated and the mature mRNA is released. RNA-seq libraries are typically prepared by targetting the poly-A tails (poly-A+ RNA-seq). Because splicing takes place mostly before poly-adenylation, corresponding sequencing typically consist of exon-derived sequences, while sequences that originate from introns are rare. Although rare, intron sequences are found in poly-A+ RNA-seq and can originate from post-transcriptional splicing and intron retention.

Genomic breaks resulting in fusion genes are most often located in introns. Because reads derived from intronic regions are rare in poly-A+ RNA-seq data, fusion transcripts are detected as exon-to-exon splice junctions [196]. If a fusion gene consists of multiple splice isoforms, multiple exon-to-exon boundaries may be derived from the same fusion gene (Figure 5.2). In contrast, when random hexamer primers are used in the reverse transcription step of ribo-depleted total RNA, also non-polyadenylated transcripts will be a template for RNA-seq library construction. This type of data will further be referred to as random primed RNA-seq. Random primed RNA-seq data does not only include mature mRNA, but also (l)ncRNAs, rRNA and pre-mRNA being transcribed. Because random primed RNA-seq data also contains intron spanning reads from pre-mRNA, corresponding data should allow detection of genomic breakpoints [87], as further explained in Figure 5.2

In this study, we have developed a computational method for the detection of
fusion genes in random primed RNA-seq data, including the ability to detect and distinguish between DNA breaks on top of detecting exon-to-exon fusion splice junctions. Additionally, we provide an improved solution for the interactive visualisation of rearrangements in RNA-seq data.

5.2 Methods

For the CTMM NGS-ProToCol study, 51 prostate cancer (PCa) and 41 normal adjacent prostate (NAP) samples were sequenced, of which the total RNA was prepared with random hexamer primers for cDNA synthesis. RNA was extracted with a NEB-Next Ultra Directional RNA PREP Kit and ribosomal RNA was reduced using a RNase-H based method. Additional clinical and molecular information is given in supplementary Tables S5.1 and S5.2. The 2x126 nt stranded paired-end reads were sequenced on a Illumina HiSeq 2500, with an average sequencing depth of $\sim 70$ million paired-end reads per sample.

5.2.1 Computational Analysis

Data preparation

Trimmomatic [210] was used to improve the overall base quality, using settings given in section S5.6.1. The trimmed reads are aligned with STAR [199], using similar settings as used by STAR-Fusion [200], given in supplementary section S5.6.2. Within the results are discordant reads, reads that are either split up or have their mate inverted or aligned with an inner distance that does not fit a canonical gene. The analysis of these discordant reads in the application, Dr. Disco, is comprised of 5 steps: (I) transformation of alignment data into a graph, (II) merging edges of split and spanning reads that correspond to the same event, (III) extract edges that correspond to different splice isoforms of the same fusion, (IV) filtering and (V) determination of SV-type (Figure 5.3). It was noticed that after running STAR, certain reads are not directly compatible with the split view in Integrative Genomics Viewer [211] or for subsequent analysis because SA:i:-tags are not in place. Therefore Dr. Disco extends these files, which is explained in more detail in supplementary section S5.6.3.

I. Transformation into graph

An aligned read is considered discordant when it cannot be derived from a transcript of a classical gene because of inconsistent orientation, distance to its mate or an introduced split. Discordant fusion reads are either singleton or paired-end.Singletons
Figure 5.2: Differences between DNA-seq, random primed and poly-A+ RNA-seq data with respect to fusion genes. (A) Illustration of a deletion between two genes (red and blue). Both genes consist of three exons (red: 1, 2 and 3; blue: I, II and III) and two introns. Note that this is a schematic representation and that introns are typically much larger than exons. (B) A DNA recombination that leads to a fusion gene consisting of exons of both partners. Because the genomic breaks are in introns 2-3 and I-II, the fusion gene contains exons 1, 2, II and III. (C) The transcribed fusion will be alternatively spliced resulting in different mRNA fusion transcripts. (D) DNA-seq data covers the entire genome uniformly, including the fusion gene, and spans the genomic breakpoints. The fusion gene structure and splice isoforms cannot be unambiguously deduced from DNA sequencing data only. The data only contains discordant reads spanning the genomic breakpoint (split reads: pink, spanning reads: green). (E) In poly-A+ RNA-seq, data covers mostly exons, in quantities that correspond to splice isoform expression levels. Using sequencing data only, it is possible to predict the strand and splice isoforms of the fusion transcript, without being able to detect the actual genomic breakpoints. Both spanning and split reads are indicated over the exon-exon boundaries (in green and brown, respectively). (F) Random primed RNA-seq data contains both mRNA and pre-mRNA derived reads. Similar to DNA-seq data, pre-mRNA derived reads include both intron and exon spanning sequences and as a result, the entire fusion gene is covered with reads. Whereas DNA-seq data covers an entire genome, pre-mRNA covers expressed regions and therefore also allows detection of genomic breakpoints. Indicated are reads spanning the exon-to-exon boundary as well as the genomic breakpoint (green), split reads covering the genomic breakpoint (pink) and (spliced) split reads covering the exon-to-exon boundary (brown).
5.2 Methods

Discordant reads are transformed into breakpoints and junctions which are inserted into a graph.

Merge edges with similar genomic locations

Extract edges that originate from different splice isoforms, based on distances at mRNA level

Filter out false positives

Determine type of break: intronic or exonic

Figure 5.3: Flowchart of Dr. Disco. (1) Edges and nodes are parsed from a discordant alignment and put in a graph. On top, a chromosome is indicated with a horizontal bar, edges with black curved lines and a splice junction representing edge with a dashed light gray line. Nodes are not indicated, but can be seen as the locations where the edges attach to the chromosome. Patterns of coherent edges emerge at more or less the same positions. These edges will be merged to bundle evidence and increase confidence per fusion gene. In paired-end sequencing only the very endings are sequenced. This results in spanning reads, which do not exactly represent the junction but fall in close proximity, limited to a certain distance. This distance should not exceed the inner distance, indicated with purple triangles. (2) To bundle edges that originate from the same junction, it is desired to merge split- and (usually slightly shifted) spanning reads. This will reduce the size of the graph and make the weight of the remaining edges, as indicated with thicker lines, heavier. (3) The distance between edges at mRNA level is calculated, and indicated with a green arrow. Edges are recursively extracted from the graph based on the distance at mRNA level. This results in subgraphs that consists of all junctions from the same fusion gene, including different splice isoforms, but does not merge corresponding DNA breaks. Each resulting subgraph is indicated with a unique color. (4) Sub-graphs are filtered on several variables such as the number of reads, ratio split and spanning reads, the shape of the alignment (triangular or rectangular [194]). (5) The extracted sub-graphs are only a set of edges. If the edges within the sub-graph are all in close proximity of splice junctions, they are likely derived from mature mRNA. These subgraphs are classified as either *intronic* or *exonic* by finding the distance the the closest splice junction. The red junction, which is on both sides not close to an exon boundary, is considered intronic. The green junctions, all close to exon boundaries, are considered exon-to-exon fusion events.
are reads of which the mate was excluded from alignment and paired-end are those of which both mates were aligned. Discordant reads are classified in two major types: split reads and spanning reads [71]. Singletons are always split reads while paird-end reads can be both split and spanning. If paired-end reads have a mate that was split and the remaining mate was not split, the remaining mate is a silent mate which is neglected in fusion analysis. Spanning reads have no mates that are split but have a too large or too small inner distance or are inverted with respect to each other. Note that any discordant read (singleton or paired-end, split or spanning) can also be a spliced read.

The main data structure of the computational analysis is a graph representing the junctions provided by discordant reads. Each discordant read will be assigned a subtype, defined by whether it was split or spanning and singleton or paired-end. For every read, the gap between the genomic positions is estimated according to the subtype. From the graph’s perspective, this gap can be seen as an edge between two genomic locations and the genomic locations can be seen as nodes. For the transformation of a split read into an edge, the genomic locations of the split point will represent the genomic location of the corresponding nodes. For the transformation of spanning reads into an edge, the R1-read’s last aligned base and the R2-read’s first aligned base will represent the genomic location of the corresponding nodes. If during insertion of an edge into the graph no identical edge was found, it will be inserted and labelled with the corresponding subtype. Otherwise, the (subtype specific) weight is increased by one. Splice junctions will be inserted as edges into a separate graph. An example of how a graph data structure looks like, is presented in Figure 5.4 (top and middle).

However, the graph data structure alone is not efficient for quickly searching within genomic regions, to find closely adjacent edges. For quick access based on genomic coordinates, a reference to all edges is added to a genomic interval data structure [212], implemented with the HTSeq library [52].

II. Merging edges derived from same event

Typically, split reads are located exactly on the breakpoint, while spanning reads are slightly shifted. A spanning read is shifted no more than its inner distance. Based on insert size statistics (Figure S5.7), we have set the maximum inner distance, a parameter for the algorithm, to 450 bp. From the graph’s perspective, split and spanning reads of the same fusion correspond to edges that are on both sides in close proximity. To bundle evidence from the same junction, corresponding edges are merged as illustrated in Figure 5.4. Merging split and spanning reads derived from the same junction
starts with the edge with the largest weight. Because split reads are more powerful in determining exact breakpoints, they give edges a +50% increase in weight over spanning reads only during estimation of the heaviest edge. Dr. Disco then searches for other edges that have both their nodes no more than the maximum inner distance away. During merging, the total weight of the graph stays identical, while the number of unique edges decreases and the graph becomes smaller. This is illustrated in Figure 5.4 (middle and bottom); the number of edges decreases from 2 to 1, while the weight stays 3 (2 split, 1 discordant).

III. Extract edges from different splice isoforms

In the previous step, edges that belong to the same junction (either exon-to-exon, or DNA break) were merged, but exon-to-exon junctions from different splice isoforms of the same fusion gene are still separated since introns are typically much larger than the maximum inner distance. Edges that correspond to different splice isoforms of the same fusion gene are extracted in a two step approach. First, the shortest possible distance between two nodes at mRNA level is calculated. Second, edges that have a distance at the mRNA level of less than the maximum inner distance, are extracted.
Estimation of the distance between two nodes at mRNA level is demonstrated using an example in Figure 5.5 (top). The gene on chr1 contains two nodes, chr1:1000 and chr1:2500, separated from each other with a genomic distance of 1500 bp. Between these nodes there is a splice junction (chr1:1003-chr1:2490). Remark that splice junctions are determined by the NGS data and not by gene annotations. For each node, there will be searched for the closest splice junction within a genomic distance of 450 bp. Starting with node chr1:1000, there exists one such splice junction at chr1:1003, with a distance of 3 bp. Similarly, for node chr1:2500, there exists one such splice junction, with a distance of 10 bp (to node chr1:2490). The distance at mRNA level between nodes chr1:1000 to chr1:2500 is 3 + 10 = 13 bp and consequently the nodes shall be connected by inserting an edge that represents the distance at mRNA level, further referred to as s-link.

Extracting edges that correspond to different splice isoforms starts with the edge with the highest weight. Considering the example in Figure 5.5 (bottom) that contains two edges, the heaviest edge is chr1:2500-chr2:900 with 2 split reads. The s-links will be traversed separately and recursively, until a maximum cumulative mRNA distance of 450 bp is reached and until all nodes found during traversal are stored. Selection starts with node chr1:2500, stored into a set of nodes that fall within the acceptable mRNA distance. This node has only one s-link, with a mRNA distance of 13 bp to node chr1:1000. Because this distance is smaller than 450 bp, set {chr1:2500} gets extended with chr1:1000 into {chr1:1000, chr1:2500}. Although there are still 437 bases left for further iterations, no other s-links are connected to chr1:1000 and the recursion ends. Because there are no s-links connected to node chr2:900, it will return a set only containing itself: {chr2:900}. All edges between {chr1:1000, chr1:2500} and {chr2:900}, which are chr1:1000-chr2:900 and chr1:2500-chr2:900, will be extracted as they are likely to belong to the same (fusion) gene structure.

Because splice junctions are relatively far apart due to typically large introns, it was decided that such edges will not be merged into a single edge but will be extracted as a subgraph. These subgraphs preserve multiple exon-to-exon junctions and thus the fusion transcript structure. All edges present in a subgraph are removed from the main graph so they can only participate in one subgraph, corresponding to only one fusion. This process continues until all edges have been extracted and the main graph is empty.

It does occur that splice sites are not covered by reads, for example when the sequencing depth is low. As a result, when spliced reads are absent, extraction of subgraphs based on (splice junction derived) s-links cannot take place. Edges that
Figure 5.5: Extracting edges from different splice isoforms. (top) This schematic view of a fusion gene illustrates how edges corresponding to different splice isoforms are extracted. Exons are indicated as light gray blocks and the junctions within the discordant reads are indicated as lines between the exons. Between the two exons at chr1 and one at chr2 are two split reads (exon-2 − exon-I) and a spanning read (exon-1 − exon-I). The presence of a splice junction at chr1:1003-2490 indicates these reads belong to the same fusion. Note that no intronic breaks are indicated. (bottom) The total genomic distance between edges chr1:1000-chr2:900 and chr1:2500-chr2:900 is (2500 − 1000) + (900 − 900) = 1500 bp. Distances at mRNA level are calculated for each pair of nodes on the same chromosome. These are calculated as sum of the two shortest genomic distances to the nodes that correspond to the splice junction. The distances to the closest splice junctions are $d_1 = 1003 − 1000 = 3$ and $d_2 = 2500 − 2490 = 10$ bp. The distance at the mRNA level is then calculated as the sum of both distances to the closest splice junction ($3 + 10 = 13$ bp). If there are two nodes of which the genomic distance minus the splice junction distance is smaller than the maximum inner distance, an s-link is inserted. Although the genomic distance in the example is 1500 bp, the distance at the mRNA level is only 13 bp. Since 13 bp is smaller than the maximum inner distance, 450 bp, the s-link will be included. As result, this allows edges chr1:1000-chr2:900 and chr1:2500-chr2:900, from different isoforms, to be merged.
are located at exons that lack splice junctions will stay separated in the graph, even though they belong to the same (fusion) gene. An example in which this behaviour was repeatedly found is alternative exon-0 of TMPRSS2. This is an exon upstream of TMPRSS2 [213], not present in most gene annotations such as RefSeq [10] and UCSC [214]. It was repeatedly observed that spliced reads in this exon were absent and consequently fusion transcripts involving this exon did not get extracted with the rest of the fusion, despite the fact that they are derived from splice isoforms of a TMPRSS2-ERG fusion. To overcome this technical issue, an additional step was implemented in which subgraphs are also extracted based on genomic distance (further explained in section S5.6.4). This fix allows inclusion of TMPRSS2 exon-0 in TMPRSS2-ERG results, which is important since TMPRSS2 exon-0 is a favourable prognostic marker [213].

IV. Filtering

Discordant reads do not necessarily originate from fusion genes or rearrangements but could be mapping artefacts, sequencing artefacts, non-human contamination or related to population wide variation, read-throughs, and circRNAs [74]. To reduce the positives, different filters are applied. When there is a high number of identical copies of sequencing reads, the alignment has a rectangular shape. In contrast, when the alignment consists mostly of unique reads, the alignment has on both sides of the junction a more triangular shape (Figure S5.11). To which extent the shape of the alignment near the breakpoints is triangular, has earlier been reported to be useful in determining whether a candidate break is false positive [194], and is therefore used for filtering. Also, the ratio of split and spanning reads, the total number of reads and the alignment mismatch ratio are used to filter out false positives.

V. Determination of SV-type

Each returned sub-graph is only a set of edges. These can be derived from a genomic breaks and from splice junctions of fusion genes. Near the junctions from those that are derived from spliced mRNA are most often spliced reads. The splice junction graph is used to extract the splice junctions found in these spliced reads. Based on the genomic distance to the closest splice junctions, the SV is classified as either intronic or exonic.
5.3 Results

The cohort consists of 41 NAP and 51 PCa samples, of which 40 PCa samples were RT-PCR tested for \textit{TMPRSS2-ERG} (23 positive & 17 negative, Table S5.1). To determine for all PCa samples which are \textit{TMPRSS2-ERG} positive, \textit{ERG} expression levels were investigated, with 32/51 showing elevated expression (read count > 1000). The fusion was confirmed in these 32 samples using FusionCatcher [74].

To investigate \textit{TMPRSS2-ERG} and related rearrangements, only discordant reads that at least partially map to \textit{ERG} or \textit{TMPRSS2} (chr21:39,737,183-40,035,618, chr21:42, 834,478-42,882,085, hg19) were used for analysis with \textit{Dr. Disco}. \textit{TMPRSS2-ERG} was found in 32 of the 51 PCa samples, precisely those that have overexpression of \textit{ERG} and were confirmed by FusionCatcher. Of these 32 samples, 23 had been RT-PCR tested for \textit{TMPRSS2-ERG} of which all 23 samples were found to be positive. Of the remaining 17 RT-PCR tested samples, all 17 were found negative on both platforms. In three samples, \textit{s027}, \textit{s050} and \textit{s053}, the genomic break of the fusion was not detected while exon-to-exon fusion junctions were. Of the 41 NAP samples, one (\textit{s031}) was predicted to have \textit{TMPRSS2-ERG}, which was not detected by FusionCatcher. The predicted junctions are given in Table S5.2.

Detected \textit{TMPRSS2-ERG} DNA breakpoints and exon-to-exon junctions are shown in Figure 5.6. The DNA breakpoints in \textit{ERG} are located in a hotspot region that spans the last half of intron 3, and were located more or less equally far apart from each other. The difference between the ratio of breakpoints per base in the hotspot region compared with the region at the beginning of intron 3 (chr21:39,898,001-39,947,586), is significantly different ($p < 0.01$, \(\chi^2\)-test).

Five samples have their genomic break outside the hotspot region in \textit{ERG} (\textit{s043}, \textit{s031}, \textit{s075}, \textit{s054} and \textit{s048}), of which the last three are relatively close to each other, before \textit{ERG} starts (Figure 5.6). In two samples of which the \textit{ERG} break was located within intron 3 but outside of the hotspot region, no other rearrangements were found. In the three samples of which the \textit{ERG} break was located before \textit{ERG}, additional rearrangements were present:

- In \textit{s075} there are two small (91 bp & 201 bp) intronic amplifications (chr21:39,929,736-39,929,827 & chr21:40,063,681-40,063,882; hg19), not detected by \textit{Dr. Disco} because of the small size ($\leq 450$ bp). These intronic amplifications do not seem to have effect on splicing as no known splice sites are affected.

- The read depth in sample \textit{054} indicates a deletion that erases exon 3 of \textit{ERG}. This junction is not supported by discordant read from STAR and could consequently not be detected by \textit{Dr. Disco}. Further inspection revealed the presence of reads
harbouring sequences of both sides of the junction, while STAR did not split them but soft-clipped them instead. These reads are characterised by multiple mismatches, possibly caused by an insert-sequence or small mutations.

- The read depth in sample 048 indicates that there is a deletion of half the size of ERG, removing exons 2, 3 and *1. This junction is also not supported by discordant reads from STAR, while further inspection indicated concordant reads spanning both sides of the junction, which were softclipped instead of being split. These reads were also characterised by multiple mismatches, possibly as result of an insert-sequence or small mutations.

Each of the three fusions that break before ERG make use of two cryptic intergenic exons (chr21:40,064,445-40,064,721; AC[CA..GC]CT & chr21:40,073,517-40,073,871; AC[CC..CT]CT; hg19). The corresponding alignments of the fusions and corresponding additional rearrangements are indicated in Figures S5.9 and S5.10.

In TMPRSS2 also a preferred SV region is apparent (chr21:42,866,505-42,877,200) encompassing introns 1 and 2 entirely. Ordering the samples on genomic breakpoints in TMPRSS2 does not show a trend in the genomic breakpoints in ERG (Figure S5.8). This suggests that both DNA breakpoints of a TMPRSS2-ERG fusion are independently random. On top of the TMPRSS2-ERG fusions, two intronic deletions were identified in TMPRSS2 (s055, s064; Table S5.2). These deletions are located within a single intron and therefore do not seem to affect mRNA or protein coding sequences.

The detected exon-to-exon junctions are located on the outside of the DNA breaks, which fits with that the region within the DNA breaks is deleted. Exon-to-exon junction involving exons that are not present in current gene annotations were found. Some of these exons are intergenic, including exon-0 [213] of TMPRSS2. Two recurrent cryptic new exons were found near exon(s)-1 of TMPRSS2, denoted as exons *1 and *2, which are shown in Figure 5.6. The corresponding number of discordant reads from these exons are: exon-*2: 796, exon-*1: 582, exon-1a: 3306, exon-1b: 7442 and exon-0: 3307 reads, indicating these new exons are expressed to a lower extent than common exons 1a and 1b.

5.4 Discussion

STAR-Fusion [200], in particular designed to estimate exon-to-exon junctions of fusions involving annotated genes, makes use of aligner STAR [199]. In another study STAR was used for fusion gene detection in a similar setup [216]. Such implementations re-use publicly available, thoroughly tested and curated software in a modular manner, which gives more control over a pipeline compared with fully embedded
Figure 5.6: Genomic regions of ERG (top) and TMPRSS2 (bottom). Annotated transcripts are given at the bottom of each plotted gene as thin black lines and the corresponding exons as thicker black boxes. The annotated transcripts of ERG are: NM_001243429, NM_001136155, NM_001243428, NM_001136154, NM_001243432, NM_004449, NM_182918 & NR_111949 (putative ncRNA), and of TMPRSS2: NM_001135099 & NM_005656. Common alternative exons found in exon-to-exon junctions are indicated in gray, as (*1) in ERG and as (*1) and (*2) in TMPRSS2. Consensus exon numbers are indicated under the transcript annotations in parenthesis. The results of the RNA-seq analysis are separated per sample on the vertical axis. The numbers indicated in gray are the sample IDs. The DNA breakpoints of the RNA-seq analysis are marked in blue and the exon-to-exon junctions in red. The samples are ordered based on the position of the predicted DNA breakpoint. Detected breakpoints found in independent DNA-seq analysis [215], converted from hg18 to hg19 with UCSC liftOver, are plotted on top of both figures. Transcription starts at TMPRSS2 (minus strand) and breaks at the genomic breakpoint, indicated in blue, and continues at the breakpoint in ERG (blue), also in the negative direction. In both genes the hotspot regions of the DNA breaks detected in the RNA-seq data are indicated with a green box.
pipelines. This makes it ideal for compatibility with workflow management systems such as Galaxy [217].

The input of Dr. Disco are discordant reads are in BAM or SAM alignment format. The SAM alignment format was chosen over the STAR junctions files, because BAM/SAM is the de facto standard file format for alignment data and is therefore compatible with software such as pysam, pybam, samtools, and HTSlib and with genome browsers.

Random primed RNA-seq is not specifically targeting polyadenylated mRNA but also includes non-polyadenylated RNA such as pre-mRNA. Because DNA breakpoints of fusion genes are most often located in introns, being able to sequence pre-mRNA should allow detection of genomic breakpoints of such fusions, while determination of exon-to-exon junctions remains possible. Combined identification of fusion genes at a genomic and transcriptomic level helps to better understand the relationship between the rearrangement at DNA and RNA level. This could for instance explain why certain exons or splice variants are present or absent. For certain fusions, the presence of a DNA break may rule out the possibility of a read-through event. Also, detection at both levels may increase confidence of a detected fusion.

Software package Dr. Disco was developed to also detect DNA rearrangements in RNA-seq data. The method puts all putative fusion gene evidence into a graph data structure, which allows separation of intronic from exonic data. Using 51 PCa samples, we show that the combination of random primed RNA-seq data with Dr. Disco allows detection of RNA molecules derived from TMPRSS2-ERG fusions, with junctions located in intergenic and intronic regions. It predicted TMPRSS2-ERG in the 32 samples that have elevated ERG expression and of which FusionCatcher had confirmed the fusion, including 23 RT-PCR TMPRSS2-ERG positive samples. The exon-to-exon junctions were typically surrounding the DNA breakpoints and not located within the expected 3 Mb deletion, which fits the expected fusion gene structure. In addition, the predicted DNA breakpoints fall in the same hotspot regions described in independent DNA-seq analysis [215].

Exons 4 and 5 were indeed the most common first ERG exons of TMPRSS2-ERG fusion transcripts surrounding the break [123]. This also fits with the detected genomic breakpoints, which were not found after exon 5 (ERG) and rarely after exon 3 (TMPRSS2). Breakpoints located in ERG were significantly more often found in the last half of intron 3 compared with the first half. These findings are in concordance with earlier reports [215]. Hence, the detected genomic breakpoints fit with previous reports and the results demonstrate that Dr. Disco’s model works as expected.

The mechanism behind TMPRSS2-ERG is explained by whether an ERG protein coding transcript (without frameshift) can occur [123]. The preference for breakpoints in
introns 1 and 2 of \textit{TMPRSS2} fits this criterion. However, the lack of DNA breakpoints in the first half of \textit{ERG} intron 3 (chr21:39,898,000-39,947,587; hg19) suggests that selection is not only driven by intron/exon structure, because fusions to the region without breakpoints are expected to splice in a similar way and would result in similar proteins.

To make use of the full potential of random primed RNA, our method is not restricted to annotated genes or exons but is capable of revealing rearrangements between any two genomic locations. As a result, we found \textit{TMPRSS2-ERG} transcripts containing new exons (Figure 5.6). In \textit{TMPRSS2}, several new exons involved in \textit{TMPRSS2-ERG} fusion transcripts were detected, including intergenic exon-0 [213].

In three samples (s064, s051, s060), we found exon-to-exon boundaries upstream of the genomic breakpoint of \textit{TMPRSS2}, thus in the region expected to be deleted. Although there are reports indicating multiple, independent, \textit{TMPRSS2-ERG} fusion genes in different subregions of the prostate in the same patient [123] as well as multiple variants within the same genome [218], we did not find any further evidence supporting multiple breaks and assume these are cross-sample contaminations, that possibly arose as de-multiplexing errors of the RNA-seq reads. The assumption that these reads are cross-sample contaminations is supported by the low amount of corresponding evidence (s064: 1 read, s051: 2 reads, s060: 5 reads).

In the three samples in which the DNA break was not found while exon-to-exon junctions were, sufficient DNA break spanning discordant reads were present. In sample s053, the genomic break in \textit{TMPRSS2} is 57 bp away from an exon, and in s050 114 bp. This led in both cases to merging the evidence of intronic and exonic data during the merge step of the graph analysis. A next step in improving the algorithm could be to find a solution for this. This could for instance by done by using the splice junctions found in the concordant alignment or by using a gene annotation and improving the rules used in the merge steps. In s027, the DNA break was detected (chr21:39,945,261-42,856,315; hg19), but the filter had classified it as invalid because of the lack of split reads.

To make use of the full potential of random primed RNA-seq data for fusion gene analysis, also intronic and intergenic genomic regions need to be interrogated for the presence of possible fusion transcripts. In this study we have focused beyond exon regions, and the results confirm that a full genome strategy is indeed capable of revealing different new cancer specific transcripts. This underlines that it can therefore detect more fusion transcripts than conventional fusion detection tools that are restricted to annotated genes and exons. Yet, a disadvantage of this full genome approach is the increased search space and computational complexity, compared with methods leaving this out [76].
5.5 Conclusion

We have developed a method, Dr. Disco, that can detect fusion genes in RNA-seq data across the entire genome, which allows detection of intergenic and intronic splice variants and DNA breaks. This method is particularly suitable for the analysis of random primed RNA because such data also contains relatively high proportions of pre-mRNA derived intron sequences. The corresponding results of 51 PCa samples have shown that the predictions of TMPRSS2-ERG are in concordance with earlier findings, in terms of predicted genomic locations and in terms of fusion gene structure. In addition, it revealed additional intronic deletions in TMPRSS2 which cannot be detected in poly-A+ RNA-seq data. The results indicate that detecting exon-to-exon in combination with genomic breakpoints may be advantageous in understanding diseases involving large structural variants and could further help understanding mRNA products and fusion events. That the full genome approach of Dr. Disco is capable of detecting fusions involving intergenic regions is demonstrated by confirming the presence of TMPRSS2 exon-0 and two recurrent alternative exons. Thus, a sequencing library enriched with non-polyadenylated transcripts in combination with analysis using Dr. Disco allowed discovery of novel cancer specific fusion transcripts, both at mRNA and pre-mRNA level, that could not be detected in a high throughput manner before. The modular implementation of Dr. Disco makes use of community standard file formats and is therefore compatible with genome browsers to allow data visualisation. The software is available in Bio-Conda, the Galaxy platform and included in The Galaxy RNA Workbench.
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Figure S5.7: Results of the tool Picard CollectInsertSizeMetrics on sample s001.

Figure S5.8: Map of predicted TMPRSS2-ERG breakpoints. Genomic breakpoints of ERG (left) and TMPRSS2 (right) are indicated with gray diamonds. Gene annotations (hg19) are indicated at the bottom. Samples are ordered on the position of the genomic breakpoint in TMPRSS2 whereas the order of breakpoints in ERG do not show noticeable correlation.
Table S5.1: Clinical and molecular sample characteristics

<table>
<thead>
<tr>
<th></th>
<th>Cancer</th>
<th>% in cancer</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Samples</strong></td>
<td>51</td>
<td></td>
<td>41</td>
</tr>
<tr>
<td><strong>∑ =92</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TMPPRSS2-ERG +</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FusionCatcher</td>
<td>32</td>
<td>62.7%</td>
<td>3</td>
</tr>
<tr>
<td>PSA</td>
<td>11 (0.3-64.3)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td><strong>GS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3+3</td>
<td>17</td>
<td>33.3%</td>
<td>-</td>
</tr>
<tr>
<td>3+4</td>
<td>24</td>
<td>47.0%</td>
<td>-</td>
</tr>
<tr>
<td>4+3</td>
<td>5</td>
<td>9.8%</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3.9%</td>
<td>-</td>
</tr>
<tr>
<td>9-10</td>
<td>2</td>
<td>3.9%</td>
<td>-</td>
</tr>
<tr>
<td>?</td>
<td>1</td>
<td>2.0%</td>
<td>-</td>
</tr>
<tr>
<td><strong>pT stage</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>33.3%</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>39.2%</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>25.5%</td>
<td>-</td>
</tr>
<tr>
<td>x</td>
<td>1</td>
<td>2.0%</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>PCR tested</th>
<th>% of PCR tested</th>
<th>not PCR tested</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cancer samples</strong></td>
<td>40</td>
<td></td>
<td>11</td>
</tr>
<tr>
<td><strong>∑ =51</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TMPPRSS2-ERG +</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FusionCatcher</td>
<td>23</td>
<td>57.5%</td>
<td>-</td>
</tr>
<tr>
<td>RT-PCR</td>
<td>23</td>
<td>57.5%</td>
<td>9</td>
</tr>
<tr>
<td><strong>TMPPRSS2-ERG -</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FusionCatcher</td>
<td>17</td>
<td>42.5%</td>
<td>-</td>
</tr>
<tr>
<td>RT-PCR</td>
<td>17</td>
<td>42.5%</td>
<td>2</td>
</tr>
</tbody>
</table>
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Figure S5.9: Concordant reads of samples with DNA break before ERG. This is an IGV view with the density tracks on ‘log-scale’, showing the concordant alignments (samples from top to bottom: s048, s054, s075) of which the DNA breakpoint was found before ERG. In sample s048, a region is visible of which the read density is low, caused by a deletion. Inside that region, on the left side, a small region with a lower density is visible. It is possible that there are differences in copynumber or clonality and that those reads correspond to a different deletion. In sample 054, a drop in the read density can be seen around exon 3, caused by a deletion. The read depth in s075 is not interrupted, indicating no deletions are present. These alignments are on hg38.
Figure S5.10: Alignments of small amplifications in sample s075. The alignment of two TMPRSS2-ERG related amplifications in sample s075 in IGV. In both views, the density of reads from the concordant alignment is shown on top and the alignment of discordant reads at the bottom. These alignments are on hg38.
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5.6.1 Trimmomatic settings

The following adapters were used for Trimmomatic [210] 0.33:

PrefixPE/1: TACACTCTTTCCCTACACGACGCTCTTCCGATCT
PrefixPE/2: GTGACTGGAGTTCAGACGTGTGCTCTTCCGATCT

It was used with the following commandline arguments:

```java
java -jar $TRIMMOMATIC_JAR PE \
    -threads 48 \ 
    -phred33 \ 
    $prefix_R1.fastq.gz $prefix_R2.fastq.gz \ 
    $prefix"_R1_paired.fastq.gz $prefix"_R1_unpaired.fastq.gz \ 
    $prefix"_R2_paired.fastq.gz $prefix"_R2_unpaired.fastq.gz \ 
    ILLUMINACLIP:adapter_fa:2:30:10 \ 
    LEADING:26 \ 
    TRAILING:26 \ 
    AVGQUAL:20 \ 
    SLIDINGWINDOW:4:24 \ 
    MINLEN:36
```

5.6.2 STAR settings

The following settings for STAR-v2.4.2a [199] were used:

```bash
STAR --runThreadN 9 
    --genomeDir ... \ 
    --readFilesIn ... ... \ 
    --outFileNamePrefix ... \ 
    --outSAMtype BAM SortedByCoordinate \ 
    --outSAMstrandField intronMotif \ 
    --outFilterIntronMotifs None \ 
    --alignIntronMax 200000 \ 
    --alignMatesGapMax 200000 \ 
    --alignSJDBoverhangMin 10 \ 
    --alignEndsType Local \ 
    --chimSegmentMin 12 \ 
    --chimJunctionOverhangMin 12 \ 
    --sjdbGTFfile gencode.v19.annotation.gtf \ 
    --sjdbOverhang 100 \ 
    --quantMode GeneCounts \ 
    --twopass1readsN -1 \ 
    --twopassMode Basic
```
5.6.3 Fixing discordant alignments

Discordant alignments of STAR have minor limitations that prevent a split view in Integrative Genomics Viewer. This is partially due to limitations in the BAM file format with respect to chimeric reads. According to the BAM/SAM specification\(^6\) it is not possible to describe an interchromosomal junction as one single alignment. Instead, chimeric alignments are supposed to be split over multiple alignment entries. To correct for sticky ends, remaining parts of the aligned reads that belong elsewhere are made invisible (soft clipping). It is, however, not specified how to deal with PNEXT and RNEXT flags, which are supposed to link to the next aligned piece. Consider an example with two mates, R1 and R2, of which R2 is a discordant split read. This will result in alignment R2-a and R2-b. STAR links R1 to R2-a with the PNEXT and RNEXT flags, while both R2-a and R2-b link back to only R1. Consequently, during visualisation, no link between R2-a and R2-b is found and does therefore not allow a split view of split reads. This is fixed by linking R1 to R2-a, R2-a to R2-b and R1, with the remark that this is still not ideal as R2-a should link to both R1 as well as R2-b. In addition, \texttt{SA:Z:}-tags were added in order to reference the other chimeric alignments of the reads. An example of a proper split view of discordant reads that correspond to a \texttt{TMPRSS2-ERG} DNA break is given in Figure S5.11.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure_s5_11.png}
\caption{Split view of \texttt{TMPRSS2-ERG} in Integrative Genomics Viewer. An IGV split view of the reads that correspond to the DNA break of \texttt{TMPRSS2-ERG} of sample \texttt{s041}'s fixed (\texttt{dr-disco fix}) alignment. Reads are coloured per subtype where the \texttt{red} reads are spanning reads, \texttt{green} reads are silent mates and all the remaining reads are split reads.}
\end{figure}

\url{https://samtools.github.io/hts-specs/SAMv1.pdf} (revision 2a802cd)
5.6.4 Extracting edges from different splice isoforms (without splice junctions)

To also extract edges that were left separated due to a lack of splice junctions, the last step in the extraction phase starts with obtaining all corresponding nodes per subgraph. Given that each edge contains two nodes, we denote for every subgraph two vectors. Each node in an edge is considered left or right, where a left node has a genomic location lexicographically smaller than the right node. Then for every two subgraphs, the smallest genomic distances to a node in the other vector is calculated for both the left and right set of nodes, which is illustrated in Figure S5.12. If the number of nodes in both sets is not identical, the distance to the nodes in the shortest vector are used to determine the distance. Note that genomic distances are used since splice junctions are missing. For both vectors a root mean square (RMS) is calculated. Using these two vectors (left and right) of minimal genomic distances and the RMS values, it is determined whether two subgraphs shall be merged by evaluating:

- If in both vectors there are distances smaller than the maximum inner distance size.

- If in one vector:
  - 100% of the distances are smaller than the maximum inner distance and of the other vector the RMS is less than 15000 bp.
  - 70% of the distances are smaller than the maximum inner distance and of the other vector RMS is less than 1000 bp.
  - 30% of the distances are smaller than the maximum inner distance and of the other vector RMS is less than 5000 bp.
Figure S5.12: Extracting edges from different splice isoforms. (top) Two subgraphs (blue and red) that share a common exon are not merged because no splice junction exists between the red and blue nodes. (upper) The two subgraphs completely separated. (mid) To estimate whether both subgraphs can be merged based on genomic distance, vectors containing the corresponding left and right genomic locations are estimated. For subnet 1, the left locations are \{chr1:300, chr1:500\} and the right locations are \{chr2:200\}. For subnet 2, the left locations are \{chr1:800, chr1:1000\} and the right locations are \{chr2:200\}. (lower) Then the minimum distances between both left and right vectors are estimated. In case the number of nodes in two vectors is not identical, the shortest distances relative to the smallest vector are used and because of this the function becomes symmetrical (\(d(a,b) = d(b,a)\)). The estimated minimal distances are: (left): \{-500, -300\} and (right): \{0\}. (bottom) Root mean square values of these distances are calculated and are used in combination with the distance vectors to make a decision. Because the calculated RMS values are 412.3 (left) and 0 (right) and both vectors contain distances smaller than 450, these subgraphs can be put together as they are likely to come from the same fusion gene despite no splice junctions were found.
Table S5.2: Results of TMPSS2-ERG analysis in NGS-ProToCol data (hg19). ERG* with asterisk means that the actual breakpoint is close to but not located inside ERG.

<table>
<thead>
<tr>
<th>Sample</th>
<th>TMPRSS2-ERG</th>
<th>Fusion</th>
<th>Breakpoint-1</th>
<th>Breakpoint-2</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>s001-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s003-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s004-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s005-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s006-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s007-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s008-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s011-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s012-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42870045(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39867955(-)</td>
<td>chr21:42869493(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s013-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s014-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s015-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s016-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s019-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s020-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s021-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s022-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s024-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s025-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s026-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s027-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42860320(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39940055(-)</td>
<td>chr21:42874460(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s031-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s032-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s033-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s035-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s036-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s037-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s038-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s039-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s040-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample</td>
<td>TMPRSS2-ERG</td>
<td>Fusion</td>
<td>Breakpoint-1</td>
<td>Breakpoint-2</td>
<td>Type</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>--------</td>
<td>--------------</td>
<td>--------------</td>
<td>------</td>
</tr>
<tr>
<td>s041-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42870045(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39859273(-)</td>
<td>chr21:42851646(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s042-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s043-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39926744(-)</td>
<td>chr21:42873074(+)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s044-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s045-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39877811(-)</td>
<td>chr21:42873374(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s047-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39877602(-)</td>
<td>chr21:42878701(+)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr1:8414073(+).</td>
<td>chr21:42878790(-)</td>
<td>intronic</td>
</tr>
<tr>
<td>s048-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG*</td>
<td>chr21:40102202(-)</td>
<td>chr21:42867598(-)</td>
<td>intronic</td>
</tr>
<tr>
<td>s049-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s050-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42870045(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39858981(-)</td>
<td>chr21:42866563(-)</td>
<td>exonic</td>
</tr>
<tr>
<td>s051-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39839166(-)</td>
<td>chr21:42873719(-)</td>
<td>intronic</td>
</tr>
<tr>
<td>s052-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s053-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42870045(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s054-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39956869(-)</td>
<td>chr21:42883789(-)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG*</td>
<td>chr21:40104140(-)</td>
<td>chr21:42867900(-)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG*</td>
<td>chr21:40073871(-)</td>
<td>chr21:42870045(-)</td>
<td>exonic</td>
</tr>
<tr>
<td>s055-c</td>
<td>-</td>
<td>TMPRSS2-TBX3</td>
<td>chr12:115112640(-)</td>
<td>chr21:42866282(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-TBX3</td>
<td>chr12:115113110(-)</td>
<td>chr21:42864779(-)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-TMPRSS2</td>
<td>chr21:42858784(+).</td>
<td>chr21:42871556(-)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-TMPRSS2</td>
<td>chr21:42862260(-)</td>
<td>chr21:42871707(-)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-TBX3</td>
<td>chr12:115114117(+)</td>
<td>chr21:42840465(-)</td>
<td>exonic</td>
</tr>
<tr>
<td>s056-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42870045(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39841171(-)</td>
<td>chr21:42867411(-)</td>
<td>intronic</td>
</tr>
<tr>
<td>s057-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s058-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39859776(-)</td>
<td>chr21:42871690(-)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(-)</td>
<td>exonic</td>
</tr>
<tr>
<td>s059-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42883789(-)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39861836(-)</td>
<td>chr21:42879497(-)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-intergenic</td>
<td>chr21:39094387(+).</td>
<td>chr21:42847992(-)</td>
<td>intronic</td>
</tr>
<tr>
<td>s060-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42883789(-)</td>
<td>exonic</td>
</tr>
<tr>
<td>Sample</td>
<td>TMPRSS2-ERG</td>
<td>Fusion</td>
<td>Breakpoint-1</td>
<td>Breakpoint-2</td>
<td>Type</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>--------</td>
<td>--------------</td>
<td>--------------</td>
<td>------</td>
</tr>
<tr>
<td>s061-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39822719(-)</td>
<td>chr21:42875445(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s062-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s063-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39878221(-)</td>
<td>chr21:42873595(+)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s064-c</td>
<td>+</td>
<td>TMPRSS2-TMPRSS2</td>
<td>chr21:42876044(+)</td>
<td>chr21:42876752(+)</td>
<td>intronic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s065-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42872844(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s066-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:398070591(-)</td>
<td>chr21:428783789(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s067-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39826992(-)</td>
<td>chr21:42866975(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s068-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s069-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39830932(-)</td>
<td>chr21:42872053(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s070-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s071-c</td>
<td>-</td>
<td>TMPRSS2-PADI4</td>
<td>chr1:17666182(+)</td>
<td>chr21:42866282(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s072-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39885972(-)</td>
<td>chr21:42874918(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s073-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42880007(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s074-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s075-c</td>
<td>+</td>
<td>TMPRSS2-ERG*</td>
<td>chr21:40081166(-)</td>
<td>chr21:42874169(+)</td>
<td>intronic</td>
</tr>
<tr>
<td>s076-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s077-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s078-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42870046(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s079-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s081-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39880312(-)</td>
<td>chr21:42866548(+)</td>
<td>exonic</td>
</tr>
<tr>
<td>s082-c</td>
<td>+</td>
<td>TMPRSS2-ERG</td>
<td>chr21:39817544(-)</td>
<td>chr21:42883789(+)</td>
<td>exonic</td>
</tr>
</tbody>
</table>

5.6 Supplementary materials
<table>
<thead>
<tr>
<th>Sample</th>
<th>TMPRSS2-ERG</th>
<th>Fusion</th>
<th>Breakpoint-1</th>
<th>Breakpoint-2</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>s125-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s126-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s130-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s131-c</td>
<td>+</td>
<td>TMPRSS2-ERG chr21:38966846(-) chr21:42875112(+) intronic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG chr21:38917544(-) chr21:42880007(+) exonic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s132-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s133-c</td>
<td>+</td>
<td>TMPRSS2-ERG chr21:38917544(-) chr21:42870045(+) intronic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG chr21:38930403(+) chr21:42868581(+) intronic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s134-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s135-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s136-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s137-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s138-c</td>
<td>+</td>
<td>TMPRSS2-ERG chr21:38941976(-) chr21:42871067(+) intronic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s139-c</td>
<td>+</td>
<td>TMPRSS2-ERG chr21:38944557(+) chr21:42871161(+) intronic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-ERG chr21:38917544(-) chr21:42880007(+) intronic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TMPRSS2-MGA chr15:42042634(-) chr21:42871284(+) intronic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s140-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s141-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s142-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s143-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s145-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s147-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s148-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s149-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s150-c</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s151-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s152-n</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

RNA-based regulation has become a major research topic in molecular biology. The analysis of epigenetic and expression data is therefore incomplete if RNA-based regulation is not taken into account. Thus, it is increasingly important but not yet standard to combine RNA-centric data and analysis tools with other types of experimental data such as RNA-seq or ChIP-seq. Here, we present the RNA workbench, a comprehensive set of analysis tools and consolidated workflows that enable the researcher to combine these two worlds. Based on the Galaxy framework the workbench guarantees simple access, easy extension, flexible adaptation to personal and security needs, and sophisticated analyses that are independent of command-line knowledge. Currently, it includes more than 50 bioinformatics tools that are dedicated to different research areas of RNA biology including RNA structure analysis, RNA alignment, RNA annotation, RNA-protein interaction, ribosome profiling, RNA-seq analysis and RNA target prediction. The workbench is developed and maintained by experts in RNA bioinformatics and the Galaxy framework. Together with the growing community evolving around this workbench, we are committed to keep the workbench up-to-date for future standards and needs, providing researchers with a reliable and robust framework for RNA data analysis.

Availability: The RNA workbench is available at:
https://github.com/bgruening/galaxy-rna-workbench
6.1 Introduction

Since recent advances in high-throughput sequencing (HTS) emphasized the importance and versatile role of (non-coding) RNAs, there is high demand for integrated computational analyses investigating RNA-mediated regulation. Previously existing workbenches (such as miARma-Seq [100] RAP [99] and the UEA Small RNA Workbench [101]) were focused on providing tools for the analysis of RNA deep sequencing data and do not contain RNA centric tools.

We addressed these needs by developing the RNA workbench. Based on the Galaxy framework [102] it combines a comprehensive set of tools for the analysis of RNA structures, RNA alignments, RNA–RNA and RNA–protein interactions, RNA sequencing, ribosome profiling, genome annotation and many more. So far, we integrated more than 50 RNA-related tools, including suites like the ViennaRNA package, covering this broad variety of use-cases (a complete list of tools can be found on GitHub). Every available tool works as a single building-block that can be connected with other tools to create computational pipelines. Datasets can be incorporated in a similar manner, facilitating an intersection of diverse data sources such as DNA methylation with RNA-seq experiments. Input and output datasets can be defined by the user, and can be as diverse as the adapted set of tools. Established data types for sequence and/or structure information are accepted as input. Output data types follow the same principle, can be converted to different formats, or ultimately used to draw plots and create figures. The workbench provides tools for visualizations of RNA structure datasets, such as dot-bracket strings, and RNA 2D or 3D structures. The workbench also covers a broad range of RNA secondary structure prediction and analysis tools such as RNAfold [220] or LocARNA [221][222].

6.2 Goals of the RNA workbench

The main driving force behind the development of the RNA workbench is the goal to establish a central, redistributable workbench for scientists and programmers working with RNA-related data, and build a sustainable community around it. This platform is unique in combining available tools, workflows and training material, as well as providing easy access for experimentalists. Simultaneously, it serves as a central hub for programmers, which can easily integrate and deploy their existing or novel tools and workflows. The RNA workbench is based on three pillars: (i) a comprehensive set of RNA-bioinformatics tools, (ii) easy and stable dissemination via Galaxy and Docker and (iii) a set of predefined workflows and associated descriptions/training material. The latter is needed for two reasons: first, it facilitates the use of the RNA
workbench for researchers with limited bioinformatics experience, and second, it allows to integrate the workbench in the daily lab work by combining RNA-related analysis tasks with workflows for RNA-seq analysis.

6.2.1 Building on the shoulders of giants

In order to achieve long-term sustainability, we provide the essentials of our work on BioConda\(^1\) and BioContainers\(^2\)\(^3\) for reproducible deployments of tools into Galaxy. Using easy-to-distribute packages for all tool dependencies also enables automatic continuous integration tests for all developed tools and the workbench. After a tool passes the tests and gets accepted it will be made available via an automatic deployment into the Galaxy ToolShed\(^4\)\(^5\). From the ToolShed, Galaxy administrators can easily install desired tools and workflows.

6.2.2 Easily accessible and reproduducible analysis platform

For the fast dissemination of the RNA workbench, as well as for an easy integration with other HTS analysis tasks, we implemented the RNA workbench within the Galaxy framework. A major advantage of relying on Galaxy as the core framework is that it is possible to leverage its scalability, which enables the RNA workbench to run on single CPU installations as well as on large multi-node high performance computing environments. Furthermore, Galaxy provides researchers with means to reproduce their own workflow analyses, enabling them to rerun entire pipelines, or publish and share them with others. The RNA workbench is containerized, i.e., administrators can deploy it via Docker. That makes it possible to have all tool installation dependencies already resolved, while still keeping maintenance tasks to a minimum. The provided layer of virtualization also allows the handling of user-defined input data in a secure and compartmentalized way, a key requirement for researchers working on sensitive data (e.g. patient data in clinics). Running the containerized RNA workbench simply requires installing Docker and starting the Galaxy RNA workbench image. Furthermore, containerizing Galaxy enables a customized Galaxy instance with a selected subset of tools dedicated to specific data analysis tasks, while keeping deployment and installation simple.

\(^1\)https://bioconda.github.io
\(^2\)https://biocontainers.pro
\(^3\)https://toolshed.g2.bx.psu.edu
6.3 RNA-Bioinformatics tools

In its current state, the RNA workbench includes more than 50 tools covering all aspects of RNA research. In a community effort, these tools will be kept up-to-date and adapted to future needs. New tools and new ways to visualize data provided to the user will also be integrated. A current overview of tools available in the RNA workbench can be found at: https://bgruening.github.io/galaxy-rna-workbench/.

In the following, we will highlight a few of the integrated tools.

The ViennaRNA package \[220\] consists of a suite of tools centered around the prediction of secondary structures of RNAs based on the thermodynamic Turner energy model. Thus, it covers prediction of optimal and suboptimal structures from single sequences as well as alignments, prediction of ensemble base pair probabilities, accessibility of sequences, and RNA–RNA interaction prediction. Importantly, predictions can be flexibly controlled by hard and soft structure constraints; the latter enables the inclusion of structure probing data.

AREsite2 \[224\] is a resource for the investigation of AU, GU and U-rich elements (ARE, GRE, URE) in human and model organisms. It provides information on genomic location, genomic context, RNA secondary structure context and conservation of annotated motifs in the whole gene body including introns. It is integrated into the RNA workbench via its REST interface, which provides search results directly in Galaxy for further analysis.

LocARNA \[221, 222\] provides a comparative analysis of multiple (unaligned) RNAs by simultaneous folding and alignment, implementing a fast variant of the Sankoff algorithm. Beyond pairwise and multiple alignments, it computes reliabilities of alignment columns and provides very fast analysis by simultaneous folding and matching. Finally, LocARNA supports anchor and structure constraints, which improve its applicability in practice.

doRiNA \[225\] is a database of RNA interactions in post-transcriptional regulation. The combined action of RNA-binding proteins (RBPs) and microRNAs (miRNAs) is believed to form the backbone of post-transcriptional regulation. doRiNA is implemented as data source tool inside the RNA workbench. This means that the Galaxy user is redirected to the post-transcriptional interaction database and can make selections using the optimized doRiNA interface. Once the selection is done, the data is streamed directly to Galaxy and can be freely analyzed with other tools.

The Infernal \[226\] tool suite can construct probabilistic models, also called covariance models (CM), that represent the sequence and structure of an RNA family from a multiple sequence alignment with consensus secondary structure. The covariance model can be used to find more members of this RNA family via homology
search.

**PARalyzer** [227] generates a high resolution map of interaction sites between RNA-binding proteins and their targets. The algorithm utilizes the deep sequencing reads generated by the PAR-CLIP (Photoactivatable-Ribonucleoside-Enhanced Crosslinking and Immunoprecipitation) protocol. The use of photoactivatable nucleotides in the PAR-CLIP protocol results in more efficient crosslinking between the RNA-binding protein and its target relative to other CLIP methods; in addition a nucleotide substitution occurs at the site of crosslinking, providing for single-nucleotide resolution binding information. **PARalyzer** utilizes this nucleotide substitution in a kernel density estimate classifier to generate the high resolution set of protein-RNA interaction sites.

**FuMa** [228] can generate an integration report on predicted fusion genes from most RNA-seq fusion gene detection software. It automatically orders the result based on the frequencies of the fusion genes such that frequently predicted fusion genes can be extracted.

### 6.4 Workflows

One of the core concepts of the RNA workbench is the definition of standard workflows as a minimal set of building blocks around which a researcher can compose and tailor specific pipelines. For example, a researcher wants to analyze the effects of an RNA-binding protein (RBP) in regard to expression levels in wild-type compared to knockout or knockdown of the RBP of interest. In this case, one needs to combine the detection of differentially expressed genes in the two conditions with the information of publicly available CLIP-data, as provided for example by the **doRiNA** [225] database, to differentiate between direct and indirect targets. Workflows for the analysis of differentially expressed genes are part of the RNA workbench, as well as an interface to **doRiNA**, such that it becomes an easy task to design a new workflow combining these analysis steps.

In Galaxy, workflows are typically created in two different ways: (i) from an existing history, which stores all tools applied in a previous analysis together with all pertinent parameters, or (ii) from scratch, using a graphical editor via drag-and-drop of tools from the tool panel into the workflow editor. Within workflows, tools can be freely combined to ensure a maximum of flexibility in their usage and connectivity between different analysis steps, e.g. RNA structure analysis tools and RNA-seq data analysis. Various format converters embedded in Galaxy allow combining diverse analysis outputs. Easy sharing of workflows with other Galaxy users guarantees highly reproducible and transparent research. In other words, the workflows ensure that all
6.4 Workflows

analysis steps, tools and parameters of an experiment are documented and visible to researchers, readers and reviewers. Workflows can also be submitted to the Galaxy ToolShed or myexperiment.org for further distribution. The RNA workbench currently includes publicly available standard workflows for RNA data analysis, e.g. for RNA-seq. These workflows contain all required steps such as quality control, mapping, differential expression analysis, and visualization of results. Provided workflows can easily be extended or modified, e.g. to use other read mappers available in Galaxy.

In the following, we will describe two sample workflows, one closely related to the detection of ncRNAs, which is a common task in RNA-related research. The other workflow is related to the analysis of RNA-seq data and is often needed as a subworkflow for more complex analysis tasks. These workflows are well annotated and described in the RNA workbench and extended by Galaxy Interactive Tours.

6.4.1 Analysis of (unaligned) non-coding RNAs

An important task is to test for the existence of a functional structure in a non-coding RNA. However, the secondary structure of structured non-coding RNAs is not significantly more stable compared to random sequences. Thus, putative functional structures can only be detected using information about conservation. Our workflow for non-coding RNAs performs the typical analysis steps required to detect conserved secondary structures, given a set of unaligned RNA sequences. It computes a sequence and a structure-based alignment by MAFFT and LocARNA, respectively, and analyzes them with RNAcode and RNAz with appropriate parameter settings. RNAz and RNAcode both work on a given alignment. RNAz tests whether a consensus secondary structure is significantly conserved, whereas RNAcode differentiates coding from non-coding RNAs. Together these tools provide information, whether the RNAs are related and conserve a common secondary structure. In addition, a covariance model is built from the LocARNA alignment and subsequently used to search the given sequence database for RNAs with similar sequence- and structure-conservation. This workflow resembles the core of RNAlien, which is based on the same tools and is integrated into the RNA workbench. Going beyond the presented workflow, RNAlien automatically gathers sequences via homology search starting from a single sequence and constructs RNA family models in an iterative process.

To give an other example, in the context of µORFs detection, RNA-seq analysis, the identification of non-coding RNAs with RNAcode and RNAz and the detection of transcription start sites can be used to determine new, short transcripts that are expressed and do not exhibit secondary structure conservation (i.e. are likely not
6.4.2 RNA-seq analysis: trimming, mapping and read count

As mentioned before, the analysis of RNA-centric data like CLIP-seq requires the combination with other type of data, and very often RNA-seq. For that reason, we provide a standard RNA-seq workflow that can easily be combined with other workflows. The RNA-seq workflow (as shown in Figure 6.1) takes a list of RNA-seq datasets as input and successively executes a series of analysis steps - adapter & quality trimming, mapping to a reference genome and read count per annotated gene. The input allows two conditions, e.g. treatment versus control and it also accepts single-end and paired-end reads for each condition. At the trimming step, the workflow employs Trim Galore!\cite{235, 236} to perform adapter trimming. Then, TopHat2\cite{237} is used to map the trimmed reads against the reference sequences, which should be provided by the user. As last step, the workflow executes HTSeq-count\cite{52} to generate read counts per annotated gene for each condition and for each sequencing type. A reference annotation in Gene Transfer Format (GTF), e.g. provided by Ensembl\cite{238}, is required at this step. The final read counts can be used for the downstream assessment of differential expression using tools like DESeq2\cite{55}. The current workflow can serve as a template that can be modified by the user according to different needs, for instance, replacement of tools or modification of the wrapping strategy.
6.5 Implementation

The workbench is implemented as portable virtualized container based on Galaxy. The Galaxy framework allows for reproducible and transparent scientific research which makes it easy to access, deploy and scale—conceptualized as a web service. The foundation of the workbench container is a generic Galaxy Docker instance ([https://bgruening.github.io/docker-galaxy-stable/](https://bgruening.github.io/docker-galaxy-stable/)). On-top of this, pre-configured Galaxy tools can be automatically installed from the Galaxy ToolShed using the Galaxy API BioBlend [239]. In Galaxy, tool dependencies are automatically resolved via BioConda, which is the bioinformatics channel for the Conda package manager. BioConda facilitates software packaging and enables installation at a user level, keeping track of different versions of the same software in virtual environments. These features are in line with the scope of Galaxy; maintaining large numbers of dependencies in a reproducible way. Therefore, all available tools within the RNA workbench are also distributed as BioConda packages and BioContainers, which are persistent, frozen, containerized versions of Conda packages. The RNA workbench ships with a variety of tools, tours, documentation, workflows and data that have been added as additional layers on top of the generic Docker instance. During development, the software has been tested extensively in a continuous integration setup (CI) at different levels: Galaxy itself, tool integration in Galaxy (IUC, galaxytools channels), dependencies (BioConda) and at the workbench level. Together with a strict version management on all levels, this contributes to a high degree of error-control and reproducibility. The RNA workbench started in January 2015 - with constant development over 2 years, and extensive testing in local and public Galaxy instances, such as the Freiburg Galaxy instance, the MDC instance in Berlin and Erasmus MC’s Galaxian. More than 500 users accessed the RNA tools during the last two years and the virtualized Docker instance was already downloaded >500 times. Moreover, due to an open and transparent development process, there is a growing community that contributes to our workbench, which guarantees the sustainability of the RNA workbench project and maintenance of the underlying Docker/rkt images.

6.6 Using the RNA workbench

Installation: The RNA workbench can be installed under OSX and Windows using the graphical tool Kitematic ([https://kitematic.com](https://kitematic.com)), or with the following Linux command:

docker run -d -p 8080:80 bgruening/galaxy-rna-workbench
This installation is production-ready and can be configured to use external computer clusters or cloud environments. Due to the very modular system, it is also possible to install all or only a few tools of the RNA workbench on available Galaxy servers. Just get in contact with your local Galaxy administrator. When using the RNA workbench Docker image, the user has full administration rights, which enables customization independent of potential user restrictions.

6.6.1 Training

For self-empowering the user, documentation and training of the RNA workbench are important. We included an extensive set of documentation in traditional formats, e.g., tool descriptions and ‘README’ files.

We also provide training sessions around HTS data analyses and RNA-seq data analysis. The training materials ranging from the introduction to Galaxy, to usage and maintenance of Galaxy and the RNA workbench are freely accessible for self-paced studies at the Galaxyproject Github repository [https://galaxyproject.github.io/training-material](https://galaxyproject.github.io/training-material). This training material is constantly improved and extended in an international community effort, including ELIXIR and EMBL. For HTS data analyses we provide training as a specific introduction to the topic with self-explanatory presentation slides, a hands-on training documentation describing the analysis workflow, all necessary input files ready-to-use via Zenodo, a Galaxy Interactive Tour, and a tailor-made Galaxy Docker image for the corresponding data analysis.

To provide an even more intense training experience within the RNA workbench, we also included interactive training such as the Galaxy Interactive Tours. Such tours guide users through an entire analysis in an interactive and explorative way. It combines advantages from training videos and detailed protocols. Production of training videos is very time-consuming and tend to become outdated very soon, due to tool version changes or renewed workflows. In contrast to conventional screencasts, a Galaxy Interactive Tour can be easily updated and improved to guide the Galaxy user step-by-step, e.g., through a whole HTS analysis starting from uploading the data to using complex analysis tools. Exemplary, the RNA workbench currently integrates two Galaxy Interactive Tours. The first one introduces a new user to the Galaxy interface and its usage with an RNA-seq example dataset. The second one illustrates secondary structure prediction of RNA molecules using parts of the ViennaRNA package. To show how Galaxy Interactive Tours can interactively guide users through the necessary steps of HTS analyses, the tours are also provided as online screencasts.
Figure 6.2: RNA structure visualization: the figure shows visualization for an IRE1 RNA sequence, retrieved from Rfam database [210], via different backends integrated into the toolbox. (A) Secondary structure encoded in dot-bracket notation, can be displayed by the RNA structure viewer. (B) Base pairing probabilities are visualized as DotPlot. (C) Tertiary/Quaternary structure information encoded in protein-database format is rendered via Protein Viewer.

6.6.2 Visualization

Following data reduction as a key element of explorative research, there is a need for meaningful figures and visualizations that summarize results. The RNA workbench includes standard interactive plotting tools to draw bar charts and scatter plots from all kinds of tabular data and allows for connections to Integrated Genome Browser [211] and UCSC [212] like any other Galaxy instance. On top of this, we included three visualizations specific to RNA research. An interactive DotPlot visualization for secondary structures in EPS format (Figure 6.2a), a 2D visualization for the common dot-bracket format (Figure 6.2b) and a 3D visualization capable of visualizing PDB, SDF and MOL files containing three-dimensional coordinates (Figure 6.2c).

6.7 Community

The RNA workbench project is an open source project that strives to create a community interested in accessible and reproducible RNA-related research. Knowing that real sustainability can only come true with a strong community we are aiming at more open participation, reward, and inclusion. We are working together with Galaxy, BioConda, BioContainers and BioJS and coordinating efforts to not reinvent the wheel.
but joining forces to create the new generation of bioinformatics infrastructure together. In the RNA workbench community, we practice the organizations on GitHub, IRC, and Gitter and welcome everyone to contribute on every level to improve the entire stack from documentation to tools and scientific workflows. Support will be provided through the same channels.

### 6.8 Discussion

In this work, we present the RNA workbench, maintained and developed by a constantly growing community. The presented workbench is unique as it allows to easily combine RNA-centric analysis with other types of experiments. It provides a set of tools, each one being available as BioConda package as well as a Docker/rkt container (BioContainers). Based on the Galaxy Docker project, the proposed web server is more than the sum of its parts. It offers a comprehensive virtualized RNA workbench that can be deployed on every standard Linux, Windows and OSX computer, but can at the same time employ high-performance- or cloud-computing infrastructure.

Major advantages of our approach to deliver a dockerized workbench for RNA centric analysis are the ease of installation, the high number of pre-included tools, the flexibility in regard to extension with other tools and workflows and the high reproducibility and transparency of workflows. All tools that are available on the Galaxy Toolshed can be installed along with their automatically resolved dependencies with a single click in the Galaxy interface. Best practice pipelines for the analysis of RNA-seq data are provided with the Docker image and can easily be modified, extended or combined with other analysis pipelines via Galaxy’s workflow editor GUI.

The RNA workbench was designed as a community project, and as such it is easy for users to contribute to the workbench with workflows, new tools and training material, keeping the workbench up-to-date and valuable for research. Moreover, all components such as tools, workflows, visualizations, interactive tours and training material can be easily integrated into any available Galaxy instance for teaching, learning or exploratory purposes.

The main difference to existing solutions such as miARma-Seq [100], RAP [99] and the UEA Small RNA Workbench [101] is that our RNA workbench combines the realm of RNA-centric analysis on sequence and structure level with modern high-throughput sequence analysis. In this regard we provide well established tools for RNA structure prediction, analysis and visualization together with read mappers and expression analysis tools for HTS analysis.
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We set out to find prostate cancer (PCa)-associated RNA molecules in RNA-sequencing (RNA-seq) data, that can potentially be used as biomarker, by making use of new computational methods. Research on RNA is nowadays mostly performed with RNA-seq. What makes RNA-seq interesting is its capability to analyse RNA sequences independent of probes, allowing detection of new transcripts, mutations and revealing gene structures \[58\]. Corresponding data analysis requires custom software and therefore, software is a determinant for the outcome and plays a key role in the entire analysis. We have used small RNA-seq data to detect small non-coding RNAs and used paired-end RNA-seq prepared with random hexamer primers to detect fusion genes including corresponding genomic breakpoints.

### 7.1 Small RNA-seq in prostate cancer

One of the goals in this thesis was automated annotation and quantification of small non-coding RNAs (sncRNAs) and search for associations with presence and aggressiveness of PCa. Therefore, we developed a new computational analysis method, \textit{FlaiMapper}. In \textbf{chapter 2: FlaiMapper}, it is demonstrated that \textit{FlaiMapper} predicts the miRNA 5’ and 3’-ends extremely well when small RNA-seq was performed. In \textbf{chapter 3: sdRNAs}, \textit{FlaiMapper} was used to analyse the small RNA content in prostate and PCa samples. Global deregulation of small RNA processing was observed in PCa. It revealed the presence of C/D-box snoRNA-derived small RNAs, significantly overexpressed in PCa. It was also found that abundance of specific C/D-box snoRNA-derived RNAs correlates positively with aggressiveness of cancer, suggesting they may also be useful as prognostic markers. That C/D-box snoRNA-derived RNAs are upregulated in PCa sheds new light on small ncRNAs and PCa, and highlights that the methodology can discover novel molecules that are associated with cancer.

\textit{FlaiMapper} was also used to analyse the composition and expression of tRNA-derived fragments (tRFs). This work revealed that several tRFs are differentially ex-
pressed in PCa \[25\]. Three of these tRFs were validated with qPCR and confirmed that the predicted molecules exist and that the computer model provides accurate results.

The algorithmic challenge of \textit{FlaiMapper} is detecting start and end positions of small ncRNAs in sequence alignments. The start and end positions of sequenced small RNAs have some degree of variability, meaning they may be a bit longer, shorter or shifted. Detection of these positions needs to be lenient enough to take this variability into account. The variability of the start and end positions that together determine a small RNA, follow a certain distribution. We found no basis on which we can assume that a start position of a small RNA determines the end position or vice versa. Therefore, in contrary to the earlier reported method \textit{blockbuster} [147], we explicitly did not use a statistical distribution that models a ncRNA, or its alignment, as a whole. Instead, start and end positions are determined separately and linked together afterwards. The ends of a miRNA are known to be processed by different nucleases, \textit{DROSHA} and \textit{DICER}. The results of our analysis show that the variability of miRNAs is higher at the 3'-ends than the 5'-ends. Therefore, separate computational determination of start and end positions is a more natural approach, as it reflects the variability of start and end positions as result of different nucleases better.

A new direction in which \textit{FlaiMapper} could be useful is the analysis of small RNAs after knockdown or immunoprecipitation of proteins involved in RNA processing [129]. In such data, \textit{FlaiMapper} could also be used to determine if a small RNA is (post-)processed differently in the absence or presence of certain proteins.

It was found that some RNAs derived from the same host C/D-box snoRNA are overlapping each other, which indicates that they cannot both be derived from the same molecule. One explanation could be that their host snoRNA may exist in different conformations, which gives rise to different fragments. Given that specific C/D-box snoRNAs molecules are upregulated in PCa, it may be important to find if there are different conformations and whether they are associated with different functions. A possible direction to look into could be the 2D and 3D structure of C/D-box snoRNAs. For example, using \textit{in silico} RNA folding prediction methods it could be investigated whether C/D-box snoRNAs contain multiple energetic (sub)optima or whether the overlapping small RNAs are found more frequently within certain secondary structure elements (such as hairpin loops, bulge loops or stems). C/D-box snoRNAs contain a secondary structure element named the kink-turn (K-turn), consisting of multiple non-canonical basepairs in a kinked tertiary structure. K-turns cannot be predicted by classical minimum free energy RNA folding algorithms because of the multiple, energy-dependent, non-canonical base pairs. This prevents in-depth analysis of the 2D structures of C/D-box snoRNAs. In an earlier report ([243]; unpublished), I pro-
posed an adaptation to a classical RNA folding algorithm, that makes prediction of 2D structures including energy-dependent multiple-bond sub-structures such as K-turns and loop-E-motifs possible. This method was limited to in silico predicted energy values that correspond to the K-turns, as experimentally determined values were not available. Recently, progress was made in the experimental determination of such values \[244\], which allows further research in the direction of 2D structure prediction of C/D-box snoRNAs.

To find evidence for possible functions of C/D-box snoRNA-derived small RNAs, we have investigated whether the detected small RNAs are the highest conserved regions of the host C/D-box snoRNA \([245\); unpublished\). The results indicated that they are not in general the highest conserved regions of the host C/D-box snoRNAs.

The accuracy of FlaiMapper was estimated by evaluating how accurate it predicts miRBase annotations. Since the purpose of FlaiMapper was to define in particular small RNAs other than miRNAs, FlaiMapper should ideally be benchmarked also on other small ncRNAs. For certain types of small ncRNAs, such as piRNAs and tRFs, annotations are available (in piRNABank \[246\] and tRFdb \[247\] respectively) and can be used for additional benchmarking of FlaiMapper.

The filtering procedure of FlaiMapper makes use of parameters that follow a probabilistic distribution related to the variability of the small ncRNAs’ start and end positions. The parameters of FlaiMapper have been estimated by investigating several examples, mostly miRNAs and C/D-box snoRNA-derived RNAs, and may therefore be biased towards these RNA types. A currently developed tool named STARPA\[1\] embeds FlaiMapper in its pipeline and makes use of adapted filter parameters. By investigating the alignments of validated small RNAs, it is possible to estimate optimal parameters computationally. Therefore, computational parameter optimization using validated small ncRNAs, prompts future work. Ideally, such validation makes use of as many different types of small RNAs as possible, including data from piRNABank and tRFdb, to minimise a bias towards certain small RNAs types.

Although FlaiMapper was designed for the analysis of small RNAs in particular, it should in principle also allow detection of other types of RNAs. The only requirements for the algorithm to work appropriately are that (i) the analysed RNAs represent complete (not fragmented) molecules and (ii) that they are single-end sequenced. Given that the length of sequencing reads keeps increasing, it is plausible that the software may become useful for the detection of larger RNAs.

Small RNAs detected and quantified with FlaiMapper have the potential to be used as biomarkers for PCa. For example, expression levels of SNORD44-5’-fragment were higher in malignant than in benign and normal tissue. Expression levels of

\[https://github.com/luidale/starpa\]
SNORD78-3′-fragment were observed in a subset of patients that progressed into metastatic disease. The correlation of SNORD78-3′-fragment expression with prognosis makes it potentially useful as a prognostic biomarker. Given the high number of differentially expressed small RNAs, it could be beneficial to investigate whether there are small RNAs that are only differentially expressed in mutually exclusive subsets of cancer samples. They could then be used to create combined expression profiles with improved statistical power.

7.2 Fusion genes in prostate cancer

Fusion genes are found in different types of cancer. For instance, TMPRSS2-ERG is found in approximately ∼50% of the PCa samples. A fusion gene analysis pipeline for RNA-seq data typically reports the predicted fusions for only a single sample, but lacks an aggregation step in order to find recurrent fusion genes across samples. Thus, as a final step, multiple output files need to be aggregated in order to find recurrent fusion genes. Recurrent fusion genes can be detected with the R-package Chimera [48], but it operates so slow that it is practically not applicable for a high number of samples. It also requires users to write additional R scripts.

There are quite a large number of tools available for detection of fusion genes in RNA-seq data, but there is limited overlap in their outcome and none is superior in all aspects [75]. Reporting fusion genes that are detected by at least a number of tools can be helpful to increase confidence. In chapter 4, PuMa we propose a method that reports overlap in the results of publicly available RNA-seq fusion gene detection tools. Such reports are helpful for the scenarios described earlier: (i) it can be used to find recurrent fusion genes in a cohort of samples and (ii) it can be used to aggregate at the sample level such that a combination of results from different tools can improve and prioritise the outcome.

RNA-seq data from ribo-depleted total RNA prepared with random hexamer primers for cDNA synthesis (random primed RNA-seq) is rich in both polyadenylated mature mRNA and non-polyadenylated transcripts, such as pre-mRNA. In contrast to most mRNA, pre-mRNA contains both introns and exons. Therefore, when a genomic breakpoint of an expressed fusion gene is located within an intron, the corresponding pre-mRNA can be used to detect the DNA breakpoint, in RNA-seq data. To achieve this, we designed Dr. Disco (chapter 5 Dr. Disco), an analysis tool that looks at the entire genome from a graph perspective. Rather than restricting itself to genes or even exons, it is capable of determining expressed rearrangements between any loci in the reference genome. The method was applied on a cohort of 51 PCa samples, and revealed the genomic breakpoint of TMPRSS2-ERG in 29 of 32 TMPRSS2-ERG positive
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In the (fusion) gene structure of TMPRSS2-ERG, the first two exons of TMPRSS2 and exons 4 and 5 of ERG are typically included in the fusion transcripts \[123, 248\]. The predicted exon-to-exon junctions detected with Dr. Disco fit with the proposed structure and, in addition, the corresponding genomic breakpoints detected with Dr. Disco are in line with their corresponding exon-to-exon junctions. DNA-seq analysis revealed a hotspot of TMPRSS2-ERG breaks in ERG intron 3 \[215\]. The detected genomic breaks in our RNA-seq analyses show the same hotspot, indicating the validity of the results. It was assessed whether there is a correlation in the location of the TMPRSS2 and ERG breakpoints, but no relation between the break in TMPRSS2 and the break in ERG or vice versa was found, suggesting these events take place independently random.

The first step in the Dr. Disco pipeline is alignment to a reference genome. Although both reads of a read pair can perfectly map a reference genome, they may still span a large genomic distance, be mapped to different chromosomes or be mapped in opposite strands. It may also happen that one read of a pair gets split into two pieces, which are both perfectly aligned. Although such reads align without without any mismatches to the reference genome, they cannot originate from a canonical gene and are therefore marked as discordant read. Because fusion genes cause such reads, Dr. Disco uses discordant reads (provided by aligner STAR) as input, similar to STAR-Fusion \[200\]. However, discordant reads do not only originate from fusion genes but can also originate from other transcripts or technical artefacts (Table 7.1).

Discordant reads that originate from reasons provided in Table 7.1 may result in more false positives and need to be separated from those caused by actual fusion events, in order to obtain a high accuracy. A part of this can be addressed in the alignment step and therefore it is trivial to ensure the most optimal alignment settings are used. Fusion genes that are not detected due to low read depth, alignment artefacts or misclassification, prompts future work. What further could be investigated is up to which read length the software is sufficiently accurate. The smaller the reads are, the larger the chance they map to arbitrary locations on the genome, which will result in more discordant reads and consequently more false-positives. In particular with the lenient fusion settings of STAR, the search space increases and the chances on alignment artefacts increases. Testing these limits could for example be performed by using a dataset with long reads and known true-positive fusion genes and by systematically truncating the reads and investigating the differences.

Dr. Disco can investigate the entire reference genome and is capable of identifying intronic and intergenic breakpoints. A disadvantage of using reference genome-based alignments as input, is that fusion genes within highly mutated regions result in many alignment mismatches, which is what might have happened with the unde-
Table 7.1: Sources of discordant reads other than fusion genes

<table>
<thead>
<tr>
<th>Source</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low entropy, satellite and small repeat sequences and homopolymers</td>
<td>The reference genome contains many low entropy sequences like poly-A, poly-T and poly-CA repeats. Due to their low complexity, they have (close to) identical genomic copies.</td>
</tr>
<tr>
<td>Repeat regions, pseudogenes, transposable elements, retrotransposons and homologs</td>
<td>There are various sources of highly similar sequences with an entropy higher than the small repeats stated above. For example, pseudogenes are near identical copies, which may result in mates mapping to different loci.</td>
</tr>
<tr>
<td>Alternative loci</td>
<td>Reference genome hg38 has many alternative loci representing subpopulation specific genomic variations. These loci are annotated as distinct chromosomes in the reference genome. Often, reads near the start and end point of the alternative locus have one mate on the alternative locus while the other mate is on the major chromosome. They will be marked as discordant since the aligner interprets this as an interchromosomal junction.</td>
</tr>
<tr>
<td>Small fragments (&lt; 2x read length)</td>
<td>RNAs with insert sizes smaller than twice the length of the sequenced read, result in pairs with overlapping aligned mates, and will be marked as discordant by the aligner.</td>
</tr>
<tr>
<td>Circular RNAs</td>
<td>Circular RNAs are formed by a covalent bond, often between an exon at the end of a gene to an exon at the beginning of a gene. As a result, reads are split in an opposite orientation and are marked as discordant by the aligner.</td>
</tr>
<tr>
<td>Read-throughs</td>
<td>Read-throughs or genes that are incorrectly annotated as separate genes may result in discordant reads.</td>
</tr>
<tr>
<td>Immunoglobulin recombinations</td>
<td>The V(D)J recombination is a natural system of genome recombination and, if expressed, it may result in discordant reads.</td>
</tr>
<tr>
<td>Splicing of not annotated genes or exons</td>
<td>Spliced reads that belong to new genes and new exons with non-canonical splice junctions or spanning a large genomic distance can be marked as discordant reads.</td>
</tr>
</tbody>
</table>
7.3 Challenges in computational methods

Besides implementing new computational methods to address individual research questions, it is important that other scientists get access to the software tools to use them on their own data and to improve them. This way, like publications, also
the software tools serve as building blocks of the foundation of science, upon which science can build further on. To do so, software and data should ideally follow the FAIR principles (findable, accessible, interoperable and re-usable) [125]. With this in mind, we have built a toolbox for RNA related research (chapter 6: Galaxy RNA Workbench). In the Galaxy RNA workbench the tools presented in this thesis, Dr. Disco, FlaiMapper and FuMa, have been integrated together with closely related tools such as STAR.

Ideally, scientific software is open source and written in a modular way, which is beneficial for designing pipelines and platform integration. For modularity it is important that there are clear agreements about input and output, about data formats and standardised code libraries that enforce making use of correct implementations of such standards where possible. In bioinformatics, companies have often provided specifications that are typically of commercial interest, but lack flexibility outside the scope of the company’s interest. It also happens that specifications turn out not to be future-proof. It would therefore be convenient to have an international independent authority that either proposes new conventions or organises contests in which they review submitted proposals, to generate a better IT fundament for computational research. This may provide a much stronger fundament for bioinformatics resulting in more robust research oriented software and will also benefit further development of the Galaxy RNA workbench.

### 7.4 Future perspectives

The outlined methods to identify novel small RNAs and fusion events, have been successfully applied on PCa data. To learn more about small RNAs and fusion genes, it would be of interest to setup a pan-cancer study, at a scale comparable with TCGA [107, 108] or ICGC [249]. Since the data used in chapter 3 has been generated, a large number of new small RNA-seq datasets have been published [66]. Analysing these new data to generate pan-cancer atlases could reveal possible fusions or small ncRNAs that are specific for certain types of cancer or tissue or are common across different types of cancer or tissue. Results on small ncRNAs would fit ideally in YM500, a database for small RNA sequencing in human cancer research [66], and the fusion genes and transcripts in the COSMIC database [105]. The methods themselves have proven to be of value for research and have been integrated in an RNA oriented workbench. Before such a workbench can be used in a clinical setting, a risk assessment must be performed and must comply with the ISO-27001 standard.

In this thesis, we have demonstrated that RNA can be analysed with sophisticated techniques that allow to discover new and cancer specific RNAs. However, the results
presented are not yet directly applicable in the clinic. Certain C/D-box snoRNA-derived ncRNAs and tRFs \[25\] have been found to have a diagnostic and/or prognostic value. But before these potential biomarkers can be used as actual biomarker, further research on their predictive power and reproducibility of the results is necessary. The RNA-seq data generated and processed in the presented work, are all taken from tissue RNA. Whereas these tissue samples are taken from radical prostatectomy material, biomarkers are tested on tissue samples taken from biopsies. Because biopsies may cause severe complications, it would be more convenient to have liquid biopsies from urine, blood serum or blood plasma instead. Since RNAs are present in such biofluids \[250\], it is important to translate the tissue based RNA biomarker assays to urine or blood-based assays \[251\].

Although RNA is the point of focus in all chapters, the proposed computational methods make use of diverse techniques such as graphs (Dr. Disco), set theory (FuMa) and peak detection (FlaiMapper). This indicates that RNA-seq data is versatile and that corresponding analysis requires to look at it from different perspectives in order to make new findings. After having successfully shed light on small RNAs and fusion genes, there are still certain topics that remain underexposed. Previous RNA-seq research has in particular been focusing on gene expression and splicing. Topics that deserve more attention and probably require new computational methods are circular and possibly double stranded RNAs. Another interesting direction is to investigate RNAs that we cannot unambiguously map to the genome. These might contain RNAs that originate from other (micro) organisms or types of RNA we are not (yet) familiar with. In addition, looking into the 2D and 3D structure, RNA-editing and RNA modifications may reveal new insights in RNA.

Last but not least, RNA analysis requires a gearbox containing sophisticated tools that (i) offer solutions for state-of-the-art techniques, (ii) can keep up with the colossality of the data and (iii) have a high level of user-friendliness with the main purpose to improve productivity. A typical group of tools where I do not have the belief that they meet with these criteria are genome browsers, while they should be the home portal of genomic research, where all information should come together. They are typically slow, contain bugs or even crash, cannot handle large datasets, are barely customizable (no ‘favorite genomic locations’, no way of creating project structures), are graphically primitive, cannot view branchpoints modelling structural variants, are sometimes implemented in webbrowsers despite the requirement to cope with very large datasets, require unnecessary complicated configurations or require manual installation of reference data. I would be honored to contribute to these shortcomings as one of my following missions.
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8.1 Summary

Cancer finds its origin in DNA changes, which have consequences at the RNA and protein level. With the next generation sequencing technology, changes in both DNA (DNA-seq) and RNA (RNA-seq) can be analysed on a large scale. In contrast to DNA, RNA molecules are not only static information carriers but fulfill different functions in the cell and therefore have the potential to serve as a good biomarker. By using RNA-seq, new RNA molecules can be detected, potentially including new biomarkers. However, because the data is so colossal, analysis requires the use of different computer programs. For various applications, such as detection of fusion genes and small ncRNAs, current tools are not sufficient and new or better solutions are needed. Because there is a lack of diagnostic / prognostic biomarkers for prostate cancer, one of the most common types of cancer in men, prostate cancer is an ideal model system for the development of these new analysis methods. In this thesis we describe new computational methods for the analysis of RNA-seq data and demonstrate how it can be used to find potential new biomarkers in prostate cancer samples.

In chapter 1 general information about DNA, different types of RNA, cancer and related mutations including fusion genes is provided. Also, more information about prostate cancer and the recurrent fusion gene TMPRSS2-ERG is provided. In addition, various recent technological developments regarding next generation sequencing and computational analysis are explained. This is followed by an ideological explanation of software modularity and the integration of bioinformatics software and the added value of corresponding data standards.

Besides protein coding mRNA, cells also contain many different non-protein coding RNA molecules (ncRNAs). This includes several small ncRNAs, which can be detected by small RNA-seq. For the analysis of small ncRNAs of which typically no annotation is available, no corresponding detection methods were available. In chapter 2 it is explained how such small ncRNAs can be discovered using the proposed new method FlaiMapper. Subsequently, in chapter 3 it is described how this method was applied to samples of different stages of prostate cancer. Several new RNAs, in particular C/D-box snoRNA-derived RNAs, were associated with prostate cancer and correlated with prognosis. This association also demonstrates the relevance and precision of the analysis method.

Fusion genes are often found in prostate cancer. Detection of fusion genes by means of RNA-seq is possible and several programs have been developed for this purpose. The overlap between these programs is limited and it has been recommended to use multiple tools and integrate these results to increase confidence. In chapter 4 we present the method FuMa that integrates and reports the overlap of different RNA-seq
fusion gene detection tools.

In most protocols used to prepare RNA for sequencing, mRNAs are selected based on the presence of poly-A tails. An increasingly popular alternative is to make use of random hexamer primers in the reverse transcriptase step. In data produced in this manner, non-polyadenylated RNAs such as lncRNAs, circRNAs and pre-mRNAs will also be sequenced. pre-mRNA molecules do not only consist of exons but also of introns. DNA breaks of fusion genes are mainly found in introns. Therefore, in random hexamer-primed ribo-depleted total RNA-seq data, it should be possible to determine a DNA break of a fusion gene by analysing pre-mRNA-derived sequencing reads. Computer programs able to take this extra layer of information into account did not exist. In chapter 5 we describe Dr. Disco, a computational method that takes the presence of pre-mRNA into account and is able to reveal DNA breaks. We demonstrate this on the basis of 51 prostate cancer samples in which we find hotspot regions of DNA breaks in TMPRSS2-ERG fusions, regions that are in agreement with literature.

In chapter 6 we emphasise that well written and thoroughly tested software is important for the integration in larger systems. Availability of such public domain software allowed, as a community effort, to integrate many RNA-related analysis tools into one, free and open-source, platform, the Galaxy RNA Workbench. This provides easy access to many RNA-specific visualisations and analysis tools, all provided with a generic graphical interface.

In summary, we have devised several new methods to discover new, cancer-related, RNAs that have the potential to be used as biomarkers. In addition, all proposed methods were ultimately integrated into the Galaxy RNA workbench that has been made available to other researchers, free of charge.
8.2 Samenvatting

Kanker vindt zijn oorsprong in veranderingen in het DNA, welke vervolgens gevolgen hebben op het RNA en eiwit niveau. Met de next generation sequencing technologie kunnen veranderingen in zowel het DNA (DNA-seq) als RNA (RNA-seq) op grote schaal geanalyseerd worden. In tegenstelling tot DNA, zijn RNA moleculen niet uitsluitend statische informatiedragers maar vervullen verschillende functies in de cel en hebben mede daardoor de potentie om als goede biomarker te dienen. Door gebruik te maken van RNA-seq kunnen nieuwe RNA moleculen gedetecteerd worden, waaronder potentiële nieuwe biomarkers. Echter, doordat de data zo kolossaal is, vereist analyse ervan het gebruik van verschillende computer programma's. Voor verschillende toepassingen, zoals detectie van fusie-genen en kleine RNAs, zijn de huidige computerprogramma's niet toereikend en zijn nieuwe of betere oplossingen nodig. Omdat voor prostaatkanker, een veel voorkomend type kanker bij mannen, een gebrek is aan diagnostische/prognostische biomarkers, is dit een ideaal modellsysteem voor de ontwikkeling van deze nieuwe analyse methoden. In deze scriptie beschrijven we nieuwe computer methoden voor de analyse van RNA-seq data en demonstreren we in prostaatkanker hoe we hiermee potentieel nieuwe biomarkers kunnen vinden.

In hoofdstuk 1 wordt algemene informatie gegeven over DNA, verschillende typen RNA, kanker en bijbehorende mutaties waaronder fusie-genen. Ook wordt meer uitgelegd gegeven over prostaatkanker en het daarbij vaak voorkomende fusie-gen PIK3CA. Tevens worden verschillende recente technologische ontwikkelingen met betrekking tot next generation sequencing en computationale analyse toegelicht. Aansluitend daarop volgt een ideologische uiteenzetting over modulariteit en integratie van bio-informatica software en de meerwaarde van bijbehorende data standaarden.

Naast eiwit coderend mRNA bevatten cellen ook vele verschillende niet eiwit coderende RNA moleculen (ncRNAs). Hieronder vallen verschillende kleine ncRNAs, welke middels small RNA-seq gedetecteerd kunnen worden. Voor analyse van kleine RNAs waarvan (nog) geen annotatie bekend is, waren geen gerichte analyses beschikbaar. In hoofdstuk 2 wordt uitgelegd hoe met een nieuwe methode, FlaiMapper, kleine ncRNAs ontdekt kunnen worden. Vervolgens passen we deze methode in hoofdstuk 3 toe op samples van verschillende gradaties prostaatkanker. Hiermee vinden we verschillende nieuwe RNAs, met name afkomstig van C/D-box snoRNAs, die geassocieerd zijn met prostaatkanker en die gecorreleerd zijn met prognose. Deze associatie toont bovendien de relevantie en preciesie van de methode aan.

In prostaatkanker worden vaak fusie-genen gevonden. Detectie van fusie-genen middels RNA-seq is mogelijk en hiervoor zijn reeds verschillende programma’s ontwikkeld. Echter, de overlap tussen deze programma’s is gering en er wordt gead-
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viseerd meerdere computerprogramma’s te gebruiken en deze resultaten vervolgens te integreren. In hoofdstuk 4 presenteren wij een methode, FuMa, die in staat is de overlap van analyses door verschillende programma’s te integreren en te rapporteren.

In de meeste protocollen die gebruikt worden om RNA klaar te maken voor het sequencen wordt uitsluitend mRNA geselecteerd op basis van de aanwezigheid van poly-A staarten. Een steeds vaker voorkomend alternatief is het gebruik maken van random hexamer primers in de reverse transcriptase stap. In data die op deze manier vervaardigd is, zullen ook niet-gepolyadenyleerde RNAs zitten, zoals lncRNAs, circRNAs en pre-mRNAs. Pre-mRNA moleculen kunnen sequenties uit het gehele gen bevatten met daarin niet alleen exonen maar ook intronen. DNA breuken van fusiegenen liggen voornamelijk in intronen. Daarom zou het theoretisch mogelijk moeten zijn het DNA breekpunt vast te stellen aan de hand van het pre-mRNA in random hexamer-primed RNA-seq data. Er was echter geen computer-programma beschikbaar die met deze extra laag van informatie rekening hield en dit kon oplossen. In hoofdstuk 5 introduceren wij een computer methode, Dr. Disco, die rekening houdt met de aanwezigheid van pre-mRNA en daarmee in staat is DNA breuken te vinden. We demonstreren dit aan de hand van 51 prostaatkanker weefsels waarin we hotspot regio’s van DNA breuken in TMPRSS2-ERG vinden die overeenkomen met bevindingen uit een andere studie.

In hoofdstuk 6 benadrukken we dat goed geschreven en grondig geteste software belangrijk is voor integratie in grotere systemen. Beschikbaarheid van zulke software in het publieke domein stelde ons, als bijdrage door een grote gemeenschap, in staat vele van deze computer programma’s te integreren in een vrij en open-source platform, de Galaxy RNA Workbench. Dit zorgt voor gemakelijke toegang tot vele RNA-specifieke visualisaties en computer programma’s, voorzien van een generieke grafische interface.

Samengevat hebben we verschillende nieuwe methoden bedacht om nieuwe, kanker gerelateerde, RNAs te ontdekken, die de potentie hebben als biomarker te kunnen dienen. Daarnaast zijn alle beschreven methoden tenslotte beschikbaar gemaakt in de Galaxy RNA workbench, zodat ze op deze manier vrijelijk en gratis beschikbaar zijn voor andere onderzoekers.
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</tr>
<tr>
<td>2016</td>
<td>ECCB2016</td>
</tr>
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<td>Den Haag, NL</td>
</tr>
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<tr>
<th>Year</th>
<th>Supervised Students</th>
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<td>2014</td>
<td>Hina Naz-Khan (MSc thesis)</td>
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<td>Adam van Adrichem (MSc Research Assignment)</td>
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</tbody>
</table>
9.2 PhD portfolio

**Contributions to scientific open-source software**

- bioconda recipes: *build-recipes for bioconda package manager*
- CrossMap: *Modern implementation of liftOver*
- featureCounts: *Tool that quickly estimates read-counts in BAM files*
- fusionCatcher: *RNA-seq fusion gene detection tool*
- Galaxy: *Web-portal for running scientific analysis tools*
- RNA-STAR: *RNA-seq aligner*
- VG: *graph based genome*

**Maintainer of scientific open-source software**

- bam-lorenz-coverage: *generate Lorenz plots and Coverage plots directly from BAM files*
- dr-disco: *detecting genomic breakpoints of fusion transcripts in random primed RNA-seq data*
- fastafs: *fuse layer between compressed and true FASTA files*
- FlaiMapper: *detection of small ncRNA derived fragments*
- FuMa: *reporting overlap in RNA-seq detected fusion genes*
- Galaxy IUC-tools: *Main Galaxy Tool shed repository*
- HTSeq: *Tool and library for gene counting and genomic indices*
- ncRNA Mapper: *Investigation of conservation and folding of ncRNA derived fragments*
- segmentation-fold: *Modification to classical RNA folding algorithm to include K-turns and loop-E-motifs*
9.3 List of publications


8. Björn A. Grüning, Jörg Fallmann, Dilmurat Yusuf, Sebastian Will, Anika Erxleben, Florian Eggenhofer, Torsten Houwaart, Bérénice Batut, Pavankumar Videm, Andrea Bagnacani, Markus Wölfen, Steffen C. Lott, Youri Hoogstrate, Wolfgang R. Hess, Olaf Wolkenhauer, Steve Hoffmann, Altuna Akalin, Uwe


9.4 Dankwoord

Ik wil in de eerste plaats Prof. dr. ir. Guido Jenster bedanken voor alle support en mogelijkheden die hij mij heeft geboden gedurende de afgelopen 8 jaar. Dit betreft uiteraard, maar niet uitsluitend, de mogelijkheid tot het doen van een promotieonderzoek evenals de begeleiding tijdens mijn bachelor stage en het aanbieden van een baan als bio-informaticus tijdens het doen van een masterstudie. Daarnaast wil ik ook alle collega’s en co-auteurs bedanken die het mede mogelijk gemaakt hebben de eindstreep te halen, met in het bijzonder Dr. René Böttcher, Dr. Remond J.A. Fijneman, Dr. Pim French, Dr. Björn Grüning, Saskia Hiltemann, Dr. Elena S. Martens-Uzunova, Prof. Dr. Peter van der Spek en Dr. Andrew P. Stubbs. Voor dit promotie onderzoek is bijna uitsluitend vrije open-source software gebruikt. Ik wil de betrokken ontwikkelaars die met deze mindset mijn werk medemogelijk hebben gemaakt ook graag bedanken. Uiteraard wil ik ook mijn familie en vrienden bedanken, met in het bijzonder mijn ouders en mijn aanstaande Desirée de Lege.