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SAMENVAT~ING

Doel vandit artikel is eenintroductiete gevenvanneuralenetwerkenvoor diegenendiein mar-
keting of marktonderzoekwerkzaamzijn. Eerstwordtingegaanop de (biologische)achtergrond
van neuralenetwerken.Vervolgenswordendiverseaspectenvan neuralenetwerkenbesproken:
lerenaande handvan voorbeelden,parameters,‘backpropagalionnetwerken’,prototype-geba-
seerdenetwerken.Daarnawordt eenvergeijkinggetrokkenmet traditionelestatistieken artifi-

Het artikel vervolgt met een discussieover mogelijke toepassingen.Tot slot wordenzaken
besprokendie samenhangenmet toepassingin de praktijk, ook omvattendde beschrijvingvan
eenaantalbeschikbareprogramma’s.

1. INLEIDING

Neuralenetwerkentrekkenvandaagde dagde aandachtin vele vakgebieden.Ook in
marketing zien we de eerstetoepassingenverschijnen: Hruschka(1991), Mazanec
(1993),Hoptroff (1992), Kluytmans,Wierenga& Spigt (1993)en WierengaenKluyt-
mans(1994).

Neuralenetwerkenzijn betrekkelijk eenvoudigewiskundige algorithmen die de in-
put variabelenvan een bepaald systeem(in marketing bijvoorbeeld: de marketing
mix-instrumentenof de kenmerkenvankianten)in verbandbrengenmet de outputvan
dat systeem(in marketingbijvoorbeeld: aankopenvan kianten). De architektuurvan
neuralenetwerkenbiedt flexibelepresentatiemogelijkhedendie eengrotediversiteitaan
situatiesaankunnen.In principekaneenneuraalnetwerkwordengezienals eenlerend
mechanisme:hetnetwerk ‘leert’ deconnectiestusseninputsenoutputsuit gepresenteer-
de ‘cases’. Voor nieuwecaseskan hetaldusgetraindenetwerkde uitkomstenvoorspel-
len.

In dit artikelwordt eerstingegaanop de (biologische)achtergrondvanneuralenetwer-
ken’. Vervolgenswordendiverseaspektenvanneuralenetwerkenbesprokenwaarbij ze
onderanderewordenvergelekenmet traditionelemethodenzoalsmultivariatetechnie-
ken.Vervolgenskomende toepassingsmogelijkhedenvanneuralenetwerkenin marke-
ting meteennantalvoorbeeldenaandeorde.
In de daaropvolgendeparagraafwordende resultatenvermeld van exploratiefonder-
zoeknaardemogelijkhedenvanneuralenetwerkenbij marketingtijdreeksen.
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Daarnavolgteenoverzichtvanneuralenetwerkentoolsen wordt het artikel afgesloten
metenkeleconclusies.

2. ACHTERGROND

De struktuurvanhetbiologischzenuwstelselvanlevendeorganismenvormt de grond-
slag voor de neuralenetwerktheorie~n.Met de ontwikkelin~g van dergelijketheorie~n
houdenonderzoekersop- betgebiedvande kunstmatigeintelligentie zich bezig. Men
trachtmodellente ontwikkelenvandehersenenop basisvanuiteenlopendeexperimen-
ten.De hersenenbestaanuit eengroot aantalkieine elementjes(zenuwcellenlneuro-
nen),die via tallozeverbindingenmet elkaarin kontaktstaan.

De grotedrijfveer hierbij is om te komentot de volledige doorgrondingvan hetbrein.
Evenalsbetbreinbescbikkenkunstmatigeneuralenetwerkenimmersover zelf-organi-
serendvermogen.Het is eenuitdagingom eenmachinete ontwikkelenmet de kracht
vanhetbrein. flezemachinezou in staatzijn tot betsnel endoeltreffenduitvoerenvan
eenaantaltaken, zoalspatroonherkenningin omgevingenmet zeerveel mis (waarne-
men),betaansturenvankomplexemechanismenmet zeerveelvrijheidsgraden(motori-
scheco6rdinati~),het over langetijd bewarenvan grote hoeveelhedeninformatiedie
bijzondersnel aktiefkanwordengernaakt(geheugen)enbet oplossenvan ingewikkel-
de ensleclitgedefinieerdeproblemendoorbetmet elkaarin verbandbrengenvan rele-
vanteinformatie(denken).Dezemachinezoudaamaastin staatzijn omdezevaardig-
hedenal doendete verwerven(leren)(Murre, 1991).

De speciftekestruktuurvan bet brein is waarschijnlijkcruciaalvoor Ajn indrukwek-
kendeprestaties.Deze struktuur is nog maargedeeltelijkontrafelden de bestaande
modellendoenflog lang geenrecbtaandekomplexiteitvanhetbrein.Het breinbestaat
uit miljardenneuronendie biljoenensynaptiscbeverbindingenbebben.lederneuronis
te bescbouwenals eenkomplexechemischefabriek die op eenzeergroot aantalmanie-
ren beYnvloedkan wordenen dus eenenorm potentieelaaninformatieverwerkende
mechanismenh~eft.

De individuele elementenin een netwerk van zenuwcel-acbtigeelementenworden
geprikkeldengeremd.Naargelangde sterktevandezeimpulsenende weerstandswaar-
de vaneenbepaaldelement,zaldatelementzelf in zekeremategeaktiveerdwordenen
anderecellenvia zijn verbindingengaanbeYnvloeden.Het gedragvanhetneuralenet-
werk wordt bepaalddoorde sterktevan de verbindingenen demanierwaaropde ele-
mentenmet elkaarzijn verbonden.

De kennisvaneenneuraalnetwerkligt dusopgeslagenin betraamwerkvanverbindin-
gen.Het is niet zo dat eWeverbindingovereenkomtmet eenbrokjekennis.lederever-
binding kaneenrolspelenbij tal vanvormenvankennisenelk stukjekennis kanover
vele verbindingenverspreidzijn. Men spreektvan ‘parallel distributedprocessing’
(Rumelbart& McClelland, 1986),wat aangeeftdat vele elemententegelijkertijd aktief
kunnenzijn en dat de verwerkingvande informatieovere~ngroot deelvan bet net-
werkverspreidkanzijn.
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De verbindingentussende elementen,wanrindekennis ligt opgeslagen,zijn verander-
baar.Bij iederenieuwewaarnemingvan de omgevingwordende verbindingenin bet
netwerkheroverwogen.Er wordt ‘geleerd’ van nienweervaringen.De neuralenetwer-
ken passenzich aan de omgeving en de veranderingenhierin aan. Vandaardat zij
gescbaardkunnenwordenonderdenoemer‘adaptieve’,of ‘lerende’ technieken.

Neuralenetwerkenwordenreedsin eengrootaantaluiteenlopendevakgebiedentoege-
past.Een aantalvoorbeeldenzijn kwaliteitszorg(Verdenius,1993), prognotiserenop
financi~lemarkten(Refenez,et al., 1993)(Bastaens& vandenBergb,1992),produktie
management(Epping & Nitters, 1990), bet lezenen uitsprekenvan geschreventekst
(Sejnowski& Rosenberg,1987),bet makenvanweersvoorspellingen,bet filteren van
ruis bij ECG’s (Beale& Jackson,1990),betmatchenvangewensteeigenschappenmet
bestaandeeigenschappenbij relatie-bemiddelingenpersoneelswerving(SMR).

3. INLEIDING NEURALENETWERKEN

Neuralenetwerkenwordensuccesvoltoegepastin situatieswaarinmoeilijke verbanden
en vervuilde gegevenseenrol spelen, zoals patroonherkenningin visuele of audio-
gegevens.Enkele voorbeeldenvan zakelijke toepassingenzijn krediet-beoordeling
(Collins et al, 1989), koersvoorspelling(Duives et al, 1991) en fraude-analyse.Met
namebinnendemarketingheeftmen veelalte makenmet ingewikkeldeenveranderlij-
ke verbanden.Daamaastzijn de gegevensvaak onvolledig en vervuild. Neuralenet-
werkenlijken daarmeebij uitstekgescbiktvoor marketingtoepassingen.

3.1Leren aan dehandvanvoorbeelden

Om goedemarketingte bedrijvenis kennis vandemarkt (koopgedrag,stimulusgevoe-
ligheid) onontbeerlijk.Marktgedragis in de regelkompiexenwijzigt zichzelfcontinu,
met als gevolg dat gedegenkennishelaasniet voor bet oprapenligt. Dezekenniszit
echterwel verborgenin gegevensmet registratiesvan gedrag,bijvoorbeeldeenkian-
tendatabasevoorzienvanpersoonlijkekenmerkenen gegevensoverde relatie met die
kiant, zoals hoe vaak welke produktenworden afgenomen.Door de steedsgrotere
bescbikbaarbeidvan gegevensende technologischeontwikkelingenbestaatereentoe-
nemendebelangstellingvoor lerendetechnieken,zoalsneuralenetwerkendie kennisuit
gegevenskunnenextraberen.

Ondereenlerendetechniekwordt verstaan:eentechniekdie zondernoemenswaardige
tussenkomstzelfstandigkennisuit gegevenskanextraherenin devorm vaneenmodel.
Eenlerendetechniekkan duseengedragmodelleren,aande bandvanvoorbeeldenvan
betgedrag.Zo is betvoor eenmarketeerbijvoorbeeldinteressantom eenmodelteheb-
hendat voorspeltof eenkiant uit eenbepaaldebevolkingsgroepeenbepaaldprodukt
zal kopen,gegevende specifiekekenmerkenvan die kiant. Het grote voordeelvan
lerendetechniekenis dat met weinig menselijkeinspanningen kenniseenvoudigeen
modelkanwordenopgesteld.

We gaanuit van de volgendecase:er is eenfabrikant vantuingereedschappendie een
mailing, met eenaanbiedingvaneenmaaimachine,wil sturenaaneenaantalprospects.
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De vraag is-mw‘Welke prospectszullen eenmaaimacbinekopen?’.Als er gegevens
bescbikbaarzijn vanwelkekiantener in betverledenal danniet eenmaaimacbineheb-
hengekocht,dankaneenlerendetechniekwordengebruiktom op basisvandie gege-
venseenmodel te genereren.Dezevoorheeldgegevensvormende trainingsdata,waar-
bij slechtstweevariabelenbekendzijn: leeftijd en inkomen.De volgendefiguur toont
de trainingsdatamet voorkoperseen‘J’ envoorniet-koperseen‘N’.

Voorbeelden (trainingsdata) Inkomen,IeeftiJd

JN NN NN 4’

—b
N NN jJj

N N J Koop I/N
N N N

N
NN N

N N

I Looft~d

Figuur I. Lerendetechniekleertkopersenniet-kopersonderscheiden.

3.2De werkingvanneuralenetwerken

In de loop vande tijd is de term neuralenetwerkeneenverzamelnaamgewordenvoor
techniekendie eenarchitektuurbebbendie grofweg vergelijkbaaris met hetzenuwstel-
sel: eenverzamelingknopendie onderling massaalverbondenzijn en elk ~n uitvoer
hebben.Daarbij verscbilt per type netwerkhoede gegevensstroomis, welkeverwer-
king deknopenuitvoerenenhoebet netwerkmoetlerendoorzijn verbindingenaante
passen(Rumelhart& McClelland, 1986).lie belangrijksteeigenschapvan neuralenet-
werkenin betverbandvandit stukis dat zeautonoomeenmodel vangedragspatronen
op kunnenstellenenduskunnenleren.

Parametersvan netwerken

Aanneuralenetwerkenzijn de volgendeaspektenof parameterste onderscheiden:
1. Hetaantal knopenofneuronen

Eennetwerkbestaatuit eenstelselvanknopen,meestalvari~rendin aantalvanmm-
der dan 10 t6i enkeletientallen.Eeneersteslap in bet opstellenvan eennetwerk-
model is bet vaststellenvan de knopendie verbondenzijn met de buitenwereld
(invoer-en uitvoerlaag)enwelke variahelendoorwelke knopenwordengerepresen-
teerd.

2. Verbindingentussendeknopen
Elke knoop ontvangt invoeruit eenaantalandereknopenen verstuurtzeif signalen
naareenvolgendeset vanknopen.Dezesignalenwordenverstuurdviaeenvaststel-
sel vanverbi=dingenmet vooreWeverbindingeenbijheborendgewicbt. Dit gewicbt
hepaaltde invloedvande eneknoop opde andere:als betgewicbtop deverbinding
vanknoopA naarB grootis, danbeefteensignaalvanA naarB eenbogeaktiveren-
dewerkingterwiji eennegatiefgewichtjuist eenremmendeffekt heeft.Bij de mees-

12



te netwerkenkunnendeaktivatie-signalenmaar6dn richting op wijzen: zogenaamde
feed-forwardnetwerken.De knopenzijn meestalzo met elkaar verbondendat er
lagenvanknopenontstaan:deknopenin lang 1 zijn danallemaalverbondenmet alle
knopenuit laag2 endie in laag2 metdie in 3.

3. Aktivatie-toestandper knoop
EWe knoop herekentop grond van zijn invoersignalenzijn aktivatie-toestanddie
weerwordt doorgegevenaanvolgendeknopen.Eenvoorbeeldvaneeneenvoudige
aktivatie-funktieis: sommeernile invoersignalenen vergelijk bet resultantmet een
grenswaarde;als bet resultantgroteris zet dande aktivatie-toestandop 1 en anders
op 0. De invoerperverbindingwordtberekenddoorbet inkomendeaktivatie-signaal
te vermenigvuldigenmetbetgewichtdatbij die verbindingboort.

4. Leerregel
Eensysteemdatbestaatuit eengrootaantaleenbeden,die elk voor zicheenvoudige
berekeningenuitvoeren,kan in stnatzijn komplexecomputatiesuit te voeren.Het
probleemis ecbterom op grondvaneensetgegevensdit systeemte konstrueren.De
leerregelgeeftnan hoe van eenbepnaldneuraalnetwerk,meteenvooraf gekozen
aantnlknopenenverbindingen,de gewicbtenwordennangepast.Meestalgeheurtdit
door eengroot aantalkerennile voorbeeldenuit de trainingssette bebandelenen
eWe keerdegewicbteneenkiein heetjeaante passen.
De volgendetweehelangrijkstesoortenleerregelskunnenwordenonderscbeiden:
Supervised-leren: tijdensde trainings-faseis bekendwat voor elk voorheeldde

gewensteuitvoer is enleert betnetwerkdezeuitvoerte repro-
duceren.

Unsupervised-leren:hierbij leert het neurale netwerk zelf de onderverdelingen
makenin deaangebodenvoorbeelden(vergelijk clustering).

Backpropagationnetwerken

De meestgebruikte soortneurale netwerkenzijn die waarmn eWeknoop eenzogenaamd
perceptronis (Rosenblatt,1962): eeneenvoudigeverwerkingseenheiddie eenlinenire
scheidingfunktietoepastop eenreeksvariabelen.Eenstelsel van perceptronsis dus
vergelijkbnarmet eenkomplex linenir model.Er zijn tecimiekendie in stantzijn om de
parametersvaneenperceptron-netwerk(degewichten)te schatten,waarvandebelang-
rijkste Error Backpropagationis. Eenveelgebruiktevorm van eenperceptronstelselis
de 3-laagsfeedjorwardstruktuur:de uitvoerlaagbevat eenknoop voor elke uitvoer-
varmaheleen dezogennnmde‘verborgenlnng’ bestantuit eenvast anntnlknopendie de
uitvoerlaagverbindt metelke invoervarinbele,de invoerlang.EWe verbindingis voor-
zien van eengewicht en gezamelijkvormen dezegewichtende model-representatie.
Als in depraktijkwordt gesprokenovereenbackpropagationnetwerk,danwordtdoor-
gnansdezestruktuurbedoeld.Ms eendergetijknetwerkzou wordentoegepastop bet
voorheeldprobleem,danzou bet volgendemodelkunnenontstnan(grijs wordt als ‘J’
gekiassificeerden wit als ‘N’). (Zie figuur2, p. 14).
Het trniingsnlgoritmestelt zelfstandigbet netwerkzo af dat een zo goed mogelijk
modelontstnat.Het algoritmebeeftals tnakde gewichtentussendelagenbij te stellen
zodatde nangebodeninvoerpatronenwordennfgeheeldop dejuiste wnardenvande uit-
voemeuronen.Dit wordt bereiktdoor degemaaktefout op betuitvoernivenute herlei-
den tot foutenop lagerenivenusen op basisdnarvande gewicbtentussendelagennan
te passen.Bnckpropngntionis duseenvorm van supervisedleren. Het enige wat de
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Figuur 2. Eenbackpropagation-netwerkvoor hetvoorbeeldprobleem.

bouwermoetdoenis voorbewerkenvande gegevensenkiezenvoor eenaantalknopen
in de hiddenlayer. Het backpropagationnetwerk is in versehillendevariantensucces-
vol toegepastop veleterreinenenvormthetmeestgebruikteneuralenetwerk.

Backpropagati67i-netwerkenhebbentwee bottlenecks:training en datapreparatie.De
training van eennetwerk is in de regeleenlangdurigproces,waarbij tevensde moge-
lijkheid bestaatdatde trainingniet convergeert;bet trainingsalgoritmeis dan ‘bet spoor
bijster’ en is niet staatomde optimaleeindtoestandte bereiken.De trainingstijdende
kansop non-convergentielopenop met betaantalvariahelenen de komplexiteitvande
verbanden.Detweedebottleneckvormtde datapreparatie:betvoorhewerkenvangege-
venszodatzebruikbaarzijn voor betnetwerk.Bijvoorheeld: voor eenkategorievaria-
bele (nominalevariahele)moet voor eWe mogelijke kategorieeennienwevariahele
worden aangeraakt, waardoorbet betrekkenvan ‘grote nominalen’ zoalsposteode
vrijwel onmogeiijkwordt.

Eenvolgendpunt is dateenmaximaalpresterenvanbet netwerkniet alleenafbankelijk
is vankeuzenmet betrekkingtot de representatievande invoermaarook vandie voor
dearchitectuurvanbetnetwerk(aantallagenenknopen)ende leerparameters(bijvoor-
beeldde leersnelheid).Omdater (nog) geenformele analysesvan bet leergedragvan
eennetwerkbij eenbepaaldedatasetmogeiijk zijn, wordenin de praktijk keuzesvoor
leer-enarcbitectuurparametersgebaseerdop beuristiekenenzijn dezernoeilijk te auto-
matiseren.

Prototype-geba~eerdenetwerken

Naastbet generenvaneenwiskundigmodel aande bandvan voorheelden,is betook
mogelijkeenmodelte representerendoormiddelvande voorheeldenzelf. Klassifikatie
v~aneengegevengevalwerktdanals volgt: zoekbetmeestgelijkendevoorbeeldenken
deMasseto~ die datvoorbeeldheeft.Het is ecbterniet triviaal wat ‘incest gelijkend’
hihoudt; de overeenkomstvoor bepaaldevariahelenis bijvoorheeldhelangrijkerdan
die voorandereJ)aamaastmagernietop wordenvertrouwddatelk voorheeldprototy-
pischis, zekerniet als betgaatommarketinggegevens.Neuralenetwerkendie zelfstan-
dig voorheeldenvertalen in prototypesen op basisdaarvankunnenkiassificerenwor-
denprototype-gebaseerdenetwerkengenoemd.
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Eengrootvoordeelvan prototype-gebaseerdenetwerkenis dat training eenvoudigis.
De trainingsgegevensmoetenwordenvertaaldin eenaantalprototypiscbegevallen;er
hoeft geenmathematiscbmodel te wordenopgesteld.Omdater geenabstraktiewordt
gemaaktis de nauwkeurigbeidvanprototype-gebaseerdenetwerkenbogerdandie van
bijvoorheeldbackpropagationnetwerken.Eennadeelis dat eendergelijknetwerktraag
kan worden,vooralals betaantalprototypesgroot is. Ecbter,dooralgoritmischeverhe-
teringenende toenemendeopslag-enrekenkapaciteitvande betaalbaremodemecom-
puter,komendergelijkesystemensteedsmeerbinnenhandbereik.

Er zijn diverseprototype-gebaseerdetechniekenontwikkeld. Kobonen(1982) introdu-
ceerdede Selforganizingfeature map,waarmnde prototypeswordenafgebeeldop een
kiein aantal(yanktwee) dimensies.ART staatvoorAdaptiveResonanceTheory enis
ontwikkeld door Grossberg(Grossberg,1976). ART is eentweelaagsnetwerk dat
wordt getrainddoor eenalgoritme genaamdcompetitivelearning. Indien nodig, past
eenART-netwerkautomatischzijn struktuuraan.BinnenSentientMachineResearchis
betResonantField Computingparadigmaontwikkeld (denUyl, 1986).Met dergelijke
netwerkenwordenprototypesgegenereerddoorgebruik te makenvanfragmentariscbe
opsiagvan voorbeelden.RFC is geYmplementeerdin eerimoduleonderde naamData-
Detective,welke tevensin staatis eenuitspraakte onderbouwendoor debijhehorende
oorspronkelijkevoorheeldente tonen.Voor eenillustratie,zie figuur 3.

NN 333

NN1 N N

N
N

Figuur 3.AjbeeldingvaneenRFCmodel.

3.3Neuralenetwerkenenstatistiek

De statistiekomvat methodesom te toetsenof bepaaldetypenmodellenopgaanvoor
eengegevensset,alsmedetechniekenom de onhekendeparametersvaneenmodel te
schatten.Eenmodelleringstrajektboudt in: 1) aannamesmakenoverde variabelenin
bet domein,2) aannamestoetsen,3) eenbepaaldtype modelkiezendatdaarmeeover-
eenstemten de verlangdetaak vervult en 4) de onbekendeparametersschatten.De
hekendstetechniekenvoor parameter-schattingzijn regressie-analyseen de kiassifika-
tie-variantvan regressie:diskriminant-analyse.Eenstandaarddiskriminant-analyseop
betmanimachineprobleemzoubetvolgendmodelop kunnenleveren,waarbijgeldtdat
hoeverdereengevalvande scheidingslijnafligt, deste sterkerde uitspraakis datbet
toteenhepaaldeMassebehoort:

N NN
NN

N
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Figuur 4. Resultaatvandiskriminant-analyse.

In bovenstaandefiguur worden alle gewillen in bet gearceerdegebied als kopers
geklassificeerd.7De foute kiassifikatieszijn onderstreept.De lage scoreillustreert dat
eenenkelediskriminant-funktieniet in staatis omkomplexeennon-lineaireverbanden
vastte leggen.I4et probleemmet denon-lineariteitboudtin dateen‘kroni’ scheidings-
vlak alleenmaargemodelleerdkanwordenals destatisticusvante vorenweetwat bet
karaktervanbet scheidingsvlakis. Er moet duseenaannamewordengemaaktover de
aardvandeverbanden.Het probleemmet dekomplexiteitis dateendiskriminant-funk-
tie ~n enkelgebiedisoleert,terwijl in werkelijkheidbijvoorbeeldmaaimacbinekopers
verschillendeprofielen bebhen.Ook biervoor dient de statisiicusaannameste maken
die door statistiscbetoetsingmoetenwordenonderbouwd,waarnabet model zal wor-
dengevorruddooreenstelselvandiskriminant-funkties.

Standaardstatistischetechniekenkunnenniet tot de lerendetechniekengerekendwor-
den,aangeziende statisticusin feite betmodel opstelt,en detecbniekenenkel de ont-
brekendeparametersschatten:de techniekenzijn niet zelfstandig.Aangeziengedrags-
patronenbinnen eenmarkt in de regel komplex en dynamiscbzijn, geldt dat bij
toepassingvan~iatistiscbetechniekenvoormarketing,de kennisen inzetvan de statis-
ticuseengrotebottleneckkanvormen.Orudatbetvoor eenstatisticusmoeilijk kan zijn
voiledig inzicht te krijgen in de gedragspatronen,bestaattevensbetgevaardatverkeer-
deinschattingenwordengemaakt.Daarnaastgeldtdatstatistischetechniekenslecbtom
kunnengaanmet ontbrekendewaurdenen weinig bestandzijn tegenvervuildegege-
vens(ruis). Voojal bij marketing-problemenis er eenbehoefteaantechniekendie vrij-
wel autonoomeenmodel op kunnenstellenen redelijkbestandzijn tegenruis en ont-
brekendewaarden.

Wat betreft dezelfstandigbeidvan statistischetechniekenzijn de laatsteontwikkelin-
genbinnende non-parametriscbestatistiekboopgevend.Eenvoorheeldvan dezeont-
wikkelingenwordt gevormddoor de non-parametriscbeadaptieveregressiemetboden
(Denteneer,1993).Non-parametriscberegressietechniekenonderscbeidenzicbdoorbet
ontbrekenvanaannamesover de vorm van deregressiefunktie.Ze vertonendaarmee
overeenkomstmet neuralenetwerken.

3.4.Neuralenetwerkenenbeslisbomen

Het automatischafleidenvankennisregelsuit voorbeeldenstaatbmnnendeKunstmatige
Inteiligentiebekendals machinelearning. Eengroot voordeelvanregel-representatieis
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bet groteexpressie-vermogenen de leesbaarheiddie om twee redengoedis: als-dan
regelszijn eenvoudigte hegrijpenenerwordt geredeneerdmet hanteerbarebegrippen:
“ALS kianttype=prospectENprovincie=GelderlandDAN mail=ja”.

De bekendstemachine learning techniekenbebbenbetrekking op bet afleiden van
heslisbomen:NPPA, AQ en11)3 (Quinlan,1986).Eenbeslisboomis eenboomstruktuur
die op elk niveaueenopsplitsingmaaktvan ddn variabelein verschillendetakken.Als
eenbepantdgevalgekiassificeerdmoet wordendanmoetper niveau wordengekeken
in welkeopsplitsingde waardevandevariabelein kwestievalt, waarnavia die tak zicb
eennieuweopsplitsingaandient.Eenbeslisboom-modelvoor betvoorbeeldprobleem,
zouerals volgt uit kunnenzien:

N

Figuur 5. Beslisboom-modelendebijbehorendea.fbeelding.

In defiguur is te zien datde scheidingsvlakkenrechtzijn, betgeeneengrootnadeelis
van heslisbomen:grillige verbanden,zoalsdie vaakvoorkomenin marktgedrag,kun-
nenmoeilijk wordengemodelleerd.Daamaastkunnenbeslisboom-generatietechnieken
slechtomgaanmet ruis en ontbrekendewaarden,typiscbtwee problemendie zich in
marketingvoordoen.

Als voordeelvan beslisbomenwordt vaakgenoemddatde leesbaarheidgoedis, bet-
geenin de praktijk echtertegenvalt.ALS-DAN regelszijn op zicbzelf te begrijpen,
maarbet totalemodelwordt niet opgebouwdvanuiteenmenselijkperspektief,hetgeen
bizarre heslisstrukturenen enormebomentot gevolg kan hebhen.Daamaastkunnen
verbandenin de praktijk zo subtielzijn en zich op zo’n laagniveaubevindendat een
toegankelijkrepresentatiezowiezoonmogelijk is. De toegankelijkheidvan eenmodel
is in datgevalalleengoedindiende komplexiteitervanbeperktwordt,hetgeentenkos-
te gaatvandenauwkeurigheid.

Eenandernadeelvanregelgebaseerdesystemenin betalgemeenis datbetgedragnogal
gevoeligis voor kieine afwijkingen. Deuitkomstvaneenkonditiein eenregelis twee-
waardig(goedof fout) dusis eenregelstruktuurdatook, met als gevolg dat bijvoor-
beeld iemandmet een inkomen van 4201,- als een absolutekiant wordt gezien en
iemandmet eeninkomenvan 4199,- als eenabsolutenon-kiant. In de valditeratuur
wordtdit verschijnselaangeduidmet brittleness(broosheid):betsysteemkanniet tegen
eenstootje(lees:mis).
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4. TOEPAS~LNGSMOGELIJKHEDEN
VAN NEURALE NETWERKENIN MARKE]ING

Zoalsbiervoorisaangegeven,lenenneuralenetwerkenzicb vooralvoor betzoekenvan
strukturenin gotedatabestandenmet betoog op kiassifikatieof voorspelling.In mar-
keting heschiidenwe veelvuldig over dergelijkegrote databestanden:verkoop- en
rnarktaandeelgegevensvoor de merkenin eenproduktkategorieverzameldbij dedetail-
handel(tegenwoordighescbikbaarop weekbasis);de gege~ensbestandenzoalsdie via
consumentenpanelswordlenverzameld:steekproevenvan duizendenconsumenten,die
rapporterenov~r hunaankopenmet hetrekkingtot eengrootskalaaanprodukten;in de
sfeervan direct marketing:zeergrotebestandenmet kenmerkenvan consumentenen
bun koopgedragten aanzienvan diverseproduktenen di~nsten. Ook in bet media-
onderzoekheWben wevaak met zeergrow steekproevente maken, terwijl in de busi-
ness-to-businessdoorbet gebruikvanverkoopsupportsystemenbedrijvengemakkelijk
grotedatahestandenkunnenopbouwenoverkiantenenprospectsenbun koopgedrag.

Tot nu toe werdendezedatageanalyseerclmet de eerdergenoemderuin of meercon-
ventionelestatiistischetechniekenzoalsniultipele regressie,discriminant-analyse,fak-
tor-analyse,cluster-analyse,enz. Vaak moeten hierbij veronderstellingenworden
gemaaktoverdevariahelendie twijfelachtigzijn (bijvoorbeeldnormaalverdeeld,inter-
val schaalgemeten,lineairerelaties,on&rling onafbankelijk,enz.). Gok tredenvaak
complexeinteraktiestussendevariabelenop.

Al dezebeperkingenzijn veel minder emstigbij neuralenetwerken.Een neuraalnet-
werk is vooralgescbiktvoor voorspellings-en selektiedoefeinden;datgenewat geleerd
is bij eengrootaantaltrainingscases,bijvoorbeeldoverde samenhangtussenpersoons-
kenmerkenenhet wel of niet bezittenvaneenbepaaldprodukt,bijvoorheeldeenMer-
cedes,kanwordengebruikt omvoor eennieuwecasete voorspellenof debetreffende
persoonwel of nieteenpotentidieMantisvoor eenMercedes.

Daarstaattegenoverdat eenneuraalnetwerk weinig inzicbt geeft in de vraagwelke
variabelennu bet meestverklarenvan de variantiein eenbepaaldevariahele.Statisti-
schetbeorie~niwaarmeekanwordenbepaaldof hepaaldevariahelenin bet model wel
of niet signifikantzijn, ontbreken(vooralsnog)bij neuralenetwerken.

Toch zijn de voorspellingsmogelijkhedendie neuralenetwerkenbiedenal voldoende
redenomhunbruikbaarbeidin marketingte onderzoeken.

Diverse voorheeldenvan toepassingenvan neuralenetwerkenin marketing kunnen
wordengenoerud.

Het segmenterenvan groepen van consumentenop basis van gemeenscbappelijke
eigenscbappenis vanhelangrijkestrategi~cbewaardein demarketing.Neuralenetwer-
kenkunnenomgaanmet de segmentatieproblematieken heschikkenzelfs over kwali-
teitenomeen~priori eneena posterioribenaderingte kombinerenin eenenkelmodel
(Mazanec,1993).
De effektiviteit van demarketingkan tot uitdrukking gebrachtwordenin de ROI per
geYnvesteerdegulden ende tevredenheidvan de consument.Het is daaromhelangrijk
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om consumentente kunnenonderscheidenmet eenrelatiefhogeverwacbtingswaarde
vanconsumentenmet eenrelatief lageverwacbtingswaarde.Het budgetkan daneffek-
tieverwordenaartgewend.Ook voor dezetaakkunnenneuralenetwerkenwordeninge-
zet(Wurtz & Curry, 1993).
In de direct marketingis bet selekterenvan consumentenmet eenbogekansop een
positievereaktie op eenmailing eenhelangrijketaak. Dit kan gebeurenaande hand
van gegevensoverde manierwaaropmen in bet verledenop vergelijkbaremailings
beeftgereageerd(Garavaglia,1993).
Voor betvoorspellenvan kijkcijfers knnneneveneensneuralenetwerkengebruiktwor-
den. Deze voorspellingenzijn van belangvoor optimalisatie van uitzendtijdenvan
rekiames(Fitzsimons,Khabaza& Shearer,1993)(Boyero,TrigueroRuiz, 1993).
Eenmindervoor debandliggendetoepassingis wellicbtbetbepalenvanconsumenten-
percepties.Hierbij wordt getrachtgrip te krijgen op betbesluitvormingsprocesvan de
consument(Moutinho, Curry, 1993).
Een andereselektietaakis het selekterenvan sales promotie instrumenten.Dit kan
geheurenmetbebulp van scannerdataof op basisvan expertkennisomtrentde mate
wanrinverschillendesalespromotioninstrumentenverondersteldwordenaante sluiten
bij marketingdoelstellingen(Kluytmans,Wierenga& Spigt, 1993).

Neuralenetwerken,evenalsanderemethodenuit de kunstmatigeintelligentie,worden
somsmet veel aplomb gepresenteerdals de oplossingvoor alle problemen.Het lijkt
verstandigerom op eennuchterewijze te onderzoekenwat neuralenetwerkenwel en
niet kunnenbmnnenmarketingen waarbunbelangrijkstebijdrageligt.

Eengrootprojekt in dit verbandin Nederlandis eendoorbetDirectMarketingInstituut
Nederland(DMIN) geYnitieerd onderzoek2,waarin diversebedrijvenmet grote data-
bestandendeelnemenom de toepasbaarheidvan neuralenetwerken(en andereadaptie-
ye tecbnieken)in de praktijk te onderzoeken.Flier gaatbet vooral om zogenaamde
cross-sektie-gegevens.Daamaastis bet interessantomna te gaanwat neuralenetwer-
ken te biedenbebbenbij betanderetypedatadat we in marketingvaak tegenkomen:
zogenaamdetijdreeksdata.Exploratiefonderzoekop dit terrein komt in de volgende
paragraafaande orde.

5. NEURALENETWERKENIN TIJDREEKS-ONDERZOEK

Het onderzoeknaarde mogelijkbedenvan neuralenetwerkenbij tijdreeks-onderzoek
begintop gangte komen.Eenvoorbeeldis betartikel van Hruscbka(1991)die met 60
(maand)gegevenswerkte van eenmerkartikelop de Oostenrijkseconsumentenmarkt
endeaanpassingvaneenneuraalnetwerkaandezegegevensvergeleekmetdie vaneen
regressiemodel.Zijn conclusieis: ‘Die Netzwerkeftibren zu deutlichbesserenErgeb-
nissen’.

In eenexploratiefonderzoeknaardemogelijkhedenvanneuralenetwerkenbebbenwij
voor eenmarkt van niet duurzameconsumentenproduktenin eenWesteuropeesland
nagegaanhoe goed de marktaandelenvan de helangrijkstemerkenkunnen worden
voorspeld met eenneuraalnetwerk in vergelijking met de (traditionele) multipele
regressiemetbode.
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In dezemarkt werdende grootstevijf merken in beschouwinggenomen.Voor het
gemakbeperkenwe verderdemarkt totde verkopenvandezevijf merkensamen.

Voor deverkiaringvanbetmarktaandeelvaneenmerkin eenbepaaldeperiodewerden
devolgendevariabelengebanteerd:
— relatieveprijs;
— reklame-aandeel~
— gewogendistributie;
— gewogenout-of-stocks;
— trend.

Bij bet multiple regressiemodelwerd bet marktaandeeldoor middel van een lineair
modeluit dezevariahelenverkiaard.Dezelfdevariabelenfungeerdenook als input voor
betneuraalnetwerk;de outputvariahelewas daaruiteraardbetmarktaandeel.

DehescbikbaregegevenswarentweemaandelijkseNielsendatavanafdezesdeperiode
dat 1984 tot eji met de tweedeperiodevan 1993 (totaal 51 datapunten).Het scbatten
vanbetregressiemodel,respektievelijkbet trainenvanbetneuralenetwerkgescbiedde
aande bandvan degegevensvan 1984 tot en met 1991 (43 datapunten).Vervolgens
werdde voorspelkracbtvanheide metbodengetestop de (verse)gegevensvan begin
1992 totenmet detweedeperiodevan 1993.

Tabel 1. Gemiddeldevoorspelfoutneuraalnetwerkversusmuleipelere-
gressievoor5 merkenover8perioden(1992tim 2eperiode1993).

NeuraalNetwerk Multipele Regressie

MerkA 0.96 1.08
Merk B 0.68 0.75
MerkC 1.02 2.88
MerkD 1.05 1.74
MerkE 2.10 2.63
Gemiddeld 1.16 L82

Tahel I geeftde gemiddeldevoorspelfoutoverdezeachtperiodenvoordevijf merken,
voorbetneuraalnetwerkendemultipeleregressie.
Het blijkt dat voor alle vijf merkenbetneuralenetwerkgemiddeldhetervoorspeltdan
bet regress7iemodel.De betereprestatievan bet netwerkis ook statistiscbsignifikant
(p<O.005):iiii~Tvan7de 40 individuelecasesligt devoorspellingvanhetnetwerkdich-
terbij betwerkelijkemarktaandeeldandie vanbetregressiemodel.

Opvallendis de relatiefgoedeprestatievan bet netwerkten opzicbtevan de regressie
bij merk C. Dit is eensterkmerk, dat in de periode1992/93relatief in prijs omboogis
gegaanten opzicbtevande concurrenten.Het regressiemodelvoorspeltvoor dezetest-
periodein tegenstellingtot bet neuralenetwerksystematiscbeente laagmarktaandeel
voormerk C.
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Blijkbaar kent bet regressiemodeleente groot gewichttoe aandeprijsstijging, terwijl
betnetwerkbeterde sterkeoverallpositievanmerkC uit betverledenheeftopgeplkt.

Uiteraardmoeten we ons realiserendat deze vergelijking van neuraalnetwerk en
regressieslechtsddn produktldassebetreft.Toch is bet opvallenddatblijkbaar met een
betrekkelijk klein aantalverkiarendevariabelenbet neuralenetwerkal tot opvallend
beterevoorpsellingenkomt danbet regressiemodel(de gemiddeldefout bij regressie
was56%groterdanbij betneuralenetwerk).
Tijdreeksgegevenszuilen in de toekomst steedsrijker worden: gegevensover meer
variahelenen met bogerefrekwentie. Dit lijkt aileenmaarverder in bet voordeelte
werken van neuralenetwerken.Meer empiriscbonderzoekmet gegevensuit diverse
marktenis echternodig voordatdefinitievereuitsprakenkunnenwordengedaan.

WierengaenKluytmans(1994)bebbeneensimulatiestudieuitgevoerdom deprestaties
van eenneuraalnetwerk in eentijdreekssituatiete onderzoekenonder verscbillende
omstandigheden.Edn van de heschouwdefaktoren is de modeispecifikatie(lineair
tegenoverexponentieel).Hun conclusieis dat, zoalsverwacbt,bij eenlineair verband
in de datatussenmarketinginstrumentenenverkopenbetneuralenetwerkbetnauwe-
lijks (maarwel signifikant)heterdoetdan regressie.Bij eenniet linenir modelpresteert
betneuralenetwerkecbterduidelijk beter,ook als we betregressiemodelterugscbatten
met eenlog-transformatie.Bij ‘ecbte’ databebbenweuiteraardde informatieover de
juiste terugtransformatieniet. Ook dit resultaatgeeftdus aandat er ale redenis om
goednaarneuralenetwerkentekijken als analyse-en vooral voorspelmetbodein mar-
keting.

6. TOOLSVOORNEURALENETWERKEN

Op basisvaneengedefinieerdetaak, zoalsbijvoorheeldmailingselektieof omzetvoor-
spelling, kan meneenmodelgaanbouwen.Allereerstdiendendegegevensdante wor-
dengeselekteerdengeprepareerd,waamabetmodeldient te wordengetraindenge~va-
lueerd.

Dataselektieen -preparatie: Als men eenverzamelingvariabelenbeeft,dankan bet
wenselijkzijn eenaantalvariabelenweg te latenen/ofeenaantalvariabelente kombi-
neren om zo eenmeerrelevanteindikator over te boudenmet meervoorspellings-
kracht. Dit proceskangebaseerdzijn op marktkennis,maarook kan betzijn datsom-
mige gegevensop zichzelfte weinig voorkomenom als prediktorgebruiktte worden.
Daaromis bet helangrijkdatvoordater aanmodelbouwbegonnenwordt er eersteen
beperktestatistiscbeanalysevan de steekproefgedaanwordt. Verder steilenbepaalde
techniekeneisenaandewijze waaropde datawordt aangeboden.Op basisvan kennis,
statistieken techniekeisenwordende gegevensverder geselekteerden bewerkt.De
steekproefmoet ook onderverdeeldworden in eenaanta] gelijkwaardigesets om zo
modelontwikkelingenvalidatiegescheidente houden.

Training en evaluatie: In de meestgebruikelijkevorm wordt bet modelge~valueerd
op eenapartevalidatieset,die meestaleen(disjunkte)steekproefis nit degeheleset van
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gegevens.Soms wordt bierbij nog aanvullendeinformatiegegevenover de betrouw-
baarheidvanbetmodelop basisvanstatistiscbekengetallen.

De kostenvoor eensysteemlopenuiteen,vaneenpaarduizendguldenvoor PC-geba-
seerdealgemenemodeleringsprogramma’s,tot f 100.000>—of meervoor gespeciali-
seerdemarketingsystemen,inklusief uitgebreideconsultancy.Belangrijk is datdaarbij
eenzeeruiteenlopendniveau van expertisevan de gebrulkersverwachtwordt. Voor
gebruikerszonderanalytiscbeacbtergrondis betniet eenvoudigeenoperationeelmodel
te ontwikkelenmet dezepakketten.Defabrikantenbiedenweinig ondersteuningin de
vorm van gebruikersopleidingof consultancy.Dit kan grote konsekwentiesbebben
voor de additionele investeringendie nodig zijn in kursussen,ervaringsopbouwen
gebruikals operationeelmodel.
Eenvolledig overzicbtvan tools zou meerdan 8 pagina’somvattenen alleenruimte
latenvoor eenbeknopteomschrijvingvandefunktionaliteit (ziebijvoorbeeldbetover-
zicbt in Al Expert,Februari1993).Er isThier gekozenvobr eenopzetdie niet preten-
deertvolledig te zijn maarinzicbt probeertte verschaffenin de mogelijkbedendie
momenteelop de marktwordengeboden.

NeuroShell: vanWardSystemsGroup,prijsindikatief 1000.—,werkt op eenPConder
Windows of DOS. NeuroSbefibevateen5-tal verscbillendenetwerk-techniekenwaar-
onder backpropagation,recurrentbackpropagation,kobonenen een tweetal ‘statisti-
sche’ netwerken(PPN en GRNN). Eenmaalontwikkelde neuralenetwerk modellen
kunnenwordentoegepastin eenanderesoftwareomgeving.

Brainmaker: van CaliforniaScientific Software,prijsindikatief 2500,—, werkt op een
PC onderWindows of DOS. Eenvan de snelstePC-sofiware-simulatorenvoor back-
propagationdat tevensbet enige type -netwerk is dat bet pakket bevat. Er zijn veel
mogelijkbedenom bet modelte optimaliseren.De mogelijkbedenvoor dataselektieen
datapreparatiezijn echterheperkten niet 100% betr6uwbaar.Ook de mogelijkheden
voormodelevaluatiezijn heperkten eigeiirapportagesproducerenis onmogelijk.

NeuralWorksProfesionalIl/Plus: vanNeuralWare,prijsindikarief 5000,—(PC-ver-
sie),werktop PC’s (onderDOS,ecbterwel grafiscbgeori~nteerd),Macintosb,VAX en
diverseUNIX workstations.NeuralWorksis betpakketmet demeestuitgebreideselek-
tie aannetwerk-techniekenen ook eenvan de oudste aanbiedersop de markt. De
gebruikerbeeftzeerveelmogelijkbedenomtot in detail de modelvormingte sturen.Er
zijn ook eenaantalaanvullendemodulesom hierals gebruikervolledig vat op te krij-
gen(tegeneenaanzienlijkemeerprijs).Het pakketis om dezeredenenveel gezienop
universiteitenenonderzoekslaboratoria~Dataselektieis redelijk rudimentair.

4Thought:vanLivingstonesB.V. Strate1gicBusinessSystems,prijsindikatief 18.000,—,
voor PC’s onder Windows. Als techniek wordt een variant van backpropagation
gebruikt.Er zijn mogelijkhedenvoor eigenrapportages.Het systeemis duidelijk mar-
ketinggericlit.Er is eenmogelijkheidombetnetwerkrnodelteexporteren.

DataDetectiveis eeninternproduktvanSMR. Het is PC-gebaseerdmet eenWindows-
interface(enrnogelijkhedenvoor eenDos-interface).Het is eengereedscbapdat speci-
aal ontwikkeld is om SMR’s eigentechniek,ResonantField Computing (RFC), opti-
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maal te kunnenbenutten.Het is op dit moment eengereedscbapdat custom-made
wordt toegepastbinnenapplikatieszoalsCustomerMarketingRatingSoftware,Talent-
View enBlindDate.Het wordt ook projectgewijstoegepastbij deuitvoering van DM-
takenzoalsbijvoorheeldmailingaktiesendoelgroepselekties.

7. CONCLUSIES

In betvoorgaandeis geproheerdde lezereenbeeldte gevenvanneuralenetwerkenen
hun(potentidie)toepassingsmogelijkhedenin marketing.

Neuralenetwerkenstellenzelfstandigeenmodel op vaneengedrag,op basisvanvoor-
beeldenvan dat gedrag.Standaardstatistiekvergt veel meerexpertiseen tijd bij de
modelvonningen kan moeilijker omgaanmet komplexerion-lineaireverbandenin de
data.Kennisbomenleverenenigszinsmeerleesbaremodeilenop die echternietbestand
zijn tegenvervuildeeninkompletegegevens,die typischzijn in databasemarketing.

De uitkomstenvanbetonderzoektot nu toewijzenin dericbting datneuralenetwerken
voor marketingheloftenlijken te bieden.Zowel voor cross-sektie-als tijdreeksdata
wordtdit momenteelverderonderzocbt.
In marketingwordt veelvuldigovergrotedatabestandenbescbikt die zich goedlenen
voor neuralenetwerk-toepassingen.Hopelijk zal dit artikeleenaantallezersstimuleren
biermeeaandegangte gaan.

NOTEN

1.Eengedeeltevandit artikel is gebaseerdophetrapport‘AdaptieveData-Analysein DirectMarketing’ dat
doorde eersteauteur(samenmet collega’s van SMR) is uitgebrachtaan het Direct MarketingInstituut
Nederland(1994).

2. Dit onderzoekwordt uitgevoerddoorSMR.
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