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Modeling Target Selection

Abstract

One of the aims of direct marketing in practice is to target the most profitable customers in the database at hand. This selection is often done based on observed behavior in the past. As a consequence, databases arising from the responses to direct mailings are not a random sample from all potential respondents. When not all heterogeneity is observed, part of the target selection rule will be based on the unobserved heterogeneity, so selection is endogenous. Treating an endogenously selected sample as a random sample results in inconsistent parameter estimates, which in general also harms the predictive performance of the model. We develop an adjustment to the likelihood of the model that corrects for the endogenous sample selection. We apply this technique to the selection of mail targets for a charitable organization. In the application we also show that, based on a model for the response rate and the amount donated simultaneously, we can create a target selection rule that maximizes expected revenues. Such a selection rule outperforms selection rules based on response rates or donated amount only. The traditional approach of maximizing response is therefore not the optimal approach to target selection.
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1 Introduction

An important aspect of direct marketing involves the selection of target individuals or households. This is usually called target selection. Practical rules for target selection are usually derived from available databases. For example, insurance firms may keep records of the past observed behavior of their clients, which may range from requests for information, purchases of new products to actual claims. In addition, these firms can once in a while survey a subset of their clients to keep track of their attitudes. Similar databases have been (or are being) built up by investment firms, banks and also by retailers (based upon loyalty cards and bonus passes). The value of these databases for these firms is large, see Roberts and Berger (1999), among others. A common property of the databases is that firms have a substantial amount of potentially useful information about their clients. These firms know who these clients are, that is, where they live, what their income is, their family size, and so on, but often more importantly, they know what their clients have done over time. These variables usually contain what is called RFM information, that is, information on Recency, Frequency and Monetary Value of transactions. For many firms, information on past behavior is the only information they have about their customers, except for variables like the address and year of birth.

There are two important reasons to have such a database. First, it allows for target selection or segmentation to finetune marketing activities. When making a selection for a direct mailing or another type of direct marketing activity, a firm may focus on maximizing response rates, but it may also focus on profit maximization, see for example Bult and Wansbeek (1995), Gönül and Shi (1998) and Bitran and Mondschein (1996). Second, a customer database with observed behavior allows one to better understand customer behavior. Such an understanding would then help, for example, to design new products for specific groups of clients or to design better marketing strategies involving promotion and advertising. Hence, only a few customers of an insurance firm get an offer for a new type of insurance, and only a few customers of a retailer get a reduced price for specific products.
The analysis of such multivariate data is often best performed with econometric (statistical) models. Such a model may correlate observed behavior concerning, say, purchases, with covariates like past purchase behavior, the time since the last purchase, and shopping frequency, but also with household size and household income. For various reasons it would be an ideal situation when the model that is used to better understand the behavior of individuals can also be used for target selection. One reason is that such a model can be updated any time new information comes along, and hence, that one can increase knowledge over time. Another reason is that it can save effort on implementation as parts of the modeling process can perhaps be automated. Finally, when previous target selection rules did not yield success, one can try and see if the model that describes the observed behavior needs some modification. In this paper we will put forward such an econometric model, which can be used for inference as well as for target selection. To narrow focus, we build such a model for a charitable institution, which has a database containing RFM information. The extension of our model to include observed individual characteristics is straightforward.

However, the econometric analysis of databases containing information on the responses to direct mailing campaigns is not straightforward. As the aim of direct marketing is to send mailings to the most interesting customers in the database, the observations that are added to the database are not randomly selected. For example, individuals who have responded frequently in the past, might receive more mailings then others. As an extreme situation, there may be individuals, who do not receive a mailing at all, and thus are unlikely to donate by definition.

Such target selection rules are harmless when one is able to identify all systematic variation in behavior among respondents, as then the selection is based on exogenous variables. In real-life situations, we are however often not able to identify all systematic variation and we are left with unobserved heterogeneity. Since selection is based on past behavior, and therefore depends on the unobserved heterogeneity, we have to deal with an endogenously selected sample of observations. Treating an endogenously selected sample as a random sample results in inconsistent parameter estimates. This leads to a wrong
picture when we describe behavior, but more importantly it might also harm the target selection based on the model, resulting in a loss in the revenues that are to be generated by the direct mailing.

Previous models for target selection in the literature have addressed a number of important issues. Bult and Wansbeek (1995) developed a model that determines an optimal selection. However, their (one period) selection is only based on response. We want to examine whether the performance of selection rules can be improved by also modeling the size of the expenditure. Bitran and Mondschein (1996) use a Markov Chain model to determine the selection in a dynamic (or multi-period) environment. A drawback of their model is the rapidly expanding size of the state space, requiring a large amount of data to estimate the model. Gönül and Shi (1998) also develop a multi-period model, where they model both the decisions of the direct mailer and of the customer. In their model they have taken endogeneity into account, but they do not account for the endogenous sample selection, resulting from the partly unobserved heterogeneity. As we will show, neglecting this endogenous sample selection leads to inappropriate estimates. Furthermore, the elegant structural approach of Gönül and Shi (1998) is unfortunately not feasible in our application, as we cannot rely on a sensible specification for the utility of donating money to charity.

We extend the literature on target selection on two topics, that only partially have been dealt with before. They concern endogeneity and sample selection. Endogeneity is a problem, as the probability of receiving a mailing depends on the number of mailings received in the past through the RFM variables. Sampling selection concerns the fact that individuals who have received more mailings are also observed more often. As receiving a mailing depends on both observed and unobserved heterogeneity, the distribution of the unobserved heterogeneity in the sample is influenced by the mailing strategy. As we will show, an adjustment to the likelihood deals with both the sample selection and the endogeneity problem. However, this adjustment is based on the probability of receiving a mailing as a function of the unobserved heterogeneity. When the unobserved heterogeneity is modeled with a discrete mixture model, the correction is obtained straightforward, as
the probability of receiving a mailing can be estimated for each mixture component.

In sum, in this paper we will put forward an econometric model, which can be used to obtain insights into the behavior of individuals as well as for target selection. When analyzing this model, we pay explicit attention to the notion that the data are unlikely to be random, as they are based on the same (or a similar) model used in a previous round. Hence, we focus on target selection, based on a model for response and for monetary value, taking target selection in the past into account.

The outline of our paper is as follows. In Section 2, we present a model that simultaneously describes response behavior to direct mailings and the amount donated in case of response. We then continue with a detailed discussion of the consequences of non-random sampling for the analysis of single mailshots and of sequences of mailshots. The final part of Section 2 presents the estimation strategy needed to obtain consistent estimates of the behavioral model. In Section 3, we present the details concerning the empirical specification of the econometric model, and we discuss the prediction of behavior given the estimates of the parameters. In Section 4, we apply our model to a (random) sample of 900 individuals from a database of a Dutch charitable institution. For illustrative purposes, we show how the empirical results change in case one neglects the fact that the data do not constitute a random sample. Finally, in Section 5, we conclude with a discussion on managerial implications, on limitations to our approach and on topics for further research.

2 Sampling issues and endogeneity

In this section we discuss aspects of data collection and target selection, which are important for a proper analysis of the data with an econometric model. We start with the presentation of a model for the response behavior towards a direct mailing. We then discuss the consequences of various sampling schemes for model estimation, identification and interpretation. As mailing strategies based on selection rules generally do not imply sending the same number of mailings to each individual and the number of mailings received is not independent of behavior, the usual estimation method for latent class models
cannot be used. Therefore, we adapt this method, such that it provides consistent estimates for a sample where some individuals are observed more often than others, as they receive more mailings.

2.1 A model for response behavior

In this section we present a general model that describes response behavior of individuals to direct mailings. We consider a general case, even though our application focuses on a charitable organization with limited database sources. The issues we raise in this paper regarding sample selection and endogeneity are relevant for any kind of latent class model. In our empirical model we distinguish between two types of explanatory variables. The first type, denoted by $x_{it}$, measures observed past behavior at time $t$ for individual $i$, like the number of times an individual has responded to a direct mailing in the last year, or the average amount he or she has spent in the last year, in other words, RFM variables. For further reference we label these as behavioral variables. The second type of variable, denoted by $z_{it}$, measures characteristics of individual $i$, like family size, income, or highest education level. In general, such individual-specific characteristics are approximately constant over a short range of time. Obviously, the variables in $z_{it}$ have some explanatory value for the behavioral variables in $x_{it}$. It is however unlikely that individual characteristics explain behavior completely and in many cases it turns out that past behavior is a better predictor of future behavior than individual characteristics. It is therefore natural to set up an econometric model with both $x_{it}$ and $z_{it}$ as explanatory variables for observed behavior. As it turns out, it is crucial for a modeling strategy to know whether the explanatory variables explain all the systematic variation across the individuals, or whether they do not. Indeed, if not all systematic variation is explained, one has to incorporate unobserved heterogeneity into the model.

Our model for inference and target selection, discussed below in more detail, is based on the following general specification,

$$r^*_{it} = \beta_1 x_{it} + \delta_1 z_{it} + \epsilon_{it},$$

(1)
\[ r_{it} = \begin{cases} 1 & \text{if } r_{it}^* \geq 0 \\ 0 & \text{if } r_{it} < 0, \end{cases} \tag{2} \]

and

\[ \ln y_{it} = \beta_{i} x_{it} + \delta_{2} z_{it} + \varepsilon_{2it}, \tag{3} \]

where equations (1) and (2) constitute a binary choice model for response \( r_{it} = 1 \) or no response \( r_{it} = 0 \) of individual \( i \) to a mailing at time \( t \). Of course, parameters and variables are summarized in vectors. Equation (3) is a standard regression model for the monetary value involved. The model for the response of individual \( i \) correlates the observed response \( r_{it} \) to the observed variables \( x_{it} \) and \( z_{it} \), through the unobserved components in the response model, \( \beta_{i} \) and \( \varepsilon_{it} \). We refer to \( \beta_{i} \) as the individual-specific parameter in the response equation, which is constant over time, and to \( \varepsilon_{it} \) as the random error, with realizations which are mutually independent across individuals and over time. Notice that the individual-specific parameter can be modeled as either a random or a fixed parameter, so \( \beta_{i} \) can also be a random variable. In our final model in Section 3.1, we assume that \( \varepsilon_{it} \) follows a standard normal distribution. Hence, conditional on \( \beta_{i} \), the response of an individual is modeled by a probit model.

The amount of money donated by individual \( i \), \( y_{it} \), can be described using a traditional loglinear regression model as in equation (3). The monetary value depends on past behavior through \( x_{it} \), on individual characteristics through \( z_{it} \), and it also depends on the individual-specific parameter \( \beta_{2i} \). The remaining random error, \( \varepsilon_{2it} \), is uncorrelated with \( x_{it}, z_{it}, \beta_{i}, \) and \( \beta_{2i} \), but is allowed to be correlated with \( \varepsilon_{it} \) in the probit model.

Similarly, the individual-specific parameters in the response model and the monetary value model can also be correlated. An example where this occurs amounts to a mailing aimed at a population that consists of two subpopulations that only differ in the intercepts in \( \beta_{1i} \) and \( \beta_{2i} \). Individuals in the first subpopulation frequently spend a smaller amount, so the intercept in \( \beta_{1i} \) is high, while it is low for \( \beta_{2i} \). Additionally, individuals in the second subpopulation are infrequent responders, but when they respond, the amount spent is high, so the intercept in \( \beta_{1i} \) is low, while it is high for \( \beta_{2i} \), thereby resulting in a negative correlation between the individual-specific intercepts in the two equations.
The interpretation of the parameters in a latent class model is usually not straightforward. This is due to the fact that the parameter estimates for the effects of the observed variables $x_{it}$ and $z_{it}$ have to be interpreted conditional on the individual-specific parameter. This is perhaps best illustrated using an example. Consider the situation in which there is considerable unobserved heterogeneity in the amount of money spent, that is, there is substantial variation in $\beta_{2i}$. Moreover, let there be a small negative effect of the amount spent in the previous mailing on the amount spent in the current mailing for each individual. At first sight, one would expect a negative sample correlation between past and current monetary values. However, this conclusion does not necessarily hold when there is a large variation in the individual-specific effects. It may well be that some donors always give large amounts, although once a bit more and next time a bit less. The same might hold for donors with small amounts. In this case, the persistent individual effect will result in an overall positive correlation between the size of past and current donations, even though conditional on the individual effect there is a negative correlation. In general, interpretation of the individual parameter estimates is difficult and the model seems best be interpreted using simulations of the individual behavior implied by the model.

2.2 Sampling issues

The analysis of the above model depends heavily on the way in which the sample of observations is collected. For example, when information is available for a single random mailing, the parameters $\delta_1$ and $\delta_2$ in (1) and (3) can be identified by relying on additional assumptions about the individual effects. Obviously, without further assumptions, it is not possible to identify $\beta_1$ and $\beta_2$ as $x_{it}$ is not observed. When the sample does not concern random individuals, and the selection rule is generally unknown but it is known that it does not depend on $z_{it}$ only, it is in general not possible to identify the parameters. Notice that such a situation often arises when one buys a mailing list from an outside list provider.

However, when more information is available about individual behavior through observations on a series of mailings, it turns out that the parameters can be identified. As
past behavior is included in the model as an explanatory variable, one should now be very careful with possible endogeneity problems. In this subsection we first discuss the situation of having information on a single mailing. We next consider multiple mailings.

A single mailing

In the situation where there is only data for a single mailing, two aspects of the general model presented above change. First, there is no information on past behavior, so one does not observe \( x_{it} \). Second, as there is only one observation for each individual, it is impossible to disentangle the individual effects from the random errors in (1) and (3). In general, one then typically does not explicitly specify the individual effects in this situation. Individual effects, however, are relevant when analyzing non-random samples of the population of interest as we illustrate next.

Random sampling from data on a single mailing

Consider the situation where a mailing has been sent to individuals who were drawn randomly from the population. Note again that we are interested in the relationship between the observed characteristics \( z_{it} \) and observed behavior \( r_{it} \) and \( y_{it} \) for the individuals in this population. Given the randomness of the sample, this is a standard textbook situation and Maximum Likelihood [ML] estimation gives consistent estimates. If the individual effects and random errors are assumed to be independent, the parameters of the model for the monetary value can be estimated separately using Ordinary Least Squares [OLS]. To our knowledge, this situation does not often occur in practice as target selection rules are commonly used to select the individuals who receive a mailing.

Non-random sampling from data on a single mailing

In case the sample of individuals receiving a mailing is not a random draw from the population of interest, two situations can occur. The difference between these two situations is set by the potential knowledge of the variables used for target selection and also whether these are components of \( z_{it} \) or not. The simplest situation occurs when the variables
used for selection are known and included in the model equations. In this situation the residuals and individual effects still constitute a random sample from their population distributions, conditional on the variables used for selection. Hence, using ML or OLS results in consistent estimates, although the standard errors of the parameter estimates have to be adjusted for the weighting scheme when sampling selectively. The main issue to understand here is that non-random sampling based on explanatory variables does not result in inconsistent parameter estimates.

This consistency result does however not hold when the sampling mechanism is unknown. In this situation it is possible that the sampling mechanism selects individuals based on the unobserved individual effect (like for example income, in case it has not been observed), resulting in a distribution of the individual effects in the sample of observations, which differs from the distribution in the population of interest. In this case, standard ML or OLS procedures do not result in consistent parameter estimates. To obtain consistent estimates of the parameters of interest, one has to make assumptions about the distribution of the individual effects and the random errors, conditional on the individual being selected. Such assumptions do not arise naturally.¹

**Multiple mailings**

Interestingly, when we have information on individuals’ responses to more than one mailing, identification of the individual effects and consequently of all other parameters becomes feasible. The estimation procedure depends on the target selection strategy and also on the assumptions about the individual effects.² We next discuss the estimation strategy in the (in practice unlikely) event of a random mailing strategy. This is then again generalized to the more relevant case of non-random sampling.

¹At first sight, a Heckman-type selection model comes to mind, but, in case of a target selection model, no plausible exclusion restrictions exist and identification is then based on the assumed normality of the errors. Although it is a frequently used model, normality is however not a natural assumption to obtain identification.

²Modeling the individual-specific effects with a latent class model makes estimation much simpler than a model with a continuous distribution for the individual-specific effects. See Wedel et al. (1999) for a discussion of modeling strategies of unobserved heterogeneity.
Random sampling from data on multiple mailings

Estimation of the model with a random sample of observations seems straightforward, at least at the first sight. However, some caution has to be exercised with respect to modeling the individual effects. When a single mailing is analyzed, the observed variables are exogenous. When multiple mailings are analyzed with RFM-type variables as explanatory variables, these variables are not independent of the (possibly unobserved) individual-specific effects, as these individual effects are likely to also have influenced behavior in the past. Including the individual effects in the random error is therefore not allowed and a correct specification of the individual effects is needed. Consistent parameter estimates can be obtained from ML estimation when the individual-specific effects are modeled appropriately, where both a random-effects model and a fixed-effects model can be used. As already discussed above, a target selection rule based on exogenous individual characteristics, when these variables are also incorporated in the model equations, does not change the distribution of the individual effects or the random errors. Hence such a selected sample can be treated as if it were a random sample (of the unobserved components in the model). It should be stressed here that RFM variables are endogenous by nature and that a target selection strategy using RFM variables thus results in a non-random sample of the individual effects.

Non-random sampling from data on multiple mailings

The last situation that we treat in this section is the situation that seems to be most frequently encountered in practice. This concerns the case where one has access to response behavior on a sequence of mailings, where target selection has been based on some aspects of past behavior. We have already indicated that obtaining consistent estimates of the parameters of interest is difficult when only information on the response is available for a single mailing and selection has been based partly on the individual effects. In contrast, when information about multiple mailings is available, the individual effects are identifiable and it becomes feasible to obtain consistent estimates. However, we then
still have the problem of endogeneity of the RFM variables. As for the random sample, correct modeling of the individual-specific effects circumvents such endogeneity problems. Fortunately, as we will show next, endogeneity can be seen as a sample selection issue, and hence it can again be related to a misspecification of the distribution of individual effects.

The most robust method for modeling individual-specific effects is a fixed-effects model, where for each individual a separate individual effect is modeled. However, in many practical marketing situations one does not have a large enough number of observations for each individual and the number of parameters in a fixed-effects model in general will be too large, see for example Rossi and Allenby (1993) for a discussion on this matter. Modeling the individual-specific effects as a random effect, which is distributed in the population according to some parameterized distribution, is then a frequently used solution. Two broad classes of distributions can be distinguished in the literature. The first class of distributions involves continuous distributions, such that the individual effect can take a large (infinite) number of possible values, see for example Gönül and Srinivasan (1993). The second class of distributions is discrete in nature. The model with a discrete distribution has received two interpretations in the literature. The first one is a latent class model where it is assumed that there are actually a finite number of support points, the latent classes, for the discrete distribution, see Kamakura and Russell (1989) or Wedel and Kamakura (1999). The second interpretation assumes that there is some unknown, possibly continuous, distribution of the individual effects in the population. This unknown distribution is then approximated with a finite number of discrete points. The approximation of the unknown population distribution improves with the size of the sample, as the number of support points increases with sample size. In this interpretation, the model is a semi-parametric model, see Heckman and Singer (1984).

When the sample is not a random draw from the population of interest, modeling the unobserved heterogeneity with a discrete distribution of the individual effects has large advantages over a model with a continuous distribution. The basic advantage originates from the fact that one does not necessarily obtain information on all individuals in the
population. And, getting information about the sample distribution of a non-random sample of a continuous distribution is known to be very difficult. When a latent class model is assumed for the individual effects, the latent classes do not change by non-random sampling from this population. The only consequence of non-random sampling from the various latent classes is that the probabilities with which each latent class occurs in the population are not identified. It is even possible that a latent class is never selected, so it gets assigned a probability mass of zero. When the discrete distribution is interpreted as an approximation to the unknown distribution, the estimated approximation will be an approximation of the sample distribution and not of the population distribution. Fortunately, this is sufficient as only information about the sample population of the individual effects is needed for parameter estimation.

2.3 Model estimation on a selected sample

Our general conclusion from the discussion in the previous subsection is that response behavior to direct mailings that are sent out using some target selection mechanism is done best with information on multiple mailings. Moreover, it is important that individual heterogeneity is taken into account and the simplest way to do this is by using a latent class model. There is now one further issue that needs to be solved. Current estimation techniques for latent class models cannot be applied to a panel with different numbers of observations for each individual, what is usually called an unbalanced panel. For standard regression models, weighting methods have been developed to correct for this, see Fitzgerald et al. (1998) and Ter Horst et al. (2001). For latent class models, the approaches are not feasible, as it is not possible to identify or to know on beforehand the latent class for each observation, when the weights still have to be determined.

A natural approach may now be to incorporate the mailing decision into the likelihood. A simple example in the Appendix shows that this leads to consistent estimates of the segment probabilities, conditional on the assumption that the other parameters

---

3When each member of the population is mailed at least once, the whole population is observed and the observed sample of individuals is again a random sample of the population.
are estimated consistently. As some segments are observed more often than others, it is likely that only the segment probabilities are influenced by this partial observability. The full likelihood to be maximized with \( N \) observations, \( T \) mailings, and \( S \) latent classes, is therefore

\[
\prod_{i=1}^{N} \sum_{s=1}^{S} p_s \prod_{t=1}^{T} L(r_{it}, y_{it}; s)^{I_{it}} q_s^{I_{it}} (1 - q_s)^{1 - I_{it}},
\]

where \( I_{it} \) is an indicator function with value 1 if individual \( i \) received a mailing at time \( t \) and 0 otherwise, and where \( L(r_{it}, y_{it}; s) \) denotes the likelihood of observing \((r_{it}, y_{it})\) when the individual is in latent class \( s \). This likelihood will be discussed in more detail in the next section. Finally, \( q_s \) is the probability that an individual in latent class \( s \) receives a mailing. When \( I_{it} = 0 \), \( L(r_{it}, y_{it}; s)^{I_{it}} \) equals 1. Notice that the probabilities to receive a mailing serve as weights in the likelihood function. As the weights depend on the latent classes, it is not feasible to estimate them a priori. It should be mentioned that the adjustment to the likelihood for the mailing strategy depends critically on the assumption of a latent class model. When a continuous mixture model is used one would have to estimate the probability of receiving a mail for each possible value of the unobserved heterogeneity. Although one could specify and estimate some parametric specification, we do not opt for this, as there is no guidance with respect to the correct specification. And, misspecification results in inconsistency of the parameters of interest. In the next section we will provide more details on the model.

3 Empirical model

To illustrate the proposed estimation strategy we apply it to the observed behavior of respondents to the mailings of a charitable organization. In Section 3.1 we specify in more detail our econometric model. Section 3.2 discusses out-of-sample prediction for donations, based on the parameter estimates. Such predictions can be used for future target selection.
3.1 Model specification

In Section 2.1 we presented the general model of interest, which deals with individuals’ response behavior and the amounts being donated. Since we do not have information on individual characteristics in our sample (see Section 4), we exclude $z_{it}$ from the model equations below. We assume that $\varepsilon_{1it}$ and $\varepsilon_{2it}$ are distributed with a normal distribution with covariance matrix $\Sigma = \begin{pmatrix} 1 & \sigma_{12} \\ \sigma_{12} & \sigma_{22} \end{pmatrix}$, so $(\varepsilon_{1it}, \varepsilon_{2it}) \sim N(0, \Sigma)$.

The model we propose is a type-2 Tobit model, see Amemiya (1985, p. 385–386). The likelihood contributions for this model are presented here for completeness, see Amemiya (1985), that is,

$$L(r_{it}, \ln y_{it}; \beta; \Sigma) = (\Phi(-\beta_{1i}x_{it}))^{1-r_{it}} \left( \Phi\left(\frac{1}{\sigma_{22}}\phi(\varepsilon_{2t})\right) \right)^{r_{it}}$$

with $e_1 = (\beta_{1i}x_{it} + \frac{\sigma_{12}}{\sigma_{22}}(\ln y_{it} - \beta_{2i}x_{it})) / \sqrt{1 - \frac{\sigma_{12}^2}{\sigma_{22}^2}}$ and $e_2 = \frac{\ln y_{it} - \beta_{2i}x_{it}}{\sigma_{22}}$. These likelihood contributions\textsuperscript{4} are conditional on the unobserved heterogeneity in the parameter, $\beta_i \equiv (\beta_{1i}, \beta_{2i})$. As will generally be the case, there are not enough observations for each individual to identify $\beta_i$ for each individual. Therefore we have to make distributional assumptions about the unobserved heterogeneity. Wedel et al. (1999) argue that the choice between a discrete and a continuous distribution for the individual specific parameters is difficult and often a matter of convenience. It should be mentioned though that we have concluded in Section 2 that parameter estimation of a model based on a non-random sample is straightforward when a discrete distribution is used, while this is not the case with a continuous distribution. We therefore assume a discrete distribution for the individual specific effects in our model. More specifically, we follow the latent class interpretation, and so the distribution has a finite but unknown number of mass points.

Assume for the moment that we know the number of latent classes in our sample, say $S$. In this case we have to estimate $S$ individual-specific parameter vectors, $\beta^1, \ldots, \beta^S$. The sample probabilities of these classes are denoted by $p_1, \ldots, p_S$, with $\sum_{s=1}^S p_s = 1$. These

\textsuperscript{4}Our true interest lies in the response behavior of the individuals. The mailing strategy is not of primary concern, but it is modeled to obtain consistent estimates for the model of interest, as we have discussed in Section 2.
probabilities also need to be estimated. Notice here that there might exist more latent classes in the population and that the sample probabilities, which have to be estimated, do not necessarily correspond to the population probabilities.

The number of latent classes in the sampled population, is unknown. Unfortunately, statistical testing for the number of latent classes is not possible as under the restriction \( \beta^s = \beta^l \) for \( l \neq s \), one of the mixing proportions \( p_s \) is not identified. This phenomenon is known as the Davies (1977) problem. Therefore, to determine the number of latent classes \( S \) we increase the number of latent classes until the Schwarz/Bayesian Information Criterion [BIC] does not decrease anymore, see Jain et al. (1994) for a similar and successful approach to brand choice models.

As we have discussed in Section 2.3, estimation of latent class models is not straightforward when individuals in some latent classes receive more mailings than individuals in other classes. In our data there is a substantial amount of variation in the number of mailings received by the individuals. As the charitable organization (which has provided us with the data) sends its mailings using an RFM-based selection mechanism, it is likely that the number of mailings received also depends on the latent classes. We therefore have to model the mailing process too.

3.2 Prediction

Modeling response behavior of individuals is usually done in order to predict responses to future mailings. To generate an out-of-sample forecast for each individual, we need the explanatory variables, \( x_{it} \), but also we have to take the unobserved heterogeneity into account. This can be done using the estimated sample distribution of the latent classes. However, this does not seem to be the best possible predictor, as we can also learn about the individual specific effects from past behavior. Therefore, we first discuss how we can update our knowledge of unobserved heterogeneity through Bayesian learning or Bayesian updating. Finally, this subsection closes with a discussion on obtaining predictions of individual behavior, given observed past behavior.
Bayesian Learning

When we estimate the model we also obtain estimates of the sample probabilities of the latent classes, \( \hat{p}_s, s = 1, \ldots, S \). These probabilities provide estimates of the probabilities that an individual is member of a certain class. When we do not have additional information on an individual, these probabilities can be used for prediction. However, when we also have information on past behavior, this information can be used to update the information on class membership. This updating is done through Bayesian learning. Let \( p_b(i, t) \) denote the updated probability that individual \( i \) is in class \( s \). When no information is available, \( (t = 0) \), these probabilities are the estimates for the whole sample, that is, \( p_b(i, 0) = \hat{p}_s \). Adding the information from observations, these probabilities can be updated according to

\[
p_b(i, t) = \frac{p_b(i, t - 1) L(r_{it}, \ln y_{it}; \hat{\beta}_s^s, \hat{\Sigma})}{\sum_{k=1}^{S} p_k(i, t - 1) L(r_{it}, \ln y_{it}; \hat{\beta}_k^k, \hat{\Sigma})},
\]

for \( i = 1, \ldots, I \) and \( t = 1, \ldots, T_i \), where \( L(r_{it}, \ln y_{it}; \hat{\beta}_k^k, \hat{\Sigma}) \) is given in (5). In the ideal case one eventually learns to which latent class an individual belongs, that is, for large \( t \) \( p_b(i, t) \) becomes 1 for the class of which the individual is a member and zero for the other classes.

Forecasting

The estimated model can be used to forecast future response behavior, and hence can be used for target selection. First we consider the probability that an individual \( i \), who belongs to latent class \( s \) and has RFM characteristics \( x_{i,T_i+1} \), responds to a mailing at time \( T_i + 1 \), that is,

\[
\Pr[r_{i,T_i+1} = 1; \hat{\beta}_s^s, \hat{\Sigma}] = \Pr[\varepsilon_{i,T_i+1} \geq -\hat{\beta}_1^s x_{i,T_i+1}] = \Phi(\hat{\beta}_1^s x_{i,T_i+1}).
\]

(7)

Given a response to this mailing, the expected donation of individual \( i \), which belongs to class \( s \) with characteristics \( x_{i,T_i+1} \) can be shown to equal

\[
E[y_{i,T_i+1} | r_{i,T_i+1} = 1; \hat{\beta}_s^s, \hat{\Sigma}] = \exp(\hat{\beta}_2^s x_{i,T_i+1} + \frac{1}{2} \hat{\Sigma}_{22}) \frac{(1 - \Phi(-\hat{\beta}_2^s x_{i,T_i+1} - \hat{\sigma}_{12}))}{1 - \Phi(-\hat{\beta}_2^s x_{i,T_i+1})}.
\]

(8)
The expected donation that is to be received from an individual to which a mailing has been sent can now be obtained from multiplying the probability to response (7) with the expected donation given response (8).

The predictions of response behavior presented above all condition on knowing the latent class of the individual. As we do not know this latent class, we have to weight the predictions derived above with the probabilities with which the individual is a member of each class. Therefore, the prediction for the probability with which an individual responds to the mailing is in fact

\[ \Pr[r_{i,T_i+1} = 1; \{ \hat{\beta}^s, s = 1, \ldots, S \}, \hat{\Sigma}] = \sum_{s=1}^{S} p_s(i, T_i) \Pr[r_{i,T_i+1} = 1; \hat{\beta}^s, \hat{\Sigma}]. \]  

(9)

Similarly, one can obtain predictions for the expected amount of money received, conditional on response or not. The predicted response probabilities and expected donations can now be used by the charitable organization to select which individuals from their database should receive a mailing in a next mailshot. In practice, the charitable organization faces costs that have to be taken into account in their selection rule. The charitable organization faces two types of costs, that is, the mailing cost \( c_m \) (letter and stamp) and the costs of cashing cheques \( c_c \). The optimal selection rule will only select those individuals for whom the net unconditional expected donation (given characteristics \( x_{i,T_i+1} \)) exceeds zero, that is,

\[ \mathbb{E}[y_{i,T_i+1}; \hat{\theta}] - c_m - c_c \Pr[r_{i,T_i+1} = 1; \hat{\theta}] > 0, \]  

(10)

where \( \Pr[r_{i,T_i+1} = 1; \hat{\theta}] \) is defined in (9) and \( \mathbb{E}[y_{i,T_i+1}; \hat{\theta}] \) is defined similarly. The latter term corresponds to the expected costs of cashing a cheque.

4 Application to Dutch Charity Donations

We now have the complete specification of the econometric model and the tools to predict future behavior, based on the parameter estimates of the model. In this section our focus will be on estimating a model based on multiple mailings from a Dutch charitable organization, which enables us to estimate the individual-specific parameters in the model.
In Section 4.1, we describe the data. In Section 4.2, we present the estimation results and the performance of target selection rules based on our model and we compare it with the target selection rule of the charitable organization and with target selection rules based on alternative, though basically inadequate, models.

4.1 Data

Our database contains information on the donation behavior of almost 800,000 individuals for a large Dutch charitable organization for the period 1994–1999. We will use data for 1994–1998 for model specification and leave 1999 for evaluation. During the total period, the organization has sent 22 mailings (at 3 month intervals), but of course not always to everyone. Each time, the charitable organization selects targets from the full set based on RFM variables. It is known for each individual in the database whether a mailing has been sent at each of the 22 occasions, whether the individual has responded to this mailing, and the amount of the donation in Dutch guilders\(^5\).

A random sample of 900 individuals is drawn from the total database. On average, they have received 7 mailings between 1994 and 1998. The last year in the database (1999) is used for the evaluation the model performance on target selection. The information concerning earlier mailings is used to construct RFM variables which we can use to explain response behavior and the (natural log) size of the donation. The response rate in the period 1994–1998 is about 34%. The average donation given response is 19.75 guilders with a minimum of 1 guilder and a maximum of 250 guilders.

RFM variables are used as explanatory variables in the model for response behavior and for donation. To be more precise, we use a dummy variable indicating whether an individual has responded to the last mailing (Recency), the proportion of mailings the individual has responded to (Frequency), and the natural logarithm of the average amount donated in the past (Monetary value). The variables are chosen such that they do not depend on the mailing policy used by the charitable organization. In previous research, Recency is often defined as the time since the last response (Bitran and Mondschein (1996),

\(^5\)One Dutch guilder is about 0.45 euro.
Bult and Wansbeek (1995), Gönül and Shi (1998)). However, this variable depends on whether (and how many) mailings an individual has received since the last response. Similarly, frequency is commonly defined as the number of purchases (or reactions) in a certain time period (Bitran and Mondschein (1996), Bult and Wansbeek (1995), Gönül and Shi (1998)). Again this variable depends on the number of mailings received. To avoid dependence on the mailing strategy, we adopt the combination of these two, that is, the proportion of responded mailings. Defining Monetary Value as the average expenditure is not new, see Gönül and Shi (1998), while Bitran and Mondschein (1996) used the amount of the last expenditure. Average expenditure might have somewhat more face validity as it is a measure of long term behavior. It is of course possible to include more or other RFM-type variables in the model but some preliminary analysis indicated to us that this did not increase the target selection performance of our model, and hence we stick to the three mentioned variables.

The charitable organization itself each year decides on the number of mailings it sends to the individuals on their own list. It either does not send a mailing, or it sends 1, 2, 3, or at most 4 mailings. This decision is made using an RFM-based selection mechanism, which is not known by us.

4.2 Empirical Results

In this section we discuss the results of the model developed in Section 2. The first part of the model, equations (1) and (2), explains the response behavior of individuals. The size of the gift is modeled by the regression in equation (3). The model parameters are estimated based on the mailings sent between 1994 and 1998 to the 900 individuals in our sample.

The proposed model allows for heterogeneity in response behavior among individuals and takes into account that some individuals have received more mailings than others. The heterogeneity is modeled using a latent class formulation. The number of mixture components necessary to model the heterogeneity across the individuals is selected according to the BIC. The optimal number of mixture components turns out to be three.
We start with a discussion of the parameter estimates. Next we discuss the predicted response behavior to a mailing that follows from the parameter estimates. Based on predicted behavior we discuss various target selection rules and the resulting revenues. These revenues are compared to the revenues generated by the current selection rule of the charitable organization and to the revenues of a selection rule based on parameter estimates that are not corrected for the effect of previous target selection.

**Estimation results**

Table 1 shows the maximum likelihood parameter estimates for the resulting model with estimated standard errors in parentheses. The log-likelihood function is maximized using the BHHH algorithm of Berndt et al. (1974). To avoid identification and optimization problems that arise when latent class specific covariance matrices are allowed for, we assume that the covariance matrix, $\Sigma$, is the same for all latent classes. The estimate of $\sigma_2$, the standard error of the residual in the donation equation, equals 0.337 with a standard deviation of 0.007. The correlation between the stochastic components in the response and amount equation turns out to be reasonably high, as it is estimated to be 0.690 with a standard deviation of 0.030. The parameter estimates of the latent class specific parameters are presented in Table 1.

The general conclusion from Table 1 is that the parameters of the response equation and the donation equation differ substantially. This clearly confirms the relevance if the Tobit-2 specification, which distinguishes between the decision to respond and the amount to donate.

Although the estimation methodology uses latent classes as its terminology, marketers usually talk about segments and market segmentation. In principle, each latent class identifies a segment in the customer base of the charitable organization. In discussing the results we will talk about segments instead of classes. The parameter estimates for each segment are not straightforward to interpret, as for each segment both the parameters and the explanatory variables will be different. Consequently, we can discuss the different effects of the explanatory variables, but it is not straightforward to predict which segment
Table 1: Parameter estimates for the response equation and for the donation equation (standard errors in parentheses).

<table>
<thead>
<tr>
<th></th>
<th>Segment 1</th>
<th>Segment 2</th>
<th>Segment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Response equation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-2.385</td>
<td>-0.888</td>
<td>-0.508</td>
</tr>
<tr>
<td>ln(Average Donation)</td>
<td>0.138</td>
<td>-0.130</td>
<td>-0.152</td>
</tr>
<tr>
<td>Prop. Resp. Mailings</td>
<td>2.206</td>
<td>1.940</td>
<td>0.733</td>
</tr>
<tr>
<td>Resp. Last Mailing</td>
<td>0.573</td>
<td>-0.098</td>
<td>0.147</td>
</tr>
<tr>
<td><strong>Donation equation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.477</td>
<td>-0.091</td>
<td>-0.320</td>
</tr>
<tr>
<td>ln(Average Donation)</td>
<td>1.004</td>
<td>0.923</td>
<td>0.706</td>
</tr>
<tr>
<td>Prop. Resp. Mailings</td>
<td>0.389</td>
<td>0.207</td>
<td>-0.168</td>
</tr>
<tr>
<td>Resp. Last Mailing</td>
<td>0.072</td>
<td>-0.037</td>
<td>0.146</td>
</tr>
<tr>
<td>Segment Memb. Prob.</td>
<td>0.493</td>
<td>0.476</td>
<td>0.031</td>
</tr>
<tr>
<td>Mail Rec. Prob.</td>
<td>0.501</td>
<td>0.810</td>
<td>0.681</td>
</tr>
</tbody>
</table>

is most responsive or most profitable. We will discuss this issue when we look at predicted response behavior for each segment. In these predictions we take into account both the heterogeneity in explanatory variables among the segments and the different parameter estimates for each segment.

However, Table 1 does provide some useful insights. First of all, we see that there are substantial and highly significant differences between the probabilities with which each of the segments receives a mailing from the charitable organization. This indicates that there is a clear need to correct for the non-random mailing strategy of the charitable organization. The table also presents the segment membership probabilities, which indicate that there are two large segments that both represent almost 50% of the sample. The third segment is much smaller and comprises about 3% of the sample.

The estimates of the segment specific parameters also reveal an interesting fact. Comparing the two largest segments, we see that for the largest segment there is positive
feedback from previous behavior. Higher donations and higher response rates in the past and responding to the last mailing all have a positive effect on the probability of responding and on the amount that is donated. This is in contrast with the estimated feedback effects for the second largest segment, where all the estimated effects are lower than for the largest segment. This is in itself not worrying, but the negative effects of average past donations and responding to the last mailing on the response probability are, at least, for the charitable organization. There is also a negative effect of responding to the last mailing on the expected amount, although this is not significant. These negative feedback effects, especially the effect of responding to the last mailing, indicate that this segment might receive too many mailings from the charitable organization. The estimates of the mail reception probabilities indicate that this segment does receive 60% more mailings than the largest segment, so an “irritation” effect for this segment seems plausible.

The information about the behavioral model contained in the smallest segment is not sufficient to obtain precise estimates. The only significant effect is the effect of average past donation on the current donation. It should also be noted that the feedback effects of the past mail response rate on the response probability and the effect of past donated amount on the current amount are significantly smaller than in the other two segments. The number of mailings this segment receives is in between that of the other two segments.

**Predicted behavior and target selection**

In this section we will describe the response and donation behavior of the three segments based on the predicted and actual behavior for the first mailing in 1999. This mailing was not used for estimation. The segments can be characterized by the average values of the RFM variables and by average behavior. Since we do not know which donors are in which segment, the statistics we provide in this section are based on the posterior segment membership probabilities for each donor. In Table 2 we present the average values of the RFM variables that are relevant for the response to the first mailing in 1999. From this table it is clear that Segment 2 has the best RFM characteristics, especially when it concerns the average response rate in the past and the percentage of individuals in the
Table 2: The average value of the RFM-variables.

<table>
<thead>
<tr>
<th></th>
<th>Segment 1</th>
<th>Segment 2</th>
<th>Segment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Donation</td>
<td>14.99</td>
<td>20.60</td>
<td>19.38</td>
</tr>
<tr>
<td>Prop. Reps. Mailings</td>
<td>41.4%</td>
<td>56.2%</td>
<td>46.7%</td>
</tr>
<tr>
<td>Resp. Last Mailing</td>
<td>27.6%</td>
<td>42.1%</td>
<td>31.2%</td>
</tr>
</tbody>
</table>

segment that responded to the last mailing. Segment 1 is characterized by low response rates and low amounts donated. Based on these observations, it might be justified that the charitable organization does not mail this segment very often.

These differences in RFM variables in combination with the segment specific parameter estimates result in different predicted response rates to mailings. In Figure 1 we present the distribution function of the predicted response probabilities for the three segments. Here we see clearly that the distribution function for Segment 2 is more to the right than that of the other segments. This indicates that the individuals in Segment 2 are substantially more likely to respond than the individuals in the other segments. When we look for example at a response probability of 50%, we can see in the figure that for Segment 2, about 50% of the segment members have a lower response probability, while this is 85% and 90% for Segment 1 and Segment 3, respectively. Notice that 20% of the individuals in Segment 3 and 60% of the individuals in Segment 1 have a response rate below 10%.

Insert Figure 1 about here.

Insert Figure 2 about here.

A similar figure is presented in Figure 2, where the cumulative distributions of the amount donated, conditional upon responding to the mailing is depicted. The highest donations can be expected from the individuals in Segment 2, followed by Segment 1 and
Segment 3. The donations of individuals in Segment 3 are very low, with about 90% below 10 guilders.

The most important conclusion to be drawn from Figures 1 and 2 is that the segments differ substantially in their predicted response behavior. However, the ordering of the segments is rather stable, where Segment 2 is most promising with respect to both response probabilities and amounts donated. Whether Segment 1 is more interesting than Segment 3 depends on the dimension of response behavior one is interested in. When a rule such as proposed by Bult and Wansbeek (1995) is used (selecting the individuals with the highest response probabilities), Segment 3 is more promising, while target selection based on amount donated would focus more on Segment 1.

Insert Figure 3 about here.

The most relevant variable to use for target selection, however, might be expected revenues, which is the probability of responding times the expected amount of money that is donated, conditional on response. In principle, one might want to correct for the costs of sending a letter and the costs of collecting the money as is done in equation (10), but we do not have information on such costs, so we are not able to do so. The distribution of expected revenues for each of the segments is presented in Figure 3. This figure shows that expected revenues from Segment 3 are substantially lower than the expected revenues from the other segments. The high response rates and high donated amounts for Segment 2 result in substantial differences with the other segments.

The conclusion that one draws from the predicted behavior in the three figures is rather different from the conclusion one would draw from the average RFM variables presented in Table 2. Based on the average RFM variables, Segment 1 seems rather unattractive, even when it is compared to Segment 3. The way in which past behavior affects current behavior, however, is different, as can be concluded from Table 1. The differences in the dynamics in response behavior, captured by the differences in parameter estimates, cause the differences in RFM variables to be rather uninformative about current behavior.
When we want to develop a target selection rule, we do not have to target all the members of a particular segment at once. It is even not possible to do so, as segment membership is not observed. Using the posterior probabilities for segment membership of each of the segments, we can make predictions of the response probability and the amount donated by each individual. These predictions are weighted averages of the predictions for an individual conditional on segment membership. Using these predictions, the charitable organization could decide to send a mail to the individuals with the highest predicted probability of responding, the highest predicted amount donated, or the highest expected revenues.

To evaluate target selection based on our model, we compare it with the target selection rule currently used by the charitable organization and with a target selection rule where the parameter estimates are not corrected for previous target selection by the charitable organization. Two problems arise if one wants to compare target selection rules. First, if one considers different selection methods, one may expect that some individuals will be selected by all selection methods, while some individuals will only be selected by one of the selection strategies. Hence, to compare the different selections strategies one has to send mailings to the joint set of individuals that are selected by all target selection strategies. Fortunately, the charitable organization sends the first mailing in each year to all individuals in the database. Therefore, the response to this mailing is known for all individuals. This allows us to compare the different target selection procedures.

The second problem that arises is that we do not know the exact target selection rule implemented by the charitable organization. The organization uses some selection rule based on RFM-scores. These scores are determined at the beginning of the year and are unknown to us. We however do know a ranking of individuals into 3 groups depending on their RFM score. The individuals are ranked on their RFM scores and the best 35% end up in group A, the next 20% end up in group B, the remaining 45% end up in group C.

In the first panel of Table 3 we report the total revenue, the revenue per individual and the response rate for each group (A through C) for the first mailing of 1999 for three selection rules. The selection rules in this panel are based on the parameter estimates
Table 3: Performance of target selection rules.

<table>
<thead>
<tr>
<th></th>
<th>Total Revenue</th>
<th>Revenue per Mail</th>
<th>Response Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model with latent classes and correction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selection on expected revenues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Top 35%</td>
<td>4375</td>
<td>14.44</td>
<td>52%</td>
</tr>
<tr>
<td>B: Middle 20%</td>
<td>809</td>
<td>4.45</td>
<td>32%</td>
</tr>
<tr>
<td>C: Bottom 45%</td>
<td>569</td>
<td>1.44</td>
<td>12%</td>
</tr>
<tr>
<td>Selection on response rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Top 35%</td>
<td>3268</td>
<td>10.79</td>
<td>54%</td>
</tr>
<tr>
<td>B: Middle 20%</td>
<td>1445</td>
<td>7.94</td>
<td>35%</td>
</tr>
<tr>
<td>C: Bottom 45%</td>
<td>1040</td>
<td>2.64</td>
<td>10%</td>
</tr>
<tr>
<td>Selection on amount donated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Top 35%</td>
<td>3812</td>
<td>12.58</td>
<td>36%</td>
</tr>
<tr>
<td>B: Middle 20%</td>
<td>1156</td>
<td>6.35</td>
<td>38%</td>
</tr>
<tr>
<td>C: Bottom 45%</td>
<td>785</td>
<td>1.99</td>
<td>22%</td>
</tr>
<tr>
<td><strong>Selection of the charitable organization</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Top 35%</td>
<td>3168</td>
<td>10.46</td>
<td>41%</td>
</tr>
<tr>
<td>B: Middle 20%</td>
<td>959</td>
<td>5.27</td>
<td>28%</td>
</tr>
<tr>
<td>C: Bottom 45%</td>
<td>1626</td>
<td>4.13</td>
<td>23%</td>
</tr>
<tr>
<td><strong>Model with latent classes, without correction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selection on expected revenues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Top 35%</td>
<td>4307</td>
<td>14.21</td>
<td>53%</td>
</tr>
<tr>
<td>B: Middle 20%</td>
<td>907</td>
<td>4.98</td>
<td>32%</td>
</tr>
<tr>
<td>C: Bottom 45%</td>
<td>539</td>
<td>1.37</td>
<td>12%</td>
</tr>
</tbody>
</table>
reported in Table 1. The first case displays the performance when target selection is based on expected revenues. The individuals that have the highest predicted revenues end up in the top segment, while the individuals with the lowest predicted revenues are assigned to the bottom segment. From the response percentages and the average revenue per mail for the three segments we can conclude that our model is very well capable of differentiating between individuals with high and low potential. Revenue per mail is three times higher for the top segment than for the middle segment, while it is ten times higher than the revenue for the bottom segment.

The other two cases in the first panel of Table 3 present the performance of target selection rules when selection is based on predicted response rates and predicted amounts donated. When target selection is based on response rates, as is proposed by Bult and Wansbeek (1995), the third column of the table shows that this target selection rule is indeed better able to differentiate with respect to actual response percentages. The response rate in the top segment is 54%, which is higher than the response rate in the top segment when segmentation was based on expected revenues. However, the first two columns indicate that these higher response rates do not result in higher revenues for the top segment. When selection is based on amount donated, we see that the segments do not differ much in their observed response rates. The response rate in the top segment is even lower than the response rate in the middle segment. However, the performance of this target selection rule with respect to average revenues is better than the performance of the selection rule based on response rates.

The performance of the target selection rule currently in use by the charitable organization is presented in the second panel of Table 3. The results show that the selection rule of the charitable organization is capable of dividing the individuals according to their donating behavior. However, the performance of their target selection with respect to revenues is rather poor. It is worse than all three target selection rules we designed using the estimation results of our model. Revenues in the top segment of the charitable organization are lower than revenues in the top segment of the other selection rules, and moreover the middle and bottom segment of the charity are very similar.
The last panel of the table presents the performance of a selection rule that is based on the estimation results of the tobit-2 model without correcting for systematic differences in observation frequency. Although this model is inadequately estimated, the performance of the target selection rule based on the estimates is comparable to the performance when estimation is done properly. One reason for this is that even though we find substantial differences in mail reception probabilities, the target selection rule used by the charitable organization seems close to random, as indicated by its performance described above. When target selection is random, the correction we developed may not yield dramatic improvements and differences between the model with and without correction are not to be expected.

The comparison of the target selection rules described above results above is based on the performance on a certain (fixed) part of the sample. In practice, one also needs to determine how many individuals will be selected. Our model can explicitly determine the optimal cut-off point, using equation (10). This selection rule states that only those individuals should be selected for which expected revenue of a mailing is higher than the costs.

5 Conclusions

In this paper we proposed a target selection rule for direct mailings, based on a model that jointly estimates incidence and quantity, while accounting for historical target selection. Not everyone in the database has an equal probability of receiving a mailing, as the direct writer only mails those individuals who are considered to be most profitable. We have shown that by allowing for unobserved heterogeneity and extending the likelihood to incorporate the mailing strategy, previous target selection can be taken into account. Using data from a charitable organization, we showed how our model can lead to improved results in various respects. In this section we discuss some managerial implications of our model. Additionally, we review possible limitations and topics for further research.
5.1 Managerial Implications

In practice, companies often rely on models that maximize response and not revenues. We showed that a selection based on response does not result in optimal revenues. Extending the model to include the expected amount improves the target selection rule dramatically, but also selection on amount donated instead of response performs better. Taking the effect of previous target selection of the charitable organization on observability into account does not improve the selection rule substantially. This might be due to an ineffective selection rule that has been implemented in the past. When selection is close to random, there will be almost no sampling effects. Differences will be larger when a better target selection rule would have been applied. The main conclusion for managers is that it pays off to construct a full-blown model, while taking account of previous direct marketing strategies. The use of only RFM based selection rules is not to be indicated, as is indicated by the conclusion one would draw from Table 2 for the largest segment.

5.2 Limitations and Topics for Future Research

There are a couple of limitations to our model and empirical analysis, although they all seem to generate interesting topics for further research. A first limitation concerns the fact that we only considered individuals who did donate to the same charity. Indeed, only because of this focus we could construct RFM variables. However, for a charitable organization it is usually also of interest to acquire new donors. New prospective charity donors are often selected from mailing lists, which are provided by firms other than the charity itself. These firms provide lists of zip codes and addresses of individuals who they think might be willing to donate to charity. Hence, again there is a selection step, which should be included in the model in order to reduce sample selection effects. Even though one usually only knows some characteristics of individuals or households when they have certain zip codes, it should be possible to match this information with the RFM variables of individuals with for example the same zip codes. As this means that one has to draw inference on individuals on the basis of estimated characteristics of groups of individuals (for example, those who have the same zip codes), one has to resort to what are called
ecological inference techniques.

Secondly, the selection rule provides the optimal selection rule in a one period setting. One could imagine that delaying mailings could lead to even higher revenues, see Gönül and Shi (1998). The results in this paper show that, to determine such a dynamic selection, one should better consider a model for both response and amount.
A Appendix

In this appendix we show for a simple example that maximizing the likelihood function which includes the mailing process results in consistent parameter estimates. The structure of the likelihood indicates that this correction will also work when the data have been generated with a similar mechanism.

Suppose there are two periods and two latent classes. In the first period, all individuals are observed. In the second period, individuals in latent class 1 are observed with probability $q_1$, while individuals in latent class 2 are observed with probability $q_2$. The relevant population has a fraction $p_1$ of individuals in latent class 1, leaving a fraction $p_2 = 1 - p_1$ of individuals in class 2. Our interest is in the estimation of model parameters based on a sample where observability depends on the latent class. Without loss of generality we assume that the likelihood of observing $y$ for an individual in class $s$ in period $t$ equals $L_t(y; s)$.

When a random sample of individuals is drawn from this population, a fraction $p_1q_1 + p_2q_2$ of the $N$ individuals will have two observations, while for the other individuals we have only one observation. For the individuals with two observations, the probability of observing $y_1$ in period 1 and $y_2$ in period 2 equals:

$$\frac{p_1q_1L_1(y_1; 1)L_2(y_2; 1) + p_2q_2L_1(y_1; 2)L_2(y_2; 2)}{p_1q_1 + p_2q_2}. \quad (11)$$

A similar expression can be obtained for the individuals who are observed only once.

The average log-likelihood function based on the likelihood in equation (4) is

$$\frac{1}{N} \sum_{i=1}^{N} \sum_{s=1}^{S} p_s \prod_{t=1}^{T} L_t(y_{it}; s)^{I_{st}^t} q_{st}^{I_{st}^t} (1 - q_{st})^{1 - I_{st}}. \quad (12)$$

We now analyze what happens with the estimates for the segment probabilities under the assumption that the other parameters are estimated consistently. We therefore investigate the consistency of the segment membership probabilities. Maximizing the log-likelihood in (12) with respect to $p_1$ results in the following first-order condition

$$0 = \frac{1}{N} \sum_{i=1}^{N} \left[ \prod_{t=1}^{T} L_t(y_{it}; 1)^{I_{st}^t} q_{st}^{I_{st}^t} (1 - q_{st})^{1 - I_{st}} - \prod_{t=1}^{T} L_t(y_{it}; 2)^{I_{st}^t} q_{st}^{I_{st}^t} (1 - q_{st})^{1 - I_{st}} \right] \frac{p_1 \prod_{t=1}^{T} L_t(y_{it}; s)^{I_{st}^t} q_{st}^{I_{st}^t} (1 - q_{st})^{1 - I_{st}}}{\sum_{s=1}^{S} p_s \prod_{t=1}^{T} L_t(y_{it}; s)^{I_{st}^t} q_{st}^{I_{st}^t} (1 - q_{st})^{1 - I_{st}}} \quad (13).$$
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Notice here that the denominator is exactly the likelihood of an individual \( i \), which stems from \( \frac{\partial \log(x)}{\partial x} = \frac{1}{x} \). The presence of the likelihood for latent class 2 in the numerator is the result of the restriction \( p_2 = 1 - p_1 \). With the number of observations increasing, the average in (13) converges to its expectation, so \( \frac{1}{N} \sum_{t=1}^{N} c_t \) can be replaced by the expectation operator \( E \). To prove consistency, we thus have to show that the condition

\[
0 = E \left[ \frac{\prod_{t=1}^{T} L_t(y_{it}; 1) I_{it} q_{it}^{I_{it}}(1 - q_{it})^{1-I_{it}} - \prod_{t=1}^{T} L_t(y_{it}; 2) I_{it} q_{it}^{I_{it}}(1 - q_{it})^{1-I_{it}}}{\sum_{s=1}^{S} \hat{p}_s \prod_{t=1}^{T} L_t(y_{it}; s) I_{st} q_{st}^{I_{st}}(1 - q_{st})^{1-I_{st}}} \right] \quad (14)
\]

holds.

This condition is satisfied by the true segment probabilities as we will show next. To distinguish the segment probabilities that have to be estimated from their true values in the data generating process, we denote the estimated segment probabilities by \( \hat{p}_s \). As we assume the other parameters to be estimated consistently, this distinction is not relevant for the other parameters. Conditioning on the number of observations, we can show that

\[
E \left[ \frac{\prod_{t=1}^{T} L_t(y_{it}; 1) I_{it} q_{it}^{I_{it}}(1 - q_{it})^{1-I_{it}} - \prod_{t=1}^{T} L_t(y_{it}; 2) I_{it} q_{it}^{I_{it}}(1 - q_{it})^{1-I_{it}}}{\sum_{s=1}^{S} \hat{p}_s \prod_{t=1}^{T} L_t(y_{it}; s) I_{st} q_{st}^{I_{st}}(1 - q_{st})^{1-I_{st}}} \right] I_{i2} = 1 \quad (15)
\]

\[
\text{Pr}[I_{i2} = 1] \times E \left[ \frac{\prod_{t=1}^{T} L_t(y_{it}; 1) I_{it} q_{it}^{I_{it}}(1 - q_{it})^{1-I_{it}} - \prod_{t=1}^{T} L_t(y_{it}; 2) I_{it} q_{it}^{I_{it}}(1 - q_{it})^{1-I_{it}}}{\sum_{s=1}^{S} \hat{p}_s \prod_{t=1}^{T} L_t(y_{it}; s) I_{st} q_{st}^{I_{st}}(1 - q_{st})^{1-I_{st}}} \right] I_{i2} = 1 
\]

\[
+ \text{Pr}[I_{i2} = 0] \times E \left[ \frac{\prod_{t=1}^{T} L_t(y_{it}; 1) I_{it} q_{it}^{I_{it}}(1 - q_{it})^{1-I_{it}} - \prod_{t=1}^{T} L_t(y_{it}; 2) I_{it} q_{it}^{I_{it}}(1 - q_{it})^{1-I_{it}}}{\sum_{s=1}^{S} \hat{p}_s \prod_{t=1}^{T} L_t(y_{it}; s) I_{st} q_{st}^{I_{st}}(1 - q_{st})^{1-I_{st}}} \right] I_{i2} = 0 
\].

Writing out the expectation in (15) and using the fact that in the first period an individual is always observed, so \( q_{s1} = 1, s = 1, 2, \) and \( q_{s2} = q_s, s = 1, 2 \) we find that (15) is also equal to

\[
\text{Pr}[I_{i2} = 1] \int \int \frac{q_1 \prod_{t=1}^{T} L_t(y_{it}; 1) - q_2 \prod_{t=1}^{T} L_t(y_{it}; 2)}{\sum_{s=1}^{S} \hat{p}_s \prod_{t=1}^{T} L_t(y_{it}; s)} f(y_{i1}, y_{i2} | I_{i2} = 1) dy_{i1} dy_{i2} 
\]

\[
+ \text{Pr}[I_{i2} = 0] \int \int \frac{[L_1(y_{i1}; 1)(1 - q_1) - L_1(y_{i1}; 2)(1 - q_2)]}{\sum_{s=1}^{S} \hat{p}_s L_1(y_{i1}; s)(1 - q_s)} f(y_{i1} | I_{i2} = 0) dy_{i1}. \quad (16)
\]
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We now plug in the conditional densities of the outcomes given the number of observations. Notice that the expectation concerns the real data generating process, so \( p_s \) here is not estimated, in contrast to \( \hat{p}_s \). Also in the above equations \( \Pr[I_2 = 1] \) and \( \Pr[I_2 = 0] \) depend on the segment probabilities in the data generating process, but these are also not estimated. We therefore have that (16) can be written as

\[
\Pr[I_2 = 1] = \int \int \left[ q_1 \prod_{t=1}^{T} L_t(y_{it}; 1) - q_2 \prod_{t=1}^{T} L_t(y_{it}; 2) \right] \sum_{s=1}^{S} \hat{p}_s q_s \prod_{t=1}^{T} L_t(y_{it}; s) \; dy_{i1} \; dy_{i2} \\
+ \Pr[I_2 = 0] = \left[ \frac{L_1(y_{i1}; 1)(1 - q_1) - L_1(y_{i1}; 2)(1 - q_2)}{\sum_{s=1}^{S} \hat{p}_s L_1(y_{i1}; s)(1 - q_s)} \right] \sum_{s=1}^{S} p_s \; dy_{i1}
\]

(17)

The denominator in the second term equals the probability in front of the integral and as the term does not depend on \( y_{it} \), this term can be taken out of the integral and it cancels with the probability before the integral sign. When we assume that the \( \hat{p}_s \) are consistently estimated, so they converge to \( p_s \), the denominators of the first terms equal the numerator of the second term. In this situation these terms also cancel.

Notice here that because the mailing process is modeled, the \( q_s \) occur in the denominator of the first term, while they are also always present in the numerator of the second term, which stems from the data generating process. When the mailing process is not modeled, the \( q_s \) do not occur and the terms do not cancel out. In this case the maximum likelihood estimates for \( p_s \) are, in general, not consistent.

After eliminating these terms it only remains to be shown that

\[
0 = q_1 \int \prod_{t=1}^{T} L_t(y_{it}; 1) \; dy_{i1} \\ - q_2 \int \prod_{t=1}^{T} L_t(y_{it}; 2) \; dy_{i1} \\ + (1 - q_1) \int L_1(y_{i1}; 1) \; dy_{i1} - (1 - q_2) \int L_1(y_{i1}; 2) \; dy_{i1}
\]

(18)

As each of the integrals above represent the integration of a density function over the complete support, these integrals are all equal to 1. Making this substitution, it is straightforward to see that the first order condition for the segment probabilities is satisfied for the true segment probabilities as

\[
0 = q_1 - q_2 + (1 - q_1) - (1 - q_2) = 0.
\]

(19)
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