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A GMM test for SSD efficiency

Thierry Post* and Philippe Versijp

We develop an empirical test for Second-order Stochastic Dominance (SSD) efficiency of a given investment portfolio relative to all possible portfolios formed from a set of assets. Contrary to the Linear Programming test of Post, Thierry, 2003, Empirical tests for stochastic dominance efficiency, Journal of Finance 58, 1905—1932, our test is embedded in the Generalized Method of Moments (GMM) framework. The GMM test has superior statistical properties compared to the original LP test. Using this test, we demonstrate that the anomalous size effect can be explained with risk not captured by variance alone. However, the market portfolio remains SSD inefficient relative to value and momentum portfolios due to the overvaluation of growth stocks and past losers.

A portfolio is second-order stochastic dominance (SSD) efficient if no other portfolio is preferred by all nonsatiable and risk averse investors. This efficiency criterion is theoretically appealing, because it avoids structure on investor preferences that does not follow from economic theory, while imposing the economically meaningful conditions of nonsatiation and risk aversion. In this respect, the SSD efficiency criterion has an important comparative advantage relative to the traditional mean-variance efficiency criterion. By focusing on mean and variance exclusively and by allowing for every possible trade-off between these two moments, the mean-variance criterion can fail to detect obvious inefficiencies. Arguably the best illustration of this problem comes from the “grand old man” of SD, Haim Levy (1998, p. 2):

“[Consider] two alternative investments: x providing $1 or $2 with equal probability and y providing $2 or $4 with equal probability, with an identical investment of, say, $1.1. A simple calculation shows that both the mean and the variance of y are greater than the corresponding parameters of x; hence the mean-variance rule remains silent regarding the choice between x and y. Yet, any rational investor would (and should) select y, because the lowest return on y is equal to the largest return on x.”

Despite its theoretical appeal, the SSD efficiency criterion has not been applied in empirical finance on a broad scale. Paradoxically, due to the availability of large data sets such as the CRSP data set, this research field seems particularly fertile ground for a non-parametric approach. As discussed in Post (2003), this situation can be explained by the traditional SSD tests being relevant only for pairwise comparison of a finite set of choice alternative. These tests do not apply for portfolio choice problems in which infinitely many portfolios can be formed by means of diversification. To deal with this problem, Post developed a Linear Programming test for SSD efficiency that does account for diversification possibilities. He also derived a characterization of the sampling distribution of his test statistic to allow for statistical inference.

While these results provide an important step in the evolution of the SD methodology, they are “the mere starting point for developing a full framework for SD with full diversification possibilities” (Post (2003), p. 1926). The most important limitations of the existing test are (1) the lack of statistical power in small samples and (2) the use of a restrictive null hypothesis, which adversely affects the statistical size.
Post’s simulations suggest that the SSD-LP test involves little power in typical asset pricing applications such as testing efficiency of the CRSP all-share index relative to the 25 Fama and French portfolios in samples of 120 to 480 monthly observations. The lack of power follows from two features of the test. First, the test focuses on the case with no short sales, which substantially narrows the portfolio possibilities. Second, and related to this, the test focuses on the maximum positive pricing error only. If short selling is excluded, an overvalued asset (or a negative pricing error) does not necessarily imply inefficiency; the evaluated portfolio can be improved only by selling the current holdings of the asset (if any) and not by short selling the asset. However, if short selling is allowed, every overvalued asset implies inefficiency. In this case, considering all pricing errors yields a more powerful test.

Apart from the lack of power, the test also suffers from the use of a “wrong null”. Specifically, Post analyzes the sampling distribution under the null that all assets have the same mean return. Clearly, this approach may lead to erroneous rejections of the “true null” of SSD efficiency in cases where the evaluated portfolio is efficient but the assets have different means. Of course, using the true null would further reduce the power of the Post approach of focusing on the maximum positive pricing error. Indeed, Post and Van Vliet (2004) show that using the true null yields low power even for narrow cross-section of the ten Fama and French portfolios formed on book-to-market equity-ratio (B/M).

The goal of this paper is to circumvent the above limitations by developing a SSD test within the framework of Generalized Method of Moments (GMM; Hansen (1982)). Contrary to typical parametric GMM tests, our test avoids functional specification while imposing the standard regularity conditions of nonsatiation and risk aversion. Contrary to Post (2003), our SSD-GMM test has more statistical power, because it considers all pricing errors rather than the maximum positive pricing error only. Further, as in Post and van Vliet (2004), our test is based on the true null of efficiency rather than the restrictive null of equal means.

Using the novel SSD-GMM test, we will test if the CRSP all-share index, a popular proxy for the market portfolio, is SSD efficient relative to all portfolios formed from benchmark portfolios based on size, B/M and momentum. This analysis enables us to investigate if existing asset pricing puzzles that occur in the mean-variance framework can be explained by market risk not captured by variance.

The remainder of this text is structured as follows. Section I introduces preliminary notation, assumptions and definitions. Section II discusses our novel SSD-GMM test. Next, Section III turns to the computational aspects of using the test in practice. Section IV extends Post’s simulations in order to gauge the statistical size and power properties of the SSD-GMM test. Subsequently, Section V uses the test to analyze if the CRSP all-share index is SSD efficient and if existing asset pricing puzzles can be explained by market risk other than variance. Finally, Section VI gives concluding remarks and suggestions for further research. The Appendix gives the formal proofs for our theorems.

I. Preliminaries

We consider a single-period, portfolio-based model of investment that satisfies the following assumptions:

**Assumption 1 (Investor preferences)** Investors are nonsatiable and risk averse and they choose investment portfolios to maximize the expected utility associated with the return of their portfolios. Throughout the text, we will denote utility functions by $u : \mathbb{R} \to P, u \in U_2$, with
$U_2$ for the set of increasing and concave, once continuously differentiable, von Neumann-Morgenstern utility functions, and $P$ for a nonempty, closed, and convex subset of $\mathbb{R}$.\textsuperscript{1,2}

**Assumption 2 (Portfolio possibilities)** The investment universe consists of $N$ risky assets and a riskless asset. Throughout the text, we will use the index set $I = \{1, \ldots, N\}$ to denote the different risky assets. Investors may diversify between the assets, and we will use $\lambda \in \mathbb{R}^N$ for a vector of portfolio weights. If the weights sum to unity, or $\lambda^T e = 1$, then all wealth invested in risky assets, and $\lambda^T e < 1$ and $\lambda^T e > 1$ refer to lending and borrowing (or long and short positions in the riskless asset) respectively. The evaluated portfolio is denoted by $\tau \in \mathbb{R}^N$.

**Assumption 3 (Return distribution)** The excess returns $x \in \mathbb{R}^N$ are serially independent and identically distributed (IID) random variables with a continuous joint cumulative distribution function (CDF) $G : \mathbb{R}^N \to [0,1]$. The utility-weighted moments $\mu(u,G) = \int u'(x^T \tau) x dG(x)$ and $\Omega(u,G) = \int u'(x^T \tau)^2 xx^T dG(x)$ are finite, or $\mu(u,G) < \infty$ and $\Omega(u,G) < \infty$, for all $u \in U_2$.

Under these assumptions, the investors’ optimization problem can be summarized as $\max_{\lambda \in \mathbb{R}^N} \int u(x^T \lambda) dG(x)$. The evaluated portfolio $\tau \in \mathbb{R}^N$ is optimal for a given utility function $u \in U_{SSD}$ if and only if the Euler equation is satisfied:

$$\mu(u,G) = 0 \quad (1)$$

In this respect, $\mu(u,G)$ can be seen as a vector of pricing errors. If $\mu_i(u,G) > 0$, asset $i \in I$ is undervalued and its weight in the portfolio should be increased relative to $\tau_i$. Similarly, if $\mu_i(u,G) < 0$, asset $i \in I$ is overvalued and its weight in the portfolio should be decreased relative to $\tau_i$.

**Definition 1 (SSD Efficiency)** The evaluated portfolio $\tau \in \mathbb{R}^N$ is SSD efficient if and only if $\mu(u,G) = 0$ for some $u \in U_2$. The portfolio is inefficient if and only if it is not optimal, that is, $\mu(u,G) \neq 0$, for all $u \in U_2$.

To test the null of efficiency, or $H_0 : \mu(u,G) = 0$, we need full information on the CDF $G(x)$. In practical applications, $G(x)$ generally is not known and information is limited to a discrete set of $T$ time series observations.
Assumption 4 (Data set) The observations are serially independently and identically distributed (IID) random draws from the CDF. Throughout the text, we will represent the observations by the matrix \( X \equiv (x_1 \cdots x_T) \), with \( x_i \equiv (x_{i1} \cdots x_{in})^T \). Since the timing of the draws is inconsequential, we are free to label the observations by their ranking with respect to the evaluated portfolio, that is, \( x_1^\top \tau < x_2^\top \tau < \cdots < x_T^\top \tau \).

Using the observations, we can construct the following empirical distribution function (EDF):

\[
F_X(x) \equiv T^{-1} \sum_{t=1}^T 1(x_t \leq x)
\]

(2)

Also, using the gradient vector \( \nabla u(X^\top \tau) \equiv (u'(x_1^\top \tau) \cdots u'(x_T^\top \tau))^T \), we can construct the following sample counterparts of \( \mu(u,G) \) and \( \Omega(u,G) \):

\[
\mu(u,F_X) = T^{-1} \nabla u(X^\top \tau)^T X
\]

(3)

\[
\Omega(u,F_X) = T^{-1} \nabla u(X^\top \tau)^T XX^\top \nabla u(X^\top \tau)
\]

(4)

Since the observations are assumed to be serially IID, \( F_X(x) \) is a consistent estimator for \( G(x) \), and \( \mu(u,F_X) \) and \( \Omega(u,F_X) \) converge to \( \mu(u,G) \) and \( \Omega(u,G) \) respectively.

II. The SSD-GMM Test

To test if the market portfolio \( \tau \) is SSD efficient, we will use the following test statistic:

\[
\xi(F_X) \equiv \min_{u \in U_2^*} T \mu(u,F_\tau) \Omega(u,F_\tau)^{-1} \mu(u,F_\tau)
\]

(5)

In this expression,

\[
U_2^* \equiv \left\{ u \in U_2 : \nabla u(X^\top \tau)^T e = 1 \right\}
\]

(6)

is the subset of SSD utility functions for which the sample average of marginal utility (evaluated at the market return) equals unity. Imposing the latter restriction may seem very unusual. The objective is to standardize utility such that the optimal solution is empirically distinguishable from \( u(x) = 0 \). Since utility functions are unique up to the level of a positive linear transformation, the standardization does not affect the efficiency classification.

The test statistic \( \xi(F_X) \) gives a weighted average of the empirical pricing errors \( \mu(u,F_\tau) \), with the weights depending on the empirical variance-covariance matrix \( \Omega(u,F_\tau) \). The higher the variance or the covariance with the pricing errors of other assets, the lower the weight assigned to a given asset (all other things remaining constant). The test statistic basically is a nonparametric variant of the traditional J-statistic used in GMM. Rather than using a parametrically specified utility function with a few unknown parameters, the functional form of the utility function is left unspecified. Naturally, this approach will come at
the cost of a loss of statistical power in small samples. Note however, that the utility function is restricted to be “economically meaningful”, that is, it must obey nonsatiation and risk aversion. This restriction will help to increase power relative to an unrestricted parametric approach. The latter approach may fail to detect inefficiency if the market portfolio is optimal relative a utility function that is decreasing or convex over a range.  

For the purpose of statistical inference, we need to characterize the sampling distribution of the test statistic. The nonparametric approach and the imposed utility restrictions make it difficult to characterize the exact sampling distribution. Nevertheless, it is possible to derive conservative asymptotic p-values and critical values. Specifically, we may derive the following result:

**Theorem 1 (Sampling distribution)** Asymptotically, the null distribution of \( \xi(F_X) \) is bounded from above by a chi-squared distribution with \( N \) degrees of freedom, that is, \( P(\xi(F_X) > y | H_0) < 1 - \chi^2_N(y) \).

This theorem can be used for conservative statistical inference. Specifically, the asymptotic p-value associated with the observed value of the test statistic \( \xi(F_X) \) is always smaller than or equal to \( 1 - \chi^2_N(\xi(F_X)) \) percent and we can be at least \( \chi^2_N(\xi(F_X)) \) percent certain that efficiency is violated. Equivalently, the critical value is always smaller than or equal to \( (\chi^2_N)^{-1}(1 - \alpha) \). Thus, we can reject efficiency at a confidence level of at least \( 1 - \alpha \) if \( 1 - \chi^2_N(\xi(F_X)) \leq \alpha \), or if \( \xi(F_X) \geq (\chi^2_N)^{-1}(1 - \alpha) \). This conservative approach is consistent with the convention of rejecting the null only if the p-value is smaller than a prespecified significance level. In fact, the statistical size (relative frequency of Type I error of wrongly rejecting efficiency) will be smaller than the nominal significance level \( \alpha \). Obviously, the natural question is: How much statistical power does this approach have? To answer this question, Section 4 will extend Post’s (2003) simulation study.

### III. Computational Issues

At first sight, the test statistic \( \xi(F_X) \) seems computationally intractable, because of two undesirable features. First, the utility functions \( u \in U^* \) are of infinite dimension. Second, the inverted variance-covariance matrix \( \Omega(u, F_x)^{-1} \) is a complex function of the utility function \( u \). However, there are ways to circumvent these problems.

The gradient vector \( \nabla u(X^\top \tau) \) is the only aspect of the utility function that is actually used for computing the test statistic. This gradient vector is of finite dimensions \( (T) \) and all relevant gradient vectors can be represented by a \( T \)-dimensional polyhedron:

\[
B \equiv \{ \nabla u(X^\top \tau) : u \in U^*_2 \} = \{ \beta \in \mathbb{R}_+^T : \beta_1 \geq \beta_2 \geq \cdots \geq \beta_T ; T^{-1} \beta^\top e = 1 \}
\]  

(7)
Note that the ordering of the gradient vector \( \beta_1 \geq \beta_2 \geq \cdots \geq \beta_T \) reflects the risk aversion condition and the ordering of the data \( x_1^\top \tau < x_2^\top \tau < \cdots < x_T^\top \tau \); see Assumption 4). Using B, the test statistic can be reformulated as follows:

\[
\xi(F_X) = \min_{\beta \in B} (\beta^T X)(\beta^T XX^T \beta)^{-1}(X^T \beta) \tag{8}
\]

This leaves us with the problem of working with the inverted matrix \((\beta^T XX^T \beta)^{-1}\), which is a complex function of \(\beta\). We can deal with this problem by using an iterative approach in the spirit of Hansen (1982), Ferson and Foester (1994) and Hansen, Heaton, and Yaron (1996). Let

\[
\xi_x(F_X) \equiv \min_{\beta \in B} (\beta^T X)(\gamma^T XX^T \gamma)^{-1}(X^T \beta) \tag{9}
\]

and

\[
\beta^*_y = \arg \min_{\beta \in B} (\beta^T X)(\gamma^T XX^T \gamma)^{-1}(X^T \beta) \tag{10}
\]

with \(\gamma\) for a prespecified vector. Note that computing \(\xi_y(F_X)\) requires solving a quadratic objective function under linear constraints. This is a Convex Quadratic Programming (CQP) problem that can be solved using straightforward mathematical programming techniques.

We can estimate \(\xi(F_X)\) by computing \(\xi_x(F_X)\) iteratively for different values of \(\gamma\). We may start with the initial vector \(\gamma_1 = e_{[T \times 2]}\). This will yield an initial consistent estimator \(\beta^*_1\) for the gradient vector, which is then used as \(\gamma_2\) in the second iteration. We may then stop and approximate \(\xi(F_X)\) by \(\xi_x(F_X)\) or conduct further iterations, each using \(\gamma_s = \beta^*_{s-1}\), \(s=3,\ldots\), possibly until convergence, to obtain a more efficient estimator. To reduce the computational burden of our simulations, we will use a two-stage estimator in this study.

IV. Simulation

Using a simulation experiment, Post (2003, Section IIIC) demonstrates that his SSD test procedure involves low power in small and medium-sized samples generated from a normal distribution fitted to the returns of the well-known 25 Fama and French stock portfolios formed on size and B/M. Post and Van Vliet (2004) show that using the correct null of SSD efficiency rather than the null of equal means further reduces the power of the SSD test. In part, the lack of power in the Post experiment reflects the difficulty of estimating a 25-dimensional multivariate return distribution. It is likely that the power increases (at an increasing rate) as the length of the cross-section is reduced to for example ten benchmark portfolios, which is common in asset-pricing tests. Further, as discussed in the introductory section, the lack of power may reflect the focus on the maximum positive pricing error. The novel SSD-GMM test procedure focuses on all errors and hence may be expected to involve substantially more power.

To shed some light on the statistical properties of the SSD-GMM test procedure, we extend the Post and Van Vliet (2004) simulation experiment. The simulations involve ten assets with a multivariate normal return distribution. The joint population moments are equal
to the sample moments of the monthly excess returns of the ten Fama and French stock portfolios formed on B/M, in the sample from July 1963 to October 2001.

We will analyze the statistical properties of the SSD-GMM test procedure and the Post and Van Vliet (2004) test. Comparing these two test procedures will reveal the value added of accounting for all pricing errors. We will apply both procedures to two test portfolios in random samples drawn from this multivariate normal distribution. The equal weighted portfolio (EP) is known to be SSD inefficient relative to the normal population distribution. Hence, we may analyze the statistical power of the competing test procedures by their ability to correctly classify EP as inefficient. By contrast, the ex ante tangency portfolio (TP) is SSD efficient and we may analyze the statistical size by the relative frequency of random samples in which this portfolio is wrongly classified as inefficient.

We draw 10,000 random samples from the multivariate normal population distribution through Monte-Carlo simulation. For every random sample, we apply the both test procedures to the efficient TP and the inefficient EP. For both procedures, we compute the size as the rejection rate for TP and the power as the rejection rate for EP. This experiment is performed for a sample size ($T$) of 25 to 2,000 observations and for a significance level ($\alpha$) of 2.5, 5, and 10 percent.

Table I summarizes the results. For both procedures, the size is generally substantially smaller than the nominal level of significance $\alpha$, and it converges to zero. In fact, the size is smaller than one percent for samples as small as 250 observations and with a level of significance as high as ten percent. Presumably, this reflects our use of conservative p-values and critical values (see Section II).

As discussed in Section II, $\xi(F_x)$ converges to $\xi(G_x)$, and we expect minimal Type II error in large samples. Indeed, for both procedures, the power goes to unity as we increase the sample size. However, in small samples, the tests lack power. Clearly, we cannot expect reliable non-parametric estimates of a 10-dimensional return distribution based on a few observations. The good news is that the SSD-GMM procedure is substantially more powerful than the SSD-LP procedure. For example, using a ten percent significance level, the SSD-GMM procedure achieves a rejection rate of 25 percent for samples of about 200 observations. By contrast, for this sample size, the SSD-LP procedure yields a power of only about 12.5% and the SSD-LP test requires at least 350 observations to achieve a rejection rate of 25%. Clearly, accounting for all pricing errors rather than the maximum positive error only substantially improves the power of the SSD test. In fact, this simulation may underestimate the potential improvement of power. Specifically, the maximum positive pricing error relative to the population distribution in our simulations is relatively high. The SSD-GMM test can be expected to perform even better in cases with for instance large negative pricing errors, which will not be detected by the SSD-LP test.

In fact, this simulation may underestimate the potential improvement of power. Specifically, the maximum positive pricing error relative to the population distribution in our simulations is relatively high. The SSD-GMM test can be expected to perform even better in cases with for instance large negative pricing errors, which will not be detected by the SSD-LP test.

As discussed in Section II, $\xi(F_x)$ converges to $\xi(G_x)$, and we expect minimal Type II error in large samples. Indeed, for both procedures, the power goes to unity as we increase the sample size. However, in small samples, the tests lack power. Clearly, we cannot expect reliable non-parametric estimates of a 10-dimensional return distribution based on a few observations. The good news is that the SSD-GMM procedure is substantially more powerful than the SSD-LP procedure. For example, using a ten percent significance level, the SSD-GMM procedure achieves a rejection rate of 25 percent for samples of about 200 observations. By contrast, for this sample size, the SSD-LP procedure yields a power of only about 12.5% and the SSD-LP test requires at least 350 observations to achieve a rejection rate of 25%. Clearly, accounting for all pricing errors rather than the maximum positive error only substantially improves the power of the SSD test.

In fact, this simulation may underestimate the potential improvement of power. Specifically, the maximum positive pricing error relative to the population distribution in our simulations is relatively high. The SSD-GMM test can be expected to perform even better in cases with for instance large negative pricing errors, which will not be detected by the SSD-LP test.

V. Empirical Application

We analyze if the CRSP all-share index is mean-variance and SSD efficient. This value-weighted index consists of all common stocks listed on NYSE, AMEX, and NASDAQ. To proxy the investment universe of individual assets, we use three well-known sets of ten benchmark portfolios that capture three important asset pricing puzzles: the size, B/M and momentum effects. The first two sets are the decile portfolios formed on market capitalization and the decile portfolios formed on book-to-market-equity ratio (B/M). Fama and French
(1992) (1993) give a detailed description of the selection procedures used to construct these benchmark portfolios. In our analysis of the size and B/M portfolios, we focus on the period from January 1933 to December 2002 (840 months). Third, we use ten portfolios sorted on price momentum as described in Jegadeesh and Titman (2001). This benchmark set ranges from January 1965 to December 1998 (408 months). Table I gives descriptive statistics for the three data sets.

Clearly, it makes little sense to assume that the return distribution remains stable during a 70-year period; there exists a wealth of evidence to suggest that the risk profile of stocks and the risk preferences of investors change through time. To control for structural variation in risk and risk premiums, we employ a rolling window analysis. With one-month steps, we consider all 120-month samples from January 1933 to December 2002 (721 samples in total). In every subsample, we apply our SSD-GMM test as well as a standard Gibbons, Ross, and Shanken (1989) test for mean-variance efficiency. Figure 2 shows the rolling p-values for both tests.

The three asset pricing puzzles are clearly present in the figure. Specifically, severe violations of mean-variance efficiency occur for the size, B/M and momentum portfolios, with GRS p-values reaching levels far below 10% and sometimes below 1% or even 0.1%. For the size portfolios, the violations are concentrated especially in the 1980s. Mean-variance inefficiency relative to the value portfolios is most pronounced in the 1950s, the late 1960s, early 1970s and the 1980s. We find little evidence for size and B/M effects during the 1970s. By contrast, Post and Van Vliet find strong violations of market portfolio efficiency during this decade. This difference reflects the maximum positive pricing error (the focal point of Post and Van Vliet) being much larger than the remaining pricing errors; based on a weighted average of all errors (the focus of the SSD-GMM test), we cannot reject market portfolio efficiency. The momentum effect is present in the entire sample period (1970s, 1980s and 1990s). Interestingly, the size effect disappears if we use the SSD test; the SSD p-values are generally far above ten percent, with an incidental drop to about 10% around 1990. This result confirms part of the findings of Post and Van Vliet; the size effect can be explained by market risk not captured by variance, most notably the left tail of the return distribution (market crash risk). However, contrary to Post and Van Vliet, we cannot (fully) rationalize the value and momentum effects. For the early 1970s and the 1980s, the value effect disappears if we use the SSD-GMM test, but for the 1950s and the late 1960s, the effect remains unexplained, with SSD p-values far below ten percent. Similarly, the SSD test cannot explain market portfolio inefficiency relative to the momentum portfolios during the entire sample period. In fact, the evidence against SSD efficiency in the momentum data set is overwhelming, with p-values reaching the 0.01% level and never exceeding the 10% level.

Again, the remarkable difference with the results of Post and van Vliet (who cannot reject SSD efficiency relative to B/M and momentum portfolios) can be explained by their focus on the maximum positive pricing error. For the value portfolios, the maximum positive pricing error is relatively small during the 1950s and the late 1960s and hence the market portfolio passes the SSD-LP test. However, the B/M 1 portfolio of growth stocks involves a large negative pricing error and hence the SSD-GMM test classifies the market portfolio as inefficient. Similarly, the maximum positive pricing error for the Momentum 10 portfolio of past winners is relatively small, while the Momentum 1 portfolio of past losers involves a large negative pricing error.
In summary, we conclude that (1) the size effect can be explained by market risk not captured by variance, (2) the value and momentum effects cannot be fully explained by market risk and (3) Post and Van Vliet fail to detect the latter effects due to the use of a less powerful test that focuses on the maximum positive pricing error. However, the Post and Van Vliet results are still relevant if short selling is difficult to implement due to margin requirements and explicit or implicit restrictions faced by institutional investors. We cannot fully exploit the large negative pricing errors of growth stocks and past losers without short selling, and adding value stocks and past winners to the portfolio comes at the cost of increasing the downside risk of the portfolio (as shown in Post and Van Vliet).

VI. Concluding Remarks

We develop an empirical test for Second-order Stochastic Dominance (SSD) efficiency that is embedded in the Generalized Method of Moments (GMM) framework. In contrast to Post’s (2003) Linear Programming test, the GMM test considers all pricing errors rather than the maximum positive error only. The test statistic can be computed by iterating a Convex Quadratic Programming problem that can be solved using straightforward mathematical programming techniques. Theorem 1 allows for statistical inference using conservative asymptotic p-values and critical values. Our simulations show that this approach has superior statistical properties compared to the original LP test. Using this test, we demonstrate that the anomalous size effect can be explained with risk not captured by variance alone. By contrast, the market portfolio remains SSD inefficient relative to value and momentum portfolios due to the overvaluation of growth stocks and past losers. Nevertheless, the Post and Van Vliet (2004) results are still relevant if short selling is excluded, because short selling is required to fully exploit overvalued stocks.

We hope that our results contribute to the further proliferation of the stochastic dominance methodology. As discussed in the introductory section, the dominant mean-variance methodology generally is not economically meaningful; it may fail to detect inefficiency for portfolios that no nonsatiable risk averter would select and may reject efficiency for portfolios that are perfectly good solutions for some nonsatiable risk aveters. Further, empirical finance seems a particularly fertile ground for the stochastic dominance methodology, because the large, high quality data sets allow the “data to speak for themselves” in a nonparametric fashion.
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Proof of Theorem 1 (sampling distribution) It follows directly from the definition of our test statistic that
\[ \xi(F_X) \leq \min_{u \in U^*_2 : \mu(u,G) = 0} \zeta(u,F_X) \equiv T\mu(u,F_X)^T\Omega(u,F_X)^{-1}\mu(u,F_X) \] (i)

Note that under the null, the set \( \{u \in U^*_2 : \mu(u,G) = 0\} \) is nonempty. Also, since \( F_X \) converges to \( G \), the inequality (i) asymptotically becomes an equality.

We can derive the asymptotic distribution of \( \zeta(u,F_X) \) for any given \( u \in U^*_2 : \mu(u,G) = 0 \) from known results. Since the observations are serially IID, it follows from the Levy-Lindenberg central limit theorem that \( \mu(u,F_X) = T^{-1}(\nabla u(X^\tau)^T X) \) obeys an asymptotic multivariate normal distribution with mean \( 0 \) and variance-covariance matrix \( T^{-1}\Omega(u,G) \), i.e., \( \mu(u,F_X) \overset{d}{\to} N(0, T^{-1}\Omega(u,G)) \). Using this result and \( \Omega(u,F_X) \overset{p}{\to} \Omega(u,G) \), we find that \( T^{-1/2}\mu(u,F_X)^T\Omega(u,F_X)^{-1/2} \) obeys an asymptotic multivariate standard normal distribution, i.e., \( T^{-1/2}\mu(u,F_X)^T\Omega(u,F_X)^{-1/2} \overset{d}{\to} N(0, I_N) \). Consequently, \( \zeta(u,F_X) \) obeys an asymptotic chi-squared distribution with \( N \) degrees of freedom, that is,
\[ \zeta(u,F_X) \overset{d}{\to} \chi^2_N \quad \forall u \in U^*_2 : \mu(u,G) = 0. \] (ii)
Combining (i) and (ii), we find that the asymptotic null distribution of \( \xi(F_X) \) is bounded from above by the chi-squared distribution. Q.E.D.
Table I
Statistical properties of the competing test procedures [TTP8]

The table displays the statistical size and power for various numbers of time-series observations \(T\) and for a significance level \((\alpha)\) of 2.5, 5 and 10 percent. Panel A represents the SSD-LP test of Post and Van Vliet (2004) test, which excludes short sales and focuses on the maximum positive pricing error only, and Panel B gives the results for the novel SSD-GMM test which includes short sales and account for all pricing errors. The results are based on 10,000 random samples from a multivariate normal distribution with joint moments equal to the sample moments of the monthly excess returns of the ten B/M portfolios for the period from July 1963 to October 2001. Size is measured as the relative frequency of random samples in which the efficient tangency portfolio (TP) is wrongly classified as inefficient. Power is measured as the relative frequency of random samples in which the inefficient equally weighted portfolio (EP) is correctly classified as inefficient.

<table>
<thead>
<tr>
<th></th>
<th>Statistical Size</th>
<th>Statistical Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\alpha=10%)</td>
<td>(\alpha=5%)</td>
</tr>
<tr>
<td>(T=25)</td>
<td>0.059</td>
<td>0.030</td>
</tr>
<tr>
<td>(T=50)</td>
<td>0.047</td>
<td>0.023</td>
</tr>
<tr>
<td>(T=100)</td>
<td>0.030</td>
<td>0.013</td>
</tr>
<tr>
<td>(T=200)</td>
<td>0.012</td>
<td>0.004</td>
</tr>
<tr>
<td>(T=500)</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>(T=1,000)</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(T=2,000)</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Panel A: SSD-LP
Table II
Descriptive Statistics Data Sets
The table shows descriptive statistics for the monthly excess returns of the value-weighted CRSP all-share market portfolio and the size, B/M and momentum data sets. The sample period is from January 1933 to December 2002 ($T=840$) for the size and B/M data sets and from January 1965 to December 1998 ($T=408$) for the momentum data set. Excess returns are computed from the raw return observations by subtracting the return on the one-month US Treasury bill from Ibbotson. The size and B/M data are taken from the homepage of Kenneth French, the momentum data are the courtesy of Narasimhan Jegadeesh.

<table>
<thead>
<tr>
<th>Panel A: Size and B/M Portfolios ($T=840$ months)</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td>0.714</td>
<td>4.937</td>
<td>0.156</td>
<td>9.18</td>
<td>-23.67</td>
<td>38.17</td>
</tr>
<tr>
<td>Small 1</td>
<td>1.328</td>
<td>9.425</td>
<td>2.988</td>
<td>29.49</td>
<td>-34.59</td>
<td>95.97</td>
</tr>
<tr>
<td>2</td>
<td>1.173</td>
<td>8.368</td>
<td>2.399</td>
<td>28.24</td>
<td>-32.93</td>
<td>33.30</td>
</tr>
<tr>
<td>3</td>
<td>1.107</td>
<td>7.432</td>
<td>1.599</td>
<td>15.77</td>
<td>-28.89</td>
<td>64.25</td>
</tr>
<tr>
<td>4</td>
<td>1.047</td>
<td>7.041</td>
<td>1.311</td>
<td>16.88</td>
<td>-30.07</td>
<td>78.59</td>
</tr>
<tr>
<td>5</td>
<td>1.019</td>
<td>6.706</td>
<td>0.799</td>
<td>13.00</td>
<td>-26.89</td>
<td>57.52</td>
</tr>
<tr>
<td>6</td>
<td>0.962</td>
<td>6.298</td>
<td>0.747</td>
<td>12.87</td>
<td>-29.07</td>
<td>53.07</td>
</tr>
<tr>
<td>7</td>
<td>0.928</td>
<td>5.638</td>
<td>0.379</td>
<td>11.11</td>
<td>-24.90</td>
<td>54.42</td>
</tr>
<tr>
<td>8</td>
<td>0.854</td>
<td>5.327</td>
<td>0.656</td>
<td>12.95</td>
<td>-23.80</td>
<td>45.86</td>
</tr>
<tr>
<td>9</td>
<td>0.811</td>
<td>4.665</td>
<td>0.093</td>
<td>7.95</td>
<td>-22.99</td>
<td>49.10</td>
</tr>
<tr>
<td>10 Siz. Portfolios</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth</td>
<td>0.630</td>
<td>5.366</td>
<td>0.193</td>
<td>7.32</td>
<td>-23.30</td>
<td>38.45</td>
</tr>
<tr>
<td>2</td>
<td>0.695</td>
<td>5.104</td>
<td>-0.192</td>
<td>6.68</td>
<td>-25.19</td>
<td>71.70</td>
</tr>
<tr>
<td>3</td>
<td>0.676</td>
<td>4.967</td>
<td>-0.196</td>
<td>6.87</td>
<td>-26.47</td>
<td>28.74</td>
</tr>
<tr>
<td>4</td>
<td>0.723</td>
<td>5.365</td>
<td>1.210</td>
<td>19.30</td>
<td>-24.26</td>
<td>27.24</td>
</tr>
<tr>
<td>5</td>
<td>0.843</td>
<td>4.982</td>
<td>0.752</td>
<td>13.89</td>
<td>-24.58</td>
<td>56.29</td>
</tr>
<tr>
<td>6</td>
<td>0.898</td>
<td>5.276</td>
<td>0.621</td>
<td>13.40</td>
<td>-26.20</td>
<td>46.15</td>
</tr>
<tr>
<td>7</td>
<td>0.912</td>
<td>5.778</td>
<td>1.424</td>
<td>18.55</td>
<td>-25.62</td>
<td>48.79</td>
</tr>
<tr>
<td>8</td>
<td>1.077</td>
<td>5.910</td>
<td>1.074</td>
<td>14.79</td>
<td>-29.08</td>
<td>59.17</td>
</tr>
<tr>
<td>9</td>
<td>1.136</td>
<td>6.943</td>
<td>1.470</td>
<td>18.83</td>
<td>-30.87</td>
<td>52.43</td>
</tr>
<tr>
<td>Value</td>
<td>1.164</td>
<td>8.215</td>
<td>1.496</td>
<td>18.97</td>
<td>-45.76</td>
<td>62.24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Momentum Portfolios ($T=408$ months)</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td>0.513</td>
<td>4.472</td>
<td>-0.505</td>
<td>5.42</td>
<td>-23.09</td>
<td>16.05</td>
</tr>
<tr>
<td>Loser</td>
<td>-0.105</td>
<td>6.878</td>
<td>0.001</td>
<td>5.20</td>
<td>-28.59</td>
<td>28.98</td>
</tr>
<tr>
<td>2</td>
<td>0.374</td>
<td>5.674</td>
<td>-0.085</td>
<td>5.50</td>
<td>-22.68</td>
<td>20.05</td>
</tr>
<tr>
<td>3</td>
<td>0.520</td>
<td>5.156</td>
<td>-0.150</td>
<td>5.80</td>
<td>-23.01</td>
<td>26.82</td>
</tr>
<tr>
<td>4</td>
<td>0.586</td>
<td>4.873</td>
<td>-0.334</td>
<td>6.47</td>
<td>-25.18</td>
<td>25.13</td>
</tr>
<tr>
<td>5</td>
<td>0.606</td>
<td>4.709</td>
<td>-0.491</td>
<td>6.87</td>
<td>-25.90</td>
<td>23.85</td>
</tr>
<tr>
<td>6</td>
<td>0.640</td>
<td>4.701</td>
<td>-0.694</td>
<td>6.93</td>
<td>-26.61</td>
<td>22.51</td>
</tr>
<tr>
<td>7</td>
<td>0.666</td>
<td>4.770</td>
<td>-0.923</td>
<td>7.26</td>
<td>-27.80</td>
<td>20.72</td>
</tr>
<tr>
<td>8</td>
<td>0.750</td>
<td>4.995</td>
<td>-1.041</td>
<td>7.30</td>
<td>-29.18</td>
<td>18.98</td>
</tr>
<tr>
<td>9</td>
<td>0.860</td>
<td>5.391</td>
<td>-1.038</td>
<td>6.73</td>
<td>-30.27</td>
<td>17.31</td>
</tr>
<tr>
<td>Winner</td>
<td>1.123</td>
<td>6.561</td>
<td>-0.882</td>
<td>5.52</td>
<td>-32.74</td>
<td>15.84</td>
</tr>
</tbody>
</table>
This figure shows the p-values for the GRS and SSD-GMM efficiency tests in each of the three data sets using a rolling 120-months period (1-month steps). The grey line represents the p-value of the GRS test and the dark line shows the SSD-GMM p-value. To read the figure, consider the January 1980 [TTP9] observation in the size data set, which represents the 120-month period from January 1975 to December 1984. For this period, the stock market is mean-variance inefficient (p=0.005) but SSD efficient (p=0.676).
Throughout the text, we will use $\mathbb{R}^N$ for an $N$-dimensional Euclidean space, and $\mathbb{R}^N_+$ denotes the positive orthant. Further, to distinguish between vectors and scalars, we use a bold font for vectors and a regular font for scalars. Finally, all vectors are column vectors and we use $x^\top$ for the transpose of $x$.

Post (2003) does not assume that the utility function is continuously differentiable, so as to allow for, e.g., piecewise linear utility functions. However, in practice, we typically cannot distinguish between a kinked utility function and a smooth utility function with rapidly changing marginal utility. Nevertheless, using subdifferential calculus, we may obtain exactly the same characterization of the sampling distribution if utility is not continuously differentiable. Also, Post requires utility to be strictly increasing. To remain consistent with the original definition of SSD, we require a weakly increasing utility function. This is one of our reasons for adopting a novel standardization for the gradient vector; see Equation 6.

We do not claim that utility is always concave. However, we need this condition in order to justify using the first-order condition, or Euler equation (1), to test if the evaluated portfolio is the global maximum. If utility is non-concave, then the first-order condition also applies for possible local optima and for a possible global minimum. Post and Levy (2002) further discuss the use of non-concave utility functions in asset pricing tests.

In this study, we will use the QPROG module of Aptech System’s GAUSS software to solve this problem.

It is possible to achieve a substantially higher mean given the standard deviation of EP and hence EP is mean-variance inefficient. Since we assume a normal distribution in the simulations, the SSD criterion coincides with the mean-variance criterion and EP is also SSD inefficient.

Note that the SSD-GMM and SSD-LP tests rely on different efficient sets and involve different tangency portfolios. The SSD-LP test excludes short sales and the relevant tangency portfolio consists of 18.22%, 2.04% and 79.74% invested in the fifth, sixth and eight B/M portfolios respectively. The SSD-GMM test allows for short sales and the weights of the tangency portfolio are as follows: (1) -22.26%, (2) 42.56%, (3) -70.41%, (4) -109.98%, (5) -33.39%, (6) 78.38%, (7) 35.40%, (8) 68.56%, (9) 89.22% and (10) 21.93%.

We thank Narasimhan Jegadeesh for sharing his data with us.
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