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ABSTRACT 

Companion based matrix functions are rational matrix functions admitting a 
minimal realization involving state space matrices that are first companions. Necessani 
and sufficient conditions are given for a rational matrix function to be companion 
based. Minimal factorization of such functions is discussed in detail. It is shown that 
the property of being companion based is hereditary with respect to minimal factoriza- 
tion. Also, the issue of minimal factorization is reduced to a division problem for pairs 

of monk polynomials of the same degree. In this context, a connection with the 
Euclidean algorithm is made. The results apply to canonical Wiener-Hopf factoriza- 
tion as well as to complete factorization. The analysis of the latter leads to a 
combinatorial problem involving the eigenvalues of the state space matrices. The 
algorithmic aspects of this problem are intimately related to the two machine flow 

shop problem and Johnson’s rule from job scheduling theoy. 

1. INTRODUCTION 

The material in this paper is concerned with rational n X n matrix 
functions W that are analytic at 00 with W(m) = I,,, the n X n identity matrix. 
From systems theory it is known that if W is such a matrix function, then it 
can be written in the form 

W(A) = I, + C( AI,,, - A)-’ B, (1.1) 
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where A is an m X m matrix, B is an m X n matrix, and C is an n X m 
matrix. An expression (1.1) is called a realization of W. The realization (1.1) 
is called a minimal realization if m is the smallest possible integer such that 
W admits a realization (1.1). We say that W is companion bused if it admits a 
minimal realization (1.1) where A and Ax = A - BC are first companion 
matrices. 

As will be explained in a forthcoming paper [lo], both minimal and 
complete factorization of a companion based matrix function W are issues 
that are closely related to the two machine flow shop problem (BMFSP) and 
Johnson’s rule from job scheduling theory. In the current paper, however, the 
emphasis is on the study of companion based matrix functions per se. 

In Section 2 we collect together some material on companion matrices 
and rational matrix functions that will be needed later. In particular, we 
discuss the subjects of minimal and complete factorization of rational matrix 
functions. We also consider simultaneous similarity of two companion matri- 
ces with their transposes. In this context an interesting connection with the 
Bezout matrix appears. 

Section 3 is devoted to the description of companion based matrix 
functions. Here outer product representations play an important role. These 
are representations of a rational matrix function of the form 

Wl( A) 
4 4 

1 . 
W(A) = z, + - 

P(A) : 
h P!? **- PLn-1 PnL 

w”- l( A) 
=+A A) 

where the polynomials p, wI, . . . , w,, and the complex numbers /.Q,. . . , p,, 
satisfy certain conditions. Among other things, it will be shown that all 
companion based 2 x 2 matrix functions can be obtained in a simple way 
from the functions 

i 

r( A) 
l- 

P(A) 

o PXW 

P(A) I 1 
=I,+- 

P(A) 

4 A) 
PXO) -P(A) I 10 11. 
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Here p and px are manic polynomials of the same positive degree m, r is a 
polynomial of degree less than m, and p, px and r do not have any common 
zero. 

Section 4 is concerned with minimal factorization of companion based 
rational matrix functions. We prove that the property of being companion 
based is hereditary with respect to minimal factorization. That is, if W is 
companion based and W = W is a minimal factorization of W, then U and 
V are companion based as well. Furthermore, we present necessary and 
sufficient conditions guaranteeing that W is companion based if W = CV is 
a minimal product of companion based matrix functions U and V. It is also 
shown that for a companion based matrix function W there exists a one-to-one 
correspondence between its minimal factorizations and specific factorizations 
of two manic polynomials associated with W, namely its pole and zero 
polynomial. The results apply to canonical Wiener-Hopf factorization as well 
as to complete factorization. 

In Section 5 we discuss some algorithmic aspects related to the construc- 
tion of minimal and, in particular, complete factorizations of companion 
based matrix functions. We first describe how Johnson’s rule from job 
scheduling theory can be used to determine whether a given companion 
based matrix function admits complete factorization. Thereafter we make the 
results of Section 4 explicit for the companion based 2 X 2 matrix functions. 
That is, we show how all minimal factorizations of a companion based 2 X 2 
matrix function can be obtained. Here a connection with the Euclidean 
algorithm is made. 

As a final part of this introductory section we give an overview of some 
notation and conventions that are use in this paper. The notation %“” is used 
for the set of complex (column) n-vectors. The n X n identity matrix is 
denoted by 1,. The superscript r signals the operation of taking transposes. 
The characteristic polynomial of an n X n matrix A is denoted by p,. So 
p,(A) = det(hl, - A). If W 1s a matrix function, then the matrix functions 
WT and W-i are defined by WT(A) = W(hIT and W-i(h) = W(h)-‘. For 
polynomials p,, . . . , pk, the notation gcd( p 1, . . . , pk) = 1 means that 

Pl,. a. ) pk do not have any common zero. Finally, we follow the convention 
that nonzero constant functions are viewed as polynomials of degree zero. 
The zero function is viewed as a polynomial of degree - 1. 

2. PRELIMINARIES 

In this section we collect together some properties of first companion 
matrices and some preliminaries on systems theory that are used in this 
paper. 
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2.1. Similarity of First and Second Companion Matrices 
A matrix A is called a first companion m X m matrix if it has the form 

A= 

0 

0 

0 
-a0 

0 

0 
-a, 

(2.1) 

where a0 ,..., an,pl are complex numbers. More specifically, we sometimes 
call the matrix A in (2.1) the first companion matrix associated with the 
manic polynomial p(h) = A”’ + a,,_ i A” - i + ... + a,. Recall that this poly- 
nomial is precisely the characteristic polynomial p, of A. Second companion 
matrices are the transposes of first companion matrices. For basic material on 
companion matrices, see Lancaster and Tismenetsb 1221. 

It is well known that a square matrix and its transpose are always similar. 
For companion matrices this statement can be made more explicit. Indeed, if 
the matrix A is given by (2.1), then the so-called symmetrker H of A is the 
matrix 

H= 

a1 a2 ... a,,,_ , 1 
a2 0 

. . 

a * * 
111 1 0 

1 0 .-* 0 0 

(2.2) 

and it is well known that HA = A’H. Since it is obvious that H is invertible, 
this proves that A and A7‘ are similar. 

We shall now discuss this matter for pairs of different companion matr- 
ces. The following proposition is a special case of a result of Bart and Thijsse 
[ll, 121. We present a new proof exhibiting a connection with the Bezout 
matrix. For information on the Bezout matrix, see [22, Section 13.31. 

PROPOSITION 2.1. Let A and Z be difirent first cowzpanion m X m 
matrices. Then there exists an invertible m X m mat& S such that SAS-1 = 
A’ and SZS- ’ = Z’ if and only if A and Z do not have a common eigenvalue. 

Proof. Let S be an invertible m X m matrix such that SAS’ = A?‘ and 
SZS’ = Zr, and assume that (Y is a common eigenvalue of A and Z. Then 
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the vector ti = [l (Y ... CY “‘-‘]?‘ is a common eigenvector of A and Z 
corresponding to the eigenvalue ff. IIence Su is a common eigenvector of A’ 
and Z“ corresponding to the eigenvalue cr. Now choose x, y E G”“’ such that 

[I A ... A,!‘- ‘lx _ PA(*) 
A-a’ 

[l A ... 
Pz(A) 

A”‘-‘]!, = A-(Y. (2.3) 

where p,_,(h) = det(hI,,, - A) and pz( A) = det(hI,,, - 2). Then .T E 
Ker ( (Y I,,, - Ar) and y E Ker(crI,,, - 2“) as can be verified bv writing out 
the corresponding equations and taking into account that x,,,_ , = 1. Sinw 
Ar and 2“ are nonderogatory, the eigenspaces Ker(cwI,,, - A“) and 
Ker ( cy I,,, - Zr) are one-dimensional (cf. Lancaster and Tismenetsky [22]). 
Therefore both x and y are scalar multiples of SC. Taking into account that 
the right hand sides in (2.3) are manic polynomials, it follows that 11, = fjz. 
But this contradicts the assumption A # 2. Thus the “only if” part of the 
proposition has been proved. 

Next consider the Bezout matrix 9’ associated with 11;~ and ,nA. That is. 
9 = (h,i) is the m X m matrix defined by 

PA(A)PZ( CL) - PA( PU)PZ(h) = 2 t b  

A-P ‘I 

* , . .  %,_’ 

f=l ,j=l 

B!; the Barnett factorization theorem, &’ = H?,z( A), where H is the syrn- 
metrizer of A given by (2.2). Using that HA = A7’H, we now obtain 

9’A = Hp,(A)A = HAP,(A) = A7Hpz( A) = Ar9. Bv interchanging the 
roles of A and 2, we also get 9Z = Z’&. Indeed, the Bezout matrix 
associated with p, and p, is -9. The “if part” of the proposition is now an 
immediate consequence of the well-known fact that %’ is invertible if and 
only if 11, and p, do not have a common zero. n 

‘The matrix S appearing in Proposition 2.1 is essentially unique. Indeed, if 
5’ is any invertible m x nz matrix such that SAS-’ = A’ and SZS ’ = Z”. 
then S is a scalar multiple of the Bezout matrix 9 associated with 11, and 

Yz. 
To see this, we argue as follows. Write A - Z = hc“ where b and c are 

nonzero vectors in ‘+5’“’ such that the m X 1)~ matrix C = [h Ah ... A”‘- ‘h] 
is invertible. This is possible, since A and 2 are different first companion 
matrices. For h one can take the rvlth unit vector in E”“. Now cb = A7‘ - 
2r = S(A - Z)S-’ = (Sb)(c’S-I). As a rank fiactorization is essentiall) 
unique, there exists u # 0 such that Sh = UC’. Analogously, cb7‘ = Al‘ - 
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Zr =@A - Z)9-’ = (~&‘b)(c’9-~), and there exists T f 0 such that 
9b = rc. It follows that 

SC = [Sb SAb **a SA”‘-lb] = ,[c ATc . . . ( AT)171-1c]. 

In a similar way we have 

9C = [.9b 9Ab ... gA”‘-lb] = .[c ATc . . . ( Al.)“-‘c]_ 

Hence TSC = oBC. Since the matrix C is invertible, this identity implies 
that S = (o/r)* and the desired result has been obtained. 

2.2. Review of Rational Matrix Functions 
In this subsection we review some material from systems theory. The 

material is concerned with rational n X n matrix functions. It will be 
assumed in this paper that these functions are analytic at M with value I,, the 
n X n identity matrix. The relevant references are Bart et al. [4], Bart et al. 
[5], DeWilde and Vandewalle [14], Gohberg et al. 1171, Kailath [19], Kalman 
[20], Kalman et al. [21], and Sahnovic [25]. 

Let W be a rational n X n matrix function. By a realization of W we 
mean a representation of the form 

W(A) = I, + C(AZ, - A)-‘B, (2.4) 

where A is an m X m matrix, B is an m X n matrix, and C is an n X m 
matrix. If W satisfies the standing assumption formulated above, then it is 
always possible to find such a representation. 

The standing assumption implies that W T and W-’ are also well-defined 
rational n X n matrix functions. A realization (2.4) of W implies a realization 
of WT, namely 

W’(A) = I,, + BT(hZ, - AT)-kT. (2.5) 

It is customary to write AX for the matrix A - BC. With this notation, (2.4) 
implies 

W-‘(A) = I, - C(AZ, -AX)-%. (2.6) 
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The smallest possible m for which a rational matrix function W admits a 
realization (2.4) is called the McMiZZan degree of W and is denoted by 6(W 1. 
It equals the total number of poles of W counted according to pole 
multiplicity. A discussion of this notion is given after the next paragraph. Note 
that 6(W > = 0 if and only if W(h) = I, for all A. 

The realization (2.4) is called minimal if m = 6(W). The minimality of 
(2.4) implies that of (2.5) and (2.6). In particular, the McMillan degrees of 
W, W T and W- ’ are the same. Minimal realizations are essentially unique: if 
(2.4) is a minimal realization of W, then all minimal realizations of W can be 
obtained by replacing A, I?, and C with SAY’, SB, and CS’, respectively 
where S is an invertible m X m matrix. This result is known as the state 
space isomorphism theorem. 

At this point we shall explain the notion of pole multiplicity already 
referred to above. Let W be a rational n x n matrix function and let (Y be a 
complex number. In a deleted neighborhood of (Y 
expansion 

W(A) = i: (A - c+Wk, 
k= --r 

we have the Laurent 

(2.7) 

where r is a positive integer not smaller than the order of (Y as a pole of W. 
Write 

w_, w_,,1 ... w-2 w-, 
0 w_, . . w-2 

6(W, a) = rank : . (2.8) 

0 0 . . . W-, W-r+1 
0 0 . . . 0 w-, 

Then 6(W, cu> does not depend on the choice of r, and i3(W, cr) is not 
smaller than the pole order of W at cr. Also, 6(W, a) = 0 if and only if a! is 
pole of W of order zero, i.e., W is analytic at cr. The number 6(W, (Y) is 
called the local degree or the pole multiplicity of W at (Y. As was mentioned 
already, the McMillan degree of W equals the number of poles of W 
counted according to pole multiplicity. In other words, 

S(W) = c S(W>F). 
ILEZ 
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Here the summation can be restricted to those Z_L that are genuine poles of 
W. 

Note that cy is a pole of W if and only if cr is a pole of W r. A complex 
number CY is called a zero of W if it is a pole of WP’. The zero multiplicity 
of CY as a zero of W then equals the pole multiplicity S(W-‘, (Y> of (Y as a 
pole of W-l. 

To facilitate later discussions, we now associate two scalar polynomials 
with W, namely its pole polynomial p, and its zero polynomial p$. They 
are defined by 

p&q = (A - q) ***(A - Cl,), p;(h) = (A - cy;)...(A - a;), 

where oy1,. . . , CY, are the poles of W counted according to pole multiplicity 
and or,. . . , a; are the zeros of W counted according to zero multiplicity. 
Both pw and p$ are manic and have degree 6(W 1. 

Again let (2.4) b e a minimal realization of W. Then (Y is a pole of W with 
pole order T if and only if (Y is a pole of (AZ, - A>-l with pole order r. 
Furthermore, a! is a pole of W with pole multiplicity k if and only if CY is an 
eigenvalue of A with algebraic multiplicity k. Thus the poles of W coincide 
with the eigenvalues of A. In particular, p, = pA, and similarly, p$ = p,x. 
Also, 

PW) 
detW(A) = ~ 

PWW 

To see this, let (2.4) be a minimal realization of W, and note that 

det W( A) = det[ Z,, + C( AZ, - A)-‘B] 

= det[ Z, + (AZ, - A)-‘BC] 

= det[ I, + (AZ, - A)P’({AZ, -A”} - {AZ, -A})] 

= det[(AZ,, - A)-‘(AZ,, - A’)] 

det( AZ, - A”) PGO) 

= det( AZ,,, - A) 
=- 

pw(A) ’ 
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Here we used the well-known identity det(I + PQ) = det( I + QP) valid for 
matrices P and Q of appropriate sizes. 

A pole (Y of W is called geonwtrically simple if its pole multiplicit!, 
equals its pole order. SO a pole cx is geometrically simple if and only; if cr is 
an eigenvalue of A of geometric multiplicity 1. Hence all poles of W are 
geometrically simple if and only if A is nonderogator). 

The McMillan degree 8(W) is s&logarithmic in the following sense. If 
W = W’, *.. IV, is a factorization of W, then 

6(W) < 6(W,) + ... +s(lvk). (2.9) 

Of special interest are factorizations with equali? in (2.9). These are called 
minimal fuctorizations. In such factorizations pole-zero cancellation does not 
occur (cf. Rart et al. [4]). Note that the following holds true. Let W = IV, ... 
W, be a factorization of W. Then this factorization is minimal if and onI\- if 

Pw = Pw, ... Pw, or, equivalently, p$ = pl”;, ... p$,. A minimal factoriza- 
tion W = W, *.* W, induces a minimal factorization of W7‘ and VV ‘_ 
namely W 7‘ = Wir ... Wf‘ and \Y- ’ = W- ’ ... W,‘. There exist nontriyial 
rational matrix functions without anv nontrivial minimal factorization. 

A rational matrix function is called elementq if it has McMillan degrerl 
one. A complete factorization is a minimal factorization involving elementan 
factors only. Thus a complete factorization is a factorization of the form 

1 
---R,,, > 
A - % i 

(2.10) 

where n1 is the McMillan degree W’, (Y,, . . . , CY,,, are the poles of W counted 
according to pole multiplicity, and R,, . . . , R,,, are n X TV matrices of rank 1. 
\Vith the complete factorization (2.10) of \I/ we can associate completc~ 
factorizations of W r and UP ’ . Indeed, 

I,, + AR,;,, (2.11) 
,,1 

Also, each Ri can be written as R, = cihy for some nonzero vectors b, and 
c,. Hence if we define a,? = a, - L,l’r,, = a, - trace R, for i = 1, . . IN 
then (2.10) implies 

I,, - -i-R,,, 
A - a: +R,). (2.12) 
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3. COMPANION BASED MATRIX FUNCTIONS 

Let W be a rational 12 X n matrix function that is analytic at M with 
W(m) = I, ( t di g s an n assumption). We say that W is companion based if it 
admits a minimal realization 

w(h) = I, + C(hZ, -A)-'& (3.1) 

where A and AX are first companion matrices. If W is companion based, 
then the poles of W, W T, and W-l are geometrically simple. This is clear 
from the material presented in Section 2.2. 

In this section we study companion based matrix functions with pre- 
scribed pole and zero polynomial. In Section 3.1 we give a general description 
of such matrix functions. In Section 3.2 we specialize to companion based 
matrix functions admitting an outer product representation. The minimally 
sized companion based matrix functions with prescribed pole and zero 
polynomial are studied in Section 3.3. Finally, in Section 3.4 we give another 
representation of companion based matrix functions that is closely related to 
the outer product representation and that is useful in the study of minimal 
factorizations. 

PROPOSITION 3.1. Let W be a companion based n X n matrix function. 
Then W-’ is companion based as well. Furthermore, W T is companion 
based if and only if either p, = p$ or gcd( p,; p$> = 1. 

Recall that p,, and p$ are the pole polynomial and the zero polynomial 
of W, respectively. These polynomials were defined in Section 2.2. 

Proof. Let (3.1) be a minimal realization of W such that A and AX are 
first companions. Then (2.6) is a minimal realization of W-‘. Now AX is a 
first companion, and the same is true for ( AXjX = AX + BC = A. This proves 
the first part of the proposition. 

Next, suppose W is companion based and p, = p& or gcd( p,; p$ > = 
1. If W is given by (3.1), th en (2.5) is a minimal realization of W r. Recall 

that pw = PA, p$ = PAX, and that A and AX are first companion matrices. 
Thus A = AX, or A and AX do not have any common eigenvalue. So, 
according to the material presented in Section 2.1, there exists an invertible 
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rn x m matrix S such that SAS-’ = AT and SAX S-l = (Ax)T. By substitut- 

ing SAS-’ for AT in (2.5), we find that 

WT(A) = I,, + B?‘S(hZ,,, - A)P’S-‘C7 

is a minimal realization of W T as well. Since A - Sm ‘C’B’S = S ‘( AT - 
CTBT)S = S1(AX)rS = AX, we may conclude that Wr is companion 
based, 

Finally, assume that W T is companion based. Then \V T admits a minimal 
realization 

WT(A) = I,, + C,(AZ,!, - AJ’B,. (3.2) 

where A, and A, - B,C, are first companions. Clearly, W and W“ have the 
same pole polynomial. So A and A, have the same characteristic polynomial, 
which implies A = A,. Similarly, we find AX = AT as well. Now (2.5) and 
(3.2) are two minimal realizations of W r. So the state space isomorphism 
theorem guarantees the existence of an invertible 771 X m matrix S such that 
SAS-’ = AT and SAXS’ = (A”)T. By Proposition 2.1, we find A = AX, or 
A and AX do not have any common eigenvalue. Thus pn. = p{. or 
gcd(p,,; $1 = 1. n 

3.1. General Description 
Throughout this section p is a manic polynomial of positive degree 111 

given by p(A) = A”’ + a,,_ rA”‘-’ + ~1. +a,A + a,,. With the polynomial Z) 
we associate the m X m matrix function R,,(A) = p(A)( AZ,,, - A) ’ , where 
A is the m X m companion matrix associated with p. If we write R,,(A) = 
[ rii( A)]: 1 = I, then it is easy to verify that 

rij( A) = 
ajjlA’+i-” + . . . +a,,A’-‘, i >j_ 

h”‘+‘-jpl + a,,,_,A”l+‘-,/m’ + . . . +a,A’-l, i <.j. 

Note that R, is an m X m matrix polynomial of degree nl - 1. The last 
column of R, equals [ 1 A ... A”’ ‘IT. 

Let h be a k-vector polynomial (i.e. a k X 1 matrix polynomial) of degree 
not exceeding m - 1. Then there exists a unique k X m matrix H such that 

h(A) = H[l A -.* A”L-l]T = HR,,( A)e,,,. 



Ia2 aM OS w Supaanxa IOU lailalu! aA!Usod ‘t! ST 
y alaH .xu+srn w x (1 - y) e s! OS pue x~.r~mu (y - u) x w ue sr ()f~ aJayiM 

0 0 
‘I-&L 0 p)d 

3(YhH (Uhf 0 I + 'I = (U)M 
I 

NOOU ‘3 ‘7 CINV LWtI ‘H ZI 
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Now we introduce 

Then h is a k-vector polynomial of degree not <xxceeding 171 - 1, and tlw 
bottom entw G 7’ I$,(&,,, of h ecpds I-” - 1’. Ah, 

c 
H= ‘0 

[ 1 G;7, 

is the coefficient matrix of 11. Putting G = B,, we see that (ii) is satisfied. 
Conversely, suppose there exists a positive integer k and an invertiblt 

n x n matrix T with the properties described in (ii>. Write 

cc, 
H= r., 

[ 1 2j’ 

where c E ‘ZF”’ and C,, is a(k - 1) X m matrix. Then c’H,,( Ale,,, = px( A) -- 

p(A) and 

CC, 
= I,, + I I c 1’ ( A z,,i 

0 

where A is the first companion associated with 11. Put 

I 

C,, 
BT = [0 t?,,[ G]. y’C= 7 

U 
0 I. 

Then 1%’ admits the realization (3.1). Observe that AX = A - BC = A - 
c,,~c~. This implies that A ’ is the first companion matrix associated with FJ *. 
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Since m = 6(W), the realization (3.1) is minimal. Hence W is companion 
based. Clearly, p, = p and p$ = px. So (i) is satisfied. n 

Theorem 3.2 deals with the case where p # px. The case where p = px 
can be treated in a similar way. For this case the following observation is 
useful. If p = p ‘, then A = A ‘, which implies BC = A - Ax = 0. Further, 
if B is an m x n matrix, c is an n x m matrix, and BC = 0, then there 
exists an invertible n X n matrix T such that 

B = [0 B,]T-‘, C=T 

where B, is an m x k matrix, C, is a (m - k) X m matrix, and k is a 
positive integer not exceeding m. 

The description of companion based matrix functions in Theorem 3.2 is 
not completely satisfactory, because it is based on the condition 6(W) = m. 
This condition does not play a role in the implication (i> * (ii>, but it does 
appear in the proof of (ii) * (i). However, in this proof it can be avoided 
under the assumption gcd( p; h,, . . . , hk) = 1, which is sufficient to guaran- 
tee 6(W) = m. This idea is worked out in more detail for a special case in 
the next section. 

3.2. Outer Product Representations 
Let p and px be manic polynomials of the same positive degree m, and 

let W be a rational n X n matrix function. By an outer product representa- 
tion of W with respect to p and px we mean a representation of the form 

4 A) 
4 *I 

1 . 
W(A) = I, + - 

P(A) : 
[EL1 l-52 *** /-h-l /-%I~ (3.3) 

w”-dA\) 

4 *> 

where pi,..., p” are complex numbers, not all equal to zero, u/i, . . . , w,, are 
polynomials of degree less than m, and /_~iwi + .** + p,,w,, = px - p. 

A few comments are in order. First it should be noted that if W admits an 
outer product representation with respect to p and p ‘, then rank [W(h) - 
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I,] < 1 for all but a finite number of A. Further, if W admits an outer 
product representation with respect to p and p’. then 

where -(E_L,zL., + 1.1 +P.,~L‘,) = -(?,“- p) = p - px. Thus W admits an 
outer product representation with respect to p and px if and only if W- ’ 
admits an outer product representation with respect to px and p. Finally, a 
straightforward computation, based on the identity det(I + PQ) = det( 1 + 
QP), shows that, if W admits an outer product representation with respect to 
p and px, then 

PX(4 
det W( A) = ___ 

PO> 

In particular, the unique rational scalar matrix function W admitting an outer 
product representation with respect to p and p ’ is W(A) = p “( A)/p( A). 

PROPOSITION 3.3. Let W be a rational n X n matrix function, and let p 
and px be manic polynomials of the same positive degree m. Then thr, 
following statements are equivalent: 

(i) W admits an outer product representation u?ith respect to p and p ’ : 
(ii) W admits a realization W(A) = I,, + C( Al,,, - A)-‘B, where A i.r 

the first companion matrix associated with p, AX is the first companion 
matrix associated with p X, and rank B = 1; 

(iii) W admits a realization W(A) = I,, + C(Al,,2 - A)-‘B, where the 
characteristic polynomials of A and AX are p and p ‘, respectively, and 
where rank B = 1. 

For a fourth equivalent statement, see Proposition 3.9 below. 
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Proof. Suppose (3.3) is an outer product representation of W with 
respect to p and p ‘. Let A be the first companion matrix associated with p. 
Then it is well known that 

1 
A 

1 . 
=- . 

: : 

PC A) ,,,;- 2 . 

*m 1 

Since WI,. . . , I_c,~ are polynomials of degree less than m, there exists a unique 
n X m matrix C such that 

1 
A 

=c 

: I 

; 
A,?‘- 2 

h”’ - I 

Furthermore, we define the m X n matrix B as follows. 

Combining these definitions, we find 

I,, + C(AZ,,, - A)-‘B 

4 A) 

u’2( *I 
1 . 

= z,L + - 
P(h) : 

[k CL!2 ... k&l /411 = W(h). 
%-I(h) 
W?dh> 
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Recall that A is the first companion matrix associated with p. The structure 
of the matrix B implies that A ’ is a first companion matrix as well. In fact, 
AX is the first companion matrix associated with p ‘, because p(h) = 
det(Al,,, - A) and 

PXO) 
___ = detW(A) = 

det( AZ,,, - A”) 

P(A) det( AZ,,, - A) . 

Since rank B = 1 we may conclude that (i) implies (ii). It is evident that (ii) 
implies (iii). So it remains to be shown that (iii) implies (i). 

For this we argue as follows. Assume W(A) = I, + C(AZ,, - A)-‘B, 
where the characteristic polynomials of A and A ’ are p and p ‘, respec- 
tively, and where rank B = 1. Then the m X n matrix B can be factorized as 

B= 

where at least one product piv. is nonzero. Furthermore, by Cramer’s rule. 
the matrix function C(AZ,, - A$--’ can be written in the form 

C( AI,,, - 24) -I 
1 

= ---D(A), 
P(A) 

where D(A) is an n x m matrix polynomial of degree less than m. Now put 

wn- d A) 

wn( A) 
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Then w 1,. . . , w, are polynomials of degree less than m, and (3.3) is satisfied. 
Finally, the relation prw 1 + *-a + p,w,, = p ’ - p can be deduced as follows. 

PX(4 
~ = detW(h) = 1 + 

/%w1( A) + .*. + /-%zw,( A) 

P(h) PO) . 

n 

PROPOSITION 3.4. Let W be a rational n X n matrix function, and let p 
and px be manic polynomials of the same positive degree m. Suppose W 
admits an outer product representation (3.3) with respect to p and p ‘. Then 
the following statements are equivalent: 

(i) 6(W) = m; 
(ii) gcd(p; wr, . . . , w,; p”> = 1; 

(iii) W is companion based, p, = p, and p; = px. 

Condition (ii) can be replaced by gcd(p; wl; . . . ; w,> = 1 or 
gcd(w r; . . . ; w,,; p”) = 1. This is clear from the identity plwl + 0.. + 

i&w, = px- P. 

Proof. Since p has degree m, it is clear that (iii) implies (i). To prove 
the reverse implication, we write W in the form (3.1) where A and AX are 
the first companion matrices associated with p and p ‘, respectively. This is 
possible by Proposition 3.3. If 6(W) = m, then the realization is minimal, 
and it follows that (iii) is satisfied. 

It remains to be shown that (i) and (ii) are equivalent. For this we argue 
as follows. Let cr be a pole of W and write r = r(a) for the order of (Y as a 
pole of W. Let the Laurent expansion of W at (Y be given by (2.7). Then the 
pole multiplicity 6(W, a) of W at a is given by (2.8). For j = 1, . . . , r, the 
n X n matrix W, in the matrix (2.8) has the form W_j = xj[ p1 /_Q a*- 
pn_r p”l where xj E %?“‘. This is clear from (3.3). Hence 6(W, cr) does not 
exceed the rank of the following nr X r matrix 
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Since X, # 0, the rank of this matrix equals r = r(a). So 6(W, a> < r(a). 
On the other hand, we always have 6(W, (Y) > r(a). Thus 6(W, (Y) = r(a). 

It follows that S(W) = m if and only if C,S(W, (Y) = m, where the 
summation is taken over all poles of W. From (3.3) we see that +(a) does 
not exceed the multiplicity mp( (Y> of (Y as a zero of p. Also, the multiplicities 
of the zeros of p add up to m. Hence 6(W > = m if and only if the following 
holds: a complex number (Y is a pole of W if and only if (Y is a zero of p, 
and in that case r(a) = m,(a). But this is, in turn, equivalent to the 
requirement that gcd( p; wl;. . . ; to,> = 1. n 

Although Propositions 3.3 and 3.4 give some information on the class of 
companion based matrix functions, they do not provide an exhaustive descrip- 
tion of this class. 

EXAMPLE 3.5. Let the rational matrix function W be defined by 

1 0 A2 1 
W(h)=Z,+- h3__o h A”. 

i 1 0 0 0 

Then W admits a minimal realization W(A) = I, + C(hZ, - A)-‘B where 

Clearly, A is a first companion matrix, and it can be verified easily that AX is 
a first companion matrix as well. It follows that W is companion based. On 
the other hand, W does not admit an outer product representation, since 
ranuW( A) - Z3] = 2 for all but a finite number of A. 

3.3. Companion Based Matrix Functions of Minimal Size 
In this subsection we describe the minimally sized companion based 

matrix functions with prescribed pole and zero polynomial. Let p and px be 
two manic polynomials of the same positive degree m. By n,,,( p, p”) we 
denote the smallest possible n for which there exists a companion based 
n X n matrix function W with p, = p and p$ = px. First we consider the 
case where p and px are different and have at least one common zero. 

THEOREM 3.6. Zf p andp” are diferent manic polynomials of the same 
positive degree m with at least one com77u)n zero, then n,i,( p, p”) = 2. 
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Moreover, for a rational 2 X 2 matrix function W, the following statements 
are equivalent: 

(i) W is companion based, p, = p, and p$ = px, 
(ii) 6(W) = m, and W admits an outer product representation with 

respect to p and px. 

Proof. Since p and p ’ have at least one common zero, a scalar rational 
function with pole polynomial p and zero polynomial px does not exist. So 
nmi,( p, p”) 2 2. On the other hand, it is clear from Proposition 3.3 that 
n,i,( p, p”) < 2. To see this, consider the matrix function 

1 
l- 

P(A) 1 1 1 

-[ 

1 

o PX(4 = z2 + p(h) pX(A) -p(h) lo ll* I 
(3.4) 

PC4 

According to Proposition 3.4, this matrix function is companion based and has 
pole polynomial pW and zero polynomial p;. It follows that 
n,i,(p, p”> = 2. 

We now turn to the second part of the theorem. From Proposition 3.4 we 
know that (ii) implies (i). So we have to show that (i) implies (ii). Here the 
fact that W is a 2 X 2 matrix function plays a crucial role. Suppose W is as in 
(i), and let 

W(A) = I, + C(AZ, -A)-?? 

be a minimal realization of W such that A and AX are the first companion 
matrices corresponding to p and px, respectively. Then BC = A - AX has 
rank 1. Now B is an m X 2 matrix and C is a 2 X m matrix. Hence if 
rank B = 2 and rank C = 2, then rank BC = 2 as well, contradicting the fact 
that rank BC = 1. Thus rank B = 1 or rank C = 1. As we shall see in the 
next paragraph, the latter is impossible, so rank B = 1. But then W admits an 
outer product representation with respect to p and p x, according to Proposi- 
tion 3.3. The desired result is now clear from Proposition 3.4. 

To see that, indeed, rank C # 1, we argue as follows. Recall that W T 
admits a minimal realization 

wT( A) = Z,, + BT(AZm - AT)-?? 
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The characteristic polynomial of AT is p, and that of AT - CTBT = (A ‘jT 
is p ‘. Assume now that rank C = 1. Applying Proposition 3.3 to W T, we see 
that W T admits an outer product representation with respect to p and px. 
The McMillan degree of W T is the same as that of W, namely m. Therefore 
Proposition 3.4 guarantees that W T is a companion based 2 X 2 matrix 
function. It follows from Proposition 3.4 guarantees that W T is a companion 
based 2 X 2 matrix function. It follows from Proposition 2.1 that p, = p$ 
or gcd( p, ; p; ) = 1. However, both conclusions contradict our assumptions. 
It follows that rank C # 1. n 

Theorem 3.6 remains true when the condition p z px is dropped. When 
p = px the identity prwr -t- Z_+wz = Zlx- p reduces to wr = -( Z_~/~r)w~ 
or ZL‘~ = --(/.L,/z+,)w~. SO in this case the result takes the following form. 

THEOREM 3.7. Zf p is a manic polynomial of positive degree m, then 
n,,,( p, p) = 2. Moreover, for a rational 2 X 2 matrix function W. the 
following statements are equivalent : 

(i) W is companion based, p,, = p and p$ = p; 
(ii) W has the form 

w’(h) -/-Q 
W(A) =z,+ __ 1 1 PO) lJl 

h-5 d 

where t+ and p2 are complex numbers, not both equal to zero, 21: is a 

polynomial of degree less than m, and gcd( p; w 1 = 1. 

This result reflects the fact that, if p = p ‘, then W is companion based if 
and only if W r is companion based. Finally, we still have to consider the 
case gcd( p; p”) = 1. 

THEOREM 3.8. Ifp and px are different monk polynomials of the same 
positive degree m with gcd( p; p “) = 1, then n,,,( p, p “> = 1. In this case 

p “( h)/p( h) is th e unique companion based scalar function with pole polyno- 
mial p and zero polynomial p ‘. Moreover, for a rational 2 X 2 matrix 

function W, the following statements are equivalent: 

(i) W is companion based, p, = p, and p$ = p x; 
(ii) 6(W) = m, and W or W T admits an outer product representation 

with respect to p and px. 
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Proof. Obviously, if W is a companion based scalar matrix function with 
p,=pandp$= p x, then W(h) = p “( h)/p(h). Conversely, 

pXO) - 1+ 
1 

P( *I 
---wWk. 
P( A) 

where wi =px- p and pi = 1. Now Proposition 3.4 guarantees that 
p ’ ( h)/p( A) is companion based with pole polynomial p and zero polynomial 

PX. 
The second part of Theorem 3.8 can be proved in a similar way to the 

second part of Theorem 3.6. According to Proposition 2.1, we have in this 
case again that W is companion based if and only if W r is companion based. 
Hence both cases rank B = 1 and rank C = 1, appearing in the proof of 
Theorem 3.6, can occur now. The latter explains the symmetry with respect 
to W and W T in the theorem. m 

Note that the assumption gcd( p; p “> = 1 allows for some special choices 
of the “parameters” vi, . . . , pu,, and wi, . . . , w, featuring in (3.3). Indeed, by 
choosing p, = 0, /_Q = 1, w, = 0, and w2 = px - p, one sees that the 
2 X 2 mat& function-w given- by 

W(A) = 

1 0 

o PXO) 

P(A) 

is companion based with p, = p and p$ = px. This could already have 
been guessed from the first part of Theorem 3.8. 

3.4. Another Representation 
In Section 3.2 we concentrated on outer product representations of 

companion based matrix functions. We shall now discuss another (related) 
representation, which is particularly useful in studying minimal factorization 
of companion based 2 X 2 matrix functions in Sections 4 and 5. Our first 
observation in this context holds for matrix functions of arbitrary size. It can 
be viewed as a supplement to Theorem 3.2 and is strongly related to 
Proposition 3.3. 

PROPOSITION 3.9. Let W be a rational n x n matrix function, and let p 
and px be monk polynomials of the same positive degree m. Then W admits 
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an outer product representation with respect to p and p ’ if and only if W can 
be written in the form 

rd A) 
1 0 .-a 0 - 

P(h) 

ret A) 
0 1 *-- 0 - 

P( *I 
W(A) =T-l : : . . : : 

I 0 0 . 0 0 . *-. ... . 0 1 . P(h) 

A) ___ PX(4 P(A) 

r, (3.5) 

where T is an invertible n 
als of degree less than m. 

X :nmutrixandr,,...,r,_, aren - 1 polynomi- 

Proof. Suppose W has the form (3.5). Then W can be written as 

rd A) 
f-d *I 

1 

&I 

[0 0 ... 0 l]T, 

rfl( A) 

where r, = px- p. Thus if we define w1 ,..., ZL‘, and pl ,..., Pi by 

w,(h) rd A) 
4 A) r2(*) 

wn-i A) 

=T-’ ; , 

rn-1(A) 
wn( A) rn( *I 

[ Pl /+2 ... /_L-~ p,] = [0 0 --a 0 l]T, 
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then W has the form (3.3). This is an outer product representation of W 
with respect to p and px. Indeed, 

Wl( A) 
%I *) 

CL1w1(*) + *** +p,w,(A) = [ CL1 /-Q *-* P"_l /-&I ! 
wn-l(4 
W”( A) 

r1( A) 
f-24 A) 

= [o 0 *** 0 l] i 

rn-l(h) 
r”( *) 

=r,(h) =pX(A) -p(A). 

Conversely, assume (3.3) is an outer product representation of W with 
respect to p and p ‘. Choose an invertible n X n matrix T such that the last 
row of T equals the vector [ /.L~ pz *** 

r1( *I 
r2( *) 

rn-;c 4 
rn( A) 

= T 

I-L_ 1 CL,], and write 

w(A) 
wd A) 

x1(*) 
wn( A) 

Then rl,..., r, are polynomials of degree less than m. Since r, = ,u,w, 
+ *** +/J,w, = px- p, the rational matrix function W is of the form (3.5). 

m 
Note that in this proof, gcd( p; wl;. . . ; w,; p”) = 1 if and only if 

gcd(p;r,;...; r, _ 1; p “) = 1. It is now obvious that there exist counterparts 
to Proposition 3.4 and to the second parts of Theorem 3.6, 3.7, and 3.8. For 
example, we have the following result (cf. Theorems 3.6 and 3.7). 
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THEOREM 3.10. LA W be a rational 2 X 2 matrix function, and let p 
and px be nwnic polynomials of the same positive degree m with at least one 
common zero. Then the following statements are equivalent: 

(i) W is companion based, p, = p, and p$ = p ‘; 
(ii) W is of the form 

I 
4 A) 

l- 

W(h) = T-l 
P(h) 

o PYN 

P(h) 1 T (3.6) 

where T is an invertible 2 X 2 matrix, r is a polynomial of degree less than 
m, and gcd( p; r; p”) = 1. 

Since p and px have at least one common zero, r cannot be the zero 
polynomial. Hence (3.6) can be written as 

W(A) = Q-‘(A) 

1 
l- 

PC A) 

o PX(4 
Q(A), Q(A) = :, $)A, 

PC A) 

In view of this result. the matrix 

1 

P( A) 

PY4 

P(A) 

1 T. 

already appearing iti (3.4, can be viewed as a “model” companion based 
2 x 2 matrix function. When p = px, the expression (3.6) becomes 
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This again reflects the fact that in this case W is companion based if and only 
if this is true for W r (take for 2’ the reversed identity). In the situation when 

gcd(p; p”> = 1, one also has the description (ii), with the understanding that 
one has to allow for taking transposes (cf. Theorem 3.8). 

4. MINIMAL FACTORIZATION 

In this section we study minimal factorization of companion based matrix 
functions. First we show that the property of being companion based is 
hereditary with respect to minimal factorization. 

THEOREM 4.1. Let U, V, and W be rational n X n matrix functions, and 
let W = W be a minimal factorization of W. lf W is companion based, then 
U and V are companion based as well. Furthermore, in that case 

gcd(p,; p;> = 1. 

Proof. We start by choosing minimal realizations of U and V: 

u(A) = I, + C,( AZ,,, - A,)-‘B,, (4.1) 

V(h) = I, + C,(hZ,p - A,)-lB,. (4.2) 

Here m, = 6(U) and m2 = S(V). Further, we introduce the matrices 

A=[“; Bc’], B=[;;], C=[C,C,]. (4.3) 

Then A is an m X m matrix, B is an m X n matrix, and C is an n X m 
matrix where m = m, + m2. From the product rule for realizations (cf. Bart 
et al. [4]) we know that 

W(A) = Z, + C(AZ, - A)-lB (4.4) 

is a realization of W, which is minimal, as m = m1 + m2 = 6(U) + 6(V) = 
6(W). Since W is companion based, the state space isomorphism theorem 
implies the existence of an invertible m X m matrix S such that SAS-’ and 
SA’S’ are first companions. Now it follows from the results of Bart and 



COMPANION BASED MATRIX FUNCTIONS 27 

Thijsse [12] that BC = A - AX has rank at most 1 and can be represented in 
the form BC = bcr where b, c E g”’ and b is a common cyclic vector for A 
and AX (cf. also Bar-t and Thijsse [ll]). The latter means that 

rank[b Ab ... A”-‘b] = rank b AXb *e* [ (AX) “‘-lb] = m. 

Further, we write 

where b,, b,, cl, and cs are vectors of appropriate sizes. Following the 
standard convention, we put A: = A, - B,C, = A, - blcT and A; = 
A, - B,C, = A, - b,ci. Since AX is of the form 

(4.5) 

it follows that b, is a cyclic vector for A:. Analogously, b, is a cyclic vector 
for A,. Furthermore, A, - A: = b,cr and A, - AC = b,cl. But then it 
follows that A, and A: admit simultaneous reduction to first companion 
matrices, and that the same holds for A, and AC (cf. Bart and Thijsse [ll, 
121). Thus both U and V are companion 

Next. let the matrix M be the direct 

M=[; A;]=[; 
=A- 

based. 
sum of A, and A:. Then 

Here [b: bllT is a cyclic vector for A, which implies that it is a cyclic vector 
for M as well. As a consequence, M is similar to a first companion matrix. In 
particular, each eigenvalue of M has geometric multiplicity 1. But this 
implies that A, and A; do not have any common eigenvalue. The latter is 
equivalent to gcd( p,; p;) = 1. n 

In view of Theorem 4.1, it is natural to pose the following question. 
Suppose W = W is a minimal factorization of W where both II and V are 
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companion based matrix functions with gcd(p,; pc> = 1. Does this imply 
that W is also companion based? In general, the answer is negative. For 
example, if 

W(h) = 

I 1+; 0 1+; 0 

1 0 

V(A) = [ I+;’ 1 
0 

I7 U(A) : = 

[ 1. 1+; 0 

0 1 

then 6(W) = 2, S(U) = S(V) = 1, and W = W is a minimal factorization 
of W. Furthermore, U and V are companion based, and W is not (indeed, 
rank [W(A) - I,] = 2 for all A # 0). 

Necessary and sufficient conditions in terms of the realizations (4.1) and 
(4.2) guaranteeing that a minimal product of companion based matrix func- 
tions is companion based as well are provided in Proposition 4.3. This 
proposition is based on the following well-known auxiliary result. 

LEMMA 4.2. Suppose A and Z are square matrices, a is a cyclic vector 
for A, and .z is a cyclic vector for Z. Let the matrix M be the direct sum of A 
and Z. Then the following statements are equivalent: 

(i) A and Z do not have any 

(ii) z 
[ 1 is a cyclic vector for M = 

Note that if a is a cyclic vector for A, then A is similar to a companion 
matrix. This is equivalent to the condition that each eigenvalue of A has 
geometric multiplicity 1. Of course, a similar result holds for Z as well. 

Proof. If A and Z have a common eigenvalue, then the corresponding 
eigenspace of M has dimension 2. This implies that a cyclic vector for M 
does not exist. 

Conversely, if A and Z do not have any common eigenvalue, then each 
eigenvalue of M has geometric multiplicity 1. Now Hautus’ test from systems 
theory [18] can be used to show that [aT zTIT is a cyclic vector for M 
whenever a and z are cyclic vectors for A and Z respectively. The details are 
left to the reader. n 
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PROPOSITION 4.3. Let U and V be companion based matrix functions, 
given by (4.1) and (4.2) respectively. Suppose further W = W is a minimal 
factorization of W, and let A, B and C be given by (4.3). 

(i> Assume A, # A: and A, # AC. Then W is companion based if and 
only if A, and AC do not have any common eigenvalue and rank BC = 1. 

(ii) Assume A, = A: and A, # AC. Then W is companion based if and 
only if A, and A: do not have any common eigenvalue, rank BC = 1. 
B,C, = b,c,T f 0 where b, is a cyclic vector-for A, = A:, and B,C, = 0. 

(iii> Assume A, # A: and A, = AC. Then W is companion based if and 
only if A, and A,X do not have any comnwn eigenvalue, rank BC = 1. 
B,C, = 0, and B,C, = b2cT + 0 where b, is a cyclic vectorfor A, = ‘4:. 

(iv) Assume A, = A: and A, = At. Then W is companion based if and 
only if A, and AC do not have any common eigenvalue and BC = 0. 

Note that the condition that A, and At do not have any common 
eigenvalue is equivalent to the condition gcd( p,- ; pc > = 1. Unfortunately. 
the conditions in (ii) and (iii) involving B,C, and B,C, (which are not quite 
elegant) cannot be omitted. Examples of this can be found easily. 

Proof. (i): From Theorem 4.1 we know that the condition that A, and 
A: do not have any common eigenvalue [i.e. gcd( p,, , pc) = 11 is necessay. 
Furthermore, it is obvious that the condition rank BC = 1 is necessary as 
well. Thus we can proceed to prove the sufficiencv of the conditions. Q’rite 

A-AX=BC= (4fJ) 

where b,, b,, cl, and c2 are vectors of appropriate sizes. Then A, - A: = 
b,cT and A, - At = b,c,. ’ Since rank factorizations are essentially unique, it 
follows that b, is a cyclic vector for A, and b, is a cyclic vector for A; . 
Further, Lemma 4.2 implies that 

is a cyclic vector for the matrix M = 
A, 0 

i 1 
0 A;’ 

We also have 

A=M+ AX= M - 

[ I ;: [c:’ 01. 
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This implies that [br b,TIT is a common cyclic vector for A and AX. In view 
of (4.6) and the results of Bar-t and Thijsse [12], it follows that A and AX 
admit simultaneous reduction to first companion matrices. Thus W is com- 
panion based. 

(ii): Again, the condition that A, and At do not have any common 
eigenvalue and the condition rank BC = 1 are necessary. Furthermore, if W 
is companion based and A, z A;, then 

A-AX=BC= 

where [by b,TIT is a common cyclic vector for A and AX. Now b,c,T # 0 
implies c2 # 0. Also, if [br b,T]* is a cyclic vector for AX, then b, is a cyclic 
vector for A, = A:, 
Together with b,cr = 

which implies b, f 0. As a consequence, b,c,T z 0. 
0 and rank BC = 1, this implies b,cr = 0. Thus the 

necessity of the conditions has been established. 
The sufficiency of the conditions can be proved in the same way as in (i). 

Indeed, using the fact that rank factorizations are essentially unique, one can 
deduce from the given conditions that 

A-AX=BC= 

where b, is the given cyclic vector for A, = A: and b, is a common cyclic 
vector for A, and A;. Thus [br b,TIT is a common cyclic vector for A and 
AX. 

(iii): The proof of (iii) is similar to that of (ii>. 
(iv): As before, the condition that A, and A; do not have any common 

eigenvalue is necessary. Furthermore, suppose rank BC = 1. Then 

A_A~=BC= 

where [br bllT is a common cyclic vector for A and AX. Thus b, is a cyclic 
vector for A, = A:, which implies b, f 0. However, b,cr = A, - A: = 0. 
As a consequence, ci = 0. In a similar way it follows that c2 = 0. However, 

Cl = 0 and c2 = 0 contradicts the assumption rank BC = 1. It follows that 
BC = 0. Thus the necessity of the conditions has been established. The 
sufficiency of the conditions is obvious. n 
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In Theorem 4.4 we describe all minimal factorizations of a given compan- 
ion based matrix function in terms of special factorizations of the associated 
pole and zero polynomial. 

THEOREM 4.4. Let W be a companion based n X n matrix function. Let 
A? be the collection of all ordered pairs (U, V ) where U and V are companion 
based n x n matrix functions and W = W is a minimal factorization of W. 
Furthermore, let 9 be the collection of all ordered pairs ( p, p x) where p is a 
manic divisor of the pole polynomial p,, px is a manic divisor of the pole 
polynomial p$ , deg p + deg px= S(W) and gcd( p; p”) = 1. For (U, V) 
E&, define Q,(U,V) = (pU,p<). Then @: d--+9 is a well-defined 

bijection. 

Proof. Let (V, V) EA. So W = W is a minimal factorization of W. 
From Section 2 we know that p, = p,p,. and p$ = p,Xpc. So pr; is a 
manic divisor of p,, and p; is a manic divisor of p$. Also deg p, + 
deg pC = S(U) + 6(V) = S(W). Finally, in Theorem 4.1 we have shown 
that gcd( p,; pG> = 1. Thus @ is well defined. 

Next we have to prove that Cp is a bijection. To that end, we choose a 
minimal realization 

W(A) = I, + C(AZ, - A))‘B, (4.7) 

where A and AX are first companion matrices. Let W = W be a minimal 
factorization of W. From Bart et al. [4] we know that there exists a unique 
direct sum decomposition G?‘” = M @ N with the following properties: M is 
A-invariant, n is AX-invariant, and U and V admit the minimal realizations 

U(A) = I, + C,(AZ, -A,)-‘B,, (4.8) 

V(h) = I,, + C,,(AZ, -A,))‘&. (4.9) 

Here A,,, A,, B,, B,, C, , and C, are determined by 

A= [At Bi~x]:MeN+MeN, 

c = [c, C,]:M@N+%‘“‘, 

(4.10) 

(4.11) 

(4.12) 
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and, as a consequence, 

*A4 - BA4CM 0 
AX= 

-B,C‘u AN - BNC, 1 
:M@N+M@N. (4.13) 

Now p”(h) = det(hZ, - A,) and, since A is a first companion, we have 
M = Ker p”(A). Also, p;(h) = det(hZ, - A, + B,C,) and N = 
Ker pG( A “>. We conclude that M and N are completely determined by p, 
and pc. Thus U and V are completely determined by p, and pc. This 
implies the injectivity of @. 

Finally, we establish the surjectivity of Q, by constructing @-I( p, p “) for 
a given pair (p, p”) ~9. Put M = Kerp(A) and N = KerpX(AX). Then 
A[ M] c M and AX[ N] c N. To describe M and N we write 

p(h) = (A - /..# -*-(A - I-#> 

pX(A) = (A - ps+J”“+’ .**(A - /.#> 

where Z.L~, . . . , pt are t different complex numbers. Recall in this context that 
gcd(p; p”> = 1. We also put 

where z is a complex variable and k = 0,. . . , m - 1. Thus the matrix F 
defined by 

u,,_1(~2),...,ug(~t)....,~“,-1(~t)] (4.14) 

is a (confluent) Vandermonde matrix (cf. Bamett [3] and Lu [24]). Since A is 
a first companion matrix, p is a divisor of pw, and p, = det(AZ, - A), it is 
well known that the space M = Ker p(A) is spanned by the vectors 

Ok( pj)T j=l ,..., s; k=O ,..., nj-1. 
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Analogously, the space N = Ker p”( AX) is spanned by the vectors 

‘k( Pj)> j=s+l,..., t;k=0 ,...) nj-1. 

Now n, + .-+ +n, = deg p + deg px= 6(W > = m. Furthermore, it is well 
known that for the (confluent) Vandermonte matrix F defined by (4.14) we 
have 

det F = fi h ( /.Q - /_L~)“‘“’ # 0. 
j=lk=j+l 

Thus %?“” = M $ N. With respect to this direct sum decomposition, we write 
A, B, C, and AX in the form (4.10), (4.111, (4.121, and (4.13) respectively. 
Further, let U(A) and V(A) be as in (4.8) and (4.9). We claim that (U, V) = 
@-I ( p, p “). Indeed, W = W, and this is a minimal factorization. In other 
words, (U,V) E.&. Also, pL,(A> = det(AZ, -A,) = p(h) and p;(A) = 
det(AZ, - A,$, + B,C,) = pX(A). So @(U,V) = (p, p”>, as desired. n 

Elaborating on the proof of Theorem 4.4, we remark that at first sight 
a-’ depends on the choice of the minimal realization (4.7) of W. Since Q, 
does not, such a dependence cannot exist. The following argument will make 
this transparent. Suppose 

W(A) = I, + C,(AZ, - A,))$ (4.15) 

is another minimal realization of W such that A, and A: are first compan- 
ions. By the state space isomorphism theorem, there exists an invertible 
m X m matrix S such that 

A, = SAS’, B, = SB, c, = cs-‘, A: = SAXS1. 

These identities imply det( A I, - A) = det(AZ, - A,) and 
det(AZ,,, - AX) = det(AZ, - A:). S’ mce the matrices involved are first com- 
panion matrices, A = A, and Ax = A:. 

From Bar-t et al. [4] we know that there is a one-to-one correspondence 
between the minimal factorizations of W on the one hand and the pairs 
(M, N) of subspaces of @‘” satisfying A[ M] C M, AX[ N] C N, and M @ N 
= ~5”” on the other. Let (M, N) be such a pair, and consider the associated 
minimal factorization W = W induced by (4.7) and W = U,V, induced by 
(4.15). We claim that U = U, and V = Vi. In order to see this, it is sufficient 
to show that S[ M ] c M and S[ N ] c N. Indeed, in that case the matrices S 
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and S-’ can be written as follows with respect to the decomposition 
8”= M@N: 

s=[: iN], s-j”; $1. 

Furthermore, the matrices A, B, and C and the matrices A,, B,, and C, 
admit the following representation with respect to the decomposition g’” = 
M @ N: 

A=[: “;“N], B=[B, BN], 

CA4 c= c 

i 1 3 

N 

A _ ?,AAil S,B,C,S,’ 
1- 

0 1 S,A,S,' ’ Bl = hfBA4 'NBNl, 

c = G&ii1 
1 

[ 1 C&l * 

Using (4.8) and (4.9), one sees that U = U, and V = V,. 
Thus what remains to be shown is that S[ M] c M and S[ N ] C N. Now 

A = A, = SAY’, so AS = SA. Since A is a first companion matrix, hence 
nonderogatory, it follows that S is a polynomial in A. But then the invariant 
subspace M for A is invariant for S as well. Analogously, N is invariant for S. 

EXAMPLE 4.5. In this example we consider the companion based matrix 
function W defined by 

W(A) = 1 0 1 

( A2 + 1)2 

- A2 A2 1 + + 4 1 1 = 1 

0 
(A - 2i)(A + 2i) 

(A - i)(A + i) 
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Note that p, = (A - ij2(A + i)” and p; = (A - 2iXA - ixh + iXA + 
2i). Hence ifwe define p, = (A - i>2, p, = (A + i)2, p: = (A - 2iXA - 
i), and pt = (A + iXA + 2i), then obviously p, = p, p, and pk = p:p;. 
Furthermore, gcd( p,; p;> = 1. By applying techniques that are described 
further in Section 5, we find the following minimal factorization of W: 

W(A) = 
(A + i)” 

(A + 2i)(A + i) ’ 

(A + i)” 

where r,(A) = $-< -5iA - 11) and r,(A) = $5i A - 14). 

A rational matrix function is called irreducible if it does not admit any 
nontrivial minimal factorization. Obviously, each elementary rational matrix 
function is irreducible. For nonelementary companion based matrix functions 
we have the following result. 

COROLLARY 4.6. Let W be a companion based matrix function with 
S(W > 2 2. Then W is irreducible if and only if there exists a complex number 
(Y such that pw(A) = p;(A) = (A - (Y)‘(~) for all A E g. 

Theorems 4.1 and 4.4 are concerned with minimal factorizations of 
companion based matrix functions involving two factors. Analogous results 
can be obtained for minimal factorizations involving more than two factors. In 
that context the relevant factorizations of pw and p$ are of the form 

PW = p, *** l'k> 
x- x 

Pw-Pl ..* p;, 

where p,, . . . . p, and pr,. . . 
= deg p: 

, p,f are monk scalar polynomials with deg pj 
X for j = 1,. . . , k and gcd(p, . . . pj; P~+~. . . pk) = 1 for j = 

1 
W; 

..> k - 1. The factor W. of the corresponding minimal factorization 
... Wk of W has pole po ynomial i pj and zero polynomial px . The proof 

of this more general result is basically an induction argument based on the 
results of Theorems 4.1 and 4.4. 

A complete factorization of W is a minimal factorization involving 6(W > 
factors. The existence of a complete factorization can be determined by 
repeated application of the Theorems 4.1 and 4.4. The details are as follows. 
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COROLLARY 4.7. If W is a companion based matrix function with 
6(W) = m, then W admits complete factorization if and only if there exist 
orderings (Ye,. . . , CY, and CX:, . . . , (YC of the zeros of p, and p$ such that 
czi z cxJF whenever i < j. 

Such orderings exist if and only if there exists an ordering /Ii, . . . , Pk of 
the (different) common zeros of p, and p$ such that 

imx( Pi> + ,ern( Pi) <m+l, h = l,...,k. (4.16) 
i=l 

Here m( pi) and mX( Pi) denote the algebraic multiplicity of Pi as a zero of 
p, and ps, respectively. In Section 5 we present an algorithm, based on 
Johnson’s rule from job scheduling theory, for verifying whether the combina- 
torial condition in Corollary 4.7 can be satisfied (see also [II], Remark 2.5 
and [I2], Proposition 2.2). 

If Ly,, . . .) a,, is an ordering of the zeros of p, and a:, . . . , CY,: is an 
ordering of the zeros of p$ satisfying the condition oi z a,? whenever 
i <j, then W admits complete factorization. In fact, for appropriate rank 1 
matrices Ri one has the complete factorizations (2.101, (2.111, and (2.12) of 
W, W T, and W-‘, respectively. Corollary 4.7 can also be deduced by 
combining Theorems 3.2 and 6.1 in Bar-t and Hoogland [6]. 

In the final part of this section we consider canonical right Wiener-Hopf 
factorization with respect to the real line of a companion based matrix 
function W. A canonical right Wiener-Hopf factorization is a special case of a 
minimal factorization. For information on Wiener-Hopf factorization, see [4], 
[I5], [16], and the references given there. Instead of the real line, one can 
also consider other closed contours on the Riemann sphere. Sometimes we 
shall omit the reference to the real line. 

COROLLARY 4.8. Let W be a companion based n X n matrix function. 
Then the following statements are equivalent: 

(i) W admits canonical right Wiener-Hopf facto&ation with respect to 
the real line; 

(ii> the polynomials pw and p$ have no zeros on the real line, and the 
number of zeros of p,, in the open upper half plane equals the number of 
zeros of p$ in the open upper half plane. 

Here the zeros are counted according to multiplicity. The results remains 
true when tight Wiener-Hopf factorization is replaced by left Wiener-Hopf 
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factorization. In particular, it follows that W admits canonical right Wiener- 
Hopf factorization if and only if W admits canonical left factorizations (cf. 
Ball and Ran [2]). 

Proof. Let W = W-W, b e a canonical right Wiener-Hopf factoriza- 
tion. Let the pole and zero polynomials of W and W, be denoted by p , 
p+, p?, and p T. Then p _ and p F have no zeros in the closed lower half 
plane, and p+ and p: have no zeros in the closed upper half plane. Also 
P,~ = p.-p, and p$ = p?p”,. So pw and p$ have no zeros on the real 
line. Also deg p_ = deg p?. Thus the number of zeros of p, in the open 
upper half plane equals the number of zeros of p$ in the open upper half 
plane. 

Conversely, assume that (ii) is satisfied. Write 13,~~ = p_p + and pc, = 
p?p “, , where p _ and p TY have no zeros in the closed lower half plane and 

I’ t and p: have no zeros in the closed upper half plane. By assumption 
deg p = deg p”, so deg p_+ deg pT= 8(W). Clearly, gcd( p _ ; p T) = 1. 
Apply now Theorem 4.4. This ,gives a minimal factorization of W, and it 
should be clear that it is a canonical right Wiener-Hopf factorization. n 

E~WPLE 4.9. The factorization shown in Example 4.4 is a canonical 
right Wiener-Hopf factorization with respect to the real line. 

Corollary 4.8 is concerned with canonical Wiener-Hopf factorization of 
companion based matrix functions. More general results can be obtained for 
noncanonical Wiener-Hopf factorization of such functions. For instance, it 
can be shown that for a companion based matrix function either all factoriza- 
tion indices are nonnegative or all factorization indices are nonpositive. The 
authors intend to return to this topic in a future publication. 

r;. ALGORITHMIC ASPECTS AND EXAMPLES 

Corollary 4.7 shows that a companion based matrix function W admits 
complete factorization if and only if a combinatorial condition involving the 
zeros of the polynomials p, and p:, is satisfied. To check whether or not 
this condition can be satisfied, a simple algorithm, based on Johnson’s rule 
from job scheduling theory, is available. Assuming that the zeros of pvv and 
p$ are known, the algorithm is as follows. Write 

p\r( A) = (A - P,)” ... (A - PJi > 

p$( A) = (A - p,>” ... (A - &)‘“, (5.1) 
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where &, . , . , Pk are k different complex numbers. Next, create a list 

Cd,, . . . , dz!J containing the nonnegative integers sr, . . . , sk, t,, . . . , t, in 
nondecreasing order. This list is called the D(egrees)-list. Now one proceeds 
as 

1. 

2. 

3. 

follows. 

Start with two empty lists. The first list is called the F(irst)-list and the 
second list is called the L(ast)-list. 

Do while the D-list is nonempty: 
a. If the first number in the D-list equals sb for some b, then put b at 

the front of the L-list else put b at the rear of the F-list. 
b. Delete sb and t, from the D-list. 

Combine the F-list (b,, . . . , bq) and the L-list (b,+,, . . . , bk) into 

(b 1, . . . . b,, b,,,, . . .> b,). 

Then W admits complete factorization if and only if 

h k 

c tb, + c sb, 6 m + 1, h = l,...,k. (54 
i=l i=h 

Note that this condition is similar to (4.16). Furthermore, if the condition 
(5.2) is satisfied, then sb, < 1 and tb, < 1. Thus in that case 

&,,..*>k$,,, &,l>.**&,z).*.) kh_,v-~ @b,-, 7 (Pb,) 
-- 

sb, times sh2 times shk_, times 

is an ordering (or, . . . , a,,, of the zeros of p,. Here the parentheses around 
pb, are used to indicate that Pbk may or may not be present, depending on 
whether s& = 1 or sb, = 0. Also, 

tb, times tb,, j times th, times 

is an ordering CY~ , . . . , CY~ of the zeros of p$. The parentheses around &, 
are used as above. 

L 

If (5.2) is satisfied, then the above orderings satisfy the desired combina- 
torial condition cri z as whenever i < j, which was mentioned in Corollary 
4.7. This means that there exist complete factorizations (2.101, (2.111, and 
(2.12) of W, WT, and W- r. A justification of the algorithm is given in Bart 
and Kroon [9, lo]. 
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It is illustrative to provide some background information on the above 
algorithm. The inequalities (5.2) can be rewritten as 

)...) k)] =o. (5.3) 

The left hand side of (5.3) has an interesting interpretation: it equals the 
smallest nonnegative integer z for which there exists an ordering ol,. . . , (Y,,~ 
of the zeros of p, and an ordering a;,. . . , a: of the zeros of px such that 

Actually, this result is a special case of Johnson’s rule associated with the two 
machine flow shop problem (2MFSP) f rom job scheduling theory (cf. Baker 
[l]). This connection with BMFSP will be explained in more detail in the 
forthcoming paper [lo] (see also [9]). 

Johnson’s rule is a fast algorithm. Initially sorting the degrees of the 
polynomials p and px can be done in O(m log m) time. The remaining part 
of the algorithm takes O(m) time. So the complete procedure takes 
O(m log m) time. Note that m is the McMillan degree 6(W) of W. 

From now on, let p and px be manic polynomials of the same positive 
degree m. In the remainder of this section we specialize to the case of 
companion based 2 X 2 matrix functions having p as pole polynomial and 
px as zero polynomial. In Section 3 we have seen that these functions can be 
obtained in a simple way from the special function 

f-(h) 

Here r is a polynomial of degree less than m such that gcd( p; r; p”) = 1. 
We shall describe all minimal factorizations of the companion based 

matrix function M involving two factors. The basis for our analysis is the 
following well known lemma (cf. Lang [23]). The proof of this lemma shows 
that there is a connection with the Sylvester matrix (also called the resultant) 
associated with two polynomials. 
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LEMMA 5.1. Let q1 and q2 be two monk scalar polynomials, let d = 
deg q1 + deg q2, and assume gcd(q,; qe) = 1. Then for each polynomial r of 
degree less than d the polynomial equation 

rlql + r2q2 = r (5.5) 

has a unique solution r1 and r2 with deg rl < deg q2 and deg r2 < deg ql. 

Proof. Put s = deg q1 and t = deg q2. The case s = 0 or t = 0 is 
trivial. So we assume that both s and t are positive. Write 

rl(h) =x0 + xlh+~~-+x,_,h’-‘, r2(A) =y,,+yiA+~~~fy,_,A”-‘. 

Then Equation (5.5) can be transformed into a system of d linear equations 
in the unknowns x,,, . ../ X1-_l and yo,..., yspl. The coefficient matrix 
associated with this system of equations is the resultant (also called the 
Sylvester matrix) of the polynomials q1 and q2. It is well known that the 
determinant of this matrix equals f-l:= In;= i( pi - vj>, where pi, . . . , /.L, are 
the zeros of q1 and vi,. . . , vt are the zeros of q2. Since gcd(q,; q2) = 1, the 
determinant is nonzero. Thus the system of equations is uniquely solvable. n 

In connection with Lemma 5.1, the following observation can be made. 
As gcd(q,; qe) = 1, one can employ the Euclidean algorithm to produce two 
polynomials aI and a2 such that a,q, + a,q, = 1. These polynomials can be 
used next to describe the polynomials r1 and r2 featuring in the lemma. 
Indeed, one can take rl = a,r (mod q2) and r2 = a,r (mod ql). 

Now we will describe all minimal factorizations of the companion based 
matrix function M given by (5.4). Let p1 be a manic divisor of p, and let 

Pz” be a manic divisor of px. Assume deg p1 + deg pf = m and gcd(p,; 
pc> = 1. Then we have 

P = PlP2, Px= P:Pz” ) (5.6) 

where deg p, = deg p: and deg p, = deg pf . From Lemma 5.1 we know 
that the polynomial equation 

f-1 P2” + r2 Pl = ?- (5.7) 
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has a unique solution rl, r, where r, and r, are polynomials with deg T, < 
deg p, and deg r2 < deg p,. 
als F, ahd rq we have 

It is not difficult to see that for these polynomi- 

M(A) = 

r(h) 
P(A) 

PX(A) 

P(A) II 
r1( A) 

l- 
PI(A) = 

o PX4 
I),( *I 

rd *I 
l- 

PA A) 
() PC(A) 

T’2( A) 

Combining (5.6) and (5.7) and taking into account gcd( p; r, p “) = I, it is 
easy to deduce that gcd(p,; T,, pr> = gcd(p,; r2, p:) = 1. Hence the fat- 
tors in the right hand side of (5.8) are companion based with McMillan 
degrees deg p 1 and deg p, , respectively. 

Conversely, let M = LV be any minimal factorization of Ail. Then (5.6) is 
satisfied by p, = p,,, p2 = p,., p? = p;, and pc = p;. We know that 
gcd(p,,: p;, = 1, which implies that we can solve Equation (5.7) with 
p, = pl: and p: = pc. Thus we CIII produce the minimal factorization (5.8). 
The first factor in (5.8) has pole polynomial p , = ~~~ ,, and the second factor 
has zero polynomial pc = pc . As we have seen in Theorem 4.4, these 
properties determine the factors uniquely. SO the factors in (5.8) are c and 1.. 

Summarizing, we see that the minimal factorization problem for :!I 
(involving two factors) has been reduced to finding solutions to the following 
two subproblems: 

(i) Find manic polynomials p,, p,, p r , and pt with deg p, = cleg p r 
and deg p, = deg pt , satisfying p = p, 1’2. pX = prp;, and 

gcd(p,; p,“> = 1. 
(ii) Find polyn omials r, and r, with deg r, < deg p, and deg rl < 

deg p?, satisfying r, pc = r2 p, = r. 

If subproblem (i) has b een solved, then the existence of a (unique) 
solution to subproblem (ii) is guaranteed by Lemma 5.1. 

In accordance with Corollary 4.6, we see again that (54) is irrcduciblc if 
and only if either m = 1 or there exists (Y E %’ such that plv( A) = p<.(A) = 
(A - (~1”’ for all A E %?. In the latter case (5.4) reduces to 
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and the condition gcd(p; r; p”) = 1 amounts to t-(a) z 0. Note that this 
result shows some similarity with the results of Cohen [13], who describes the 
manic irreducible 2 x 2 matrix polynomials. 

It is also possible to describe the minimal factorizations of M involving 
more than two factors. Suppose p = p, *** p,, and px = p: -** pt , where 

Pl, *. . ) Ph and pr >*--> p; are manic polynomials with deg pj = deg pjx for 
j=l >***, h and gcdcp,... pj; pT+l . . . pt) = 1 for j = l,..., h - 1. An 
induction argument based on Lemma 5.1 yields that the polynomial equation 

h 

C ?-jPl *” 
X 

Pi-1 Pj+l 
. . . pf = r 

j=l 

has a unique solution rl, . . . , rh with deg rj < deg pj for j = 1, . . . , h. This 
leads to the minimal factorization 

4 A) 
PO) 

P"(X) 

P(h) 1 

PO) 

PW) 

P,(A) 

of M such that the jth factor has pole polynomial pj and zero polynomial 

P;’ 
As was observed before, M admits complete factorization if and only if 

there exists an ordering al,. . . , a, of the zeros of p, and an ordering 
Lx:,..., (Y; of the zeros of p; such that (Y~ # CY,? whenever i <j. This 
leads to a complete factorization of M such that (Ye and CY/ are the pole and 
the zero of the jth factor. To describe this complete factorization, we note 
that, under the given combinatorial ordering condition, the equation 

m 

~cj(h-al)-~(h-aj_l)(A-O1:(l)-*(~--~) =r(h) (5.9) 
j=l 
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has a unique solution ci, . . . , c,,, consisting of 
associated complete factorization has the form 

M(A) = 

= 

f-c *I 
l- 

P(4 

o PXP) 

PW 

Cl 
l---- 

A - ff, 

A - cx: 
O---- 

A - (YI Ii 
CP 

l---- 
A - (Ye 

A - c$ 
O---- 

A - ffp 

43 

m complex numbers. The 

I . . . 
EXAMPLE 5.2. Let the companion based matrix function M be defined 

bY 

Then p,(A) = (A + 1)3(A - 1>3 and p;(A) = (A + 1>3A2(A - 1). Thus, 
referring to (5.1), we have k = 3 and pi, &, & = - IO, 1. Furthermore, 

si, s2, sg = 3,0,3 and t,, t,, t, = 3,2,1. After applying Johnson’s rule, we 
find that the necessary and sufficient condition (5.2) for the existence of a 
complete factorization is satisfied. In fact, 

l,l,l, -1, -1, -1, 1, -1, -1, -l,O,O 

are the unique orderings of the zeros of pM and p$ that satisfy the desired 
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ordering condition (ai z orjx whenever i < j). This implies that M admits 
precisely one complete factorization, namely 

c.3 

A-l 
A+1 

A-l I 

/ 

‘6 
l- 

A+1 
A 

O- 
A+1 

where ci = $, c2 = - i, cg = i, cq = - $, cs = -1, and c6 = - 1. The 
equation corresponding to (5.9) that (uniquely) determines these values for c1 
to c6 is 

cl(A + 1)3A2 + ca( A - l)(A + #A2 + cs(A - l)‘(A + 1)A2 

+ cq( A - 1)3A” + cs( A - 1)3( A + 1) A + c6( A - 1)3( A + 1)2 = 1. 

(5.10) 

The values of ci, cq, and c6 can be found easily by substituting A = 1, 
A = - 1, or A = 0 into (5.10). Thereafter, c2, c3, and c,s are obtained by 
taking the derivative of (5.10) and again substituting these values for A. 

EXAMPLE 5.3. Next we consider the companion based matrix function M 
defined by 

1 

(A + l)3(A - 1)3 

(A + 1)A 

(A - 1)2 

Note that this matrix function is only slightly different from the one studied 
in Example 5.2. In this case pM(A) = (A + 1j3(A - lj3 and &(A> = 
(A + 1)4A(A - 1). Thus we have again k = 3 and Pi, Pa, Pa = --LO, 1. 
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However, in this case sl, s2, sg = 3,0,3 and t,, t,, 1, = 4, 1, 1. After applying 
Johnson’s rule, we find that the necessary and sufficient condition (5.2) for 
the existence of a complete factorization cannot be satisfied. This implies that 
M does not admit complete factorization. 

However, M admits a minimal factorization into five factors: four elemen- 
tary factors and one factor with McMillan degree 2. This result is obtained 1)) 
applying techniques that will be described in the forthcoming paper [lo] 

already referred to before. 
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