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APPENDIX A

1. Trend Caleulaiion.

For pre-war periods, nine-vear moving averages have bheen
taken. In a few cases where seven-vear moving averages were
already avatlable, the latter were used, as the differences were
small.  For post-war periods, which are shorter, rectilinear trends
have been caleulated.  For short periods, the arbitrariness of this
type of trend 1s less than for long periods, as the difference between
a rectilinear trend and a moving average is in this case generally
small. In addition, the rectilinear trend has the great advantage
that no vears need be left out of account, whereas, in the case of
nie-year moving averages, four years are lost at each end of the
series. .

Let any series be represented by X,, where ¢ indicates the year
(or any other unit period used) and assumes all values from 1 to N,

N being the total number of years in the period considered. Let
. _ . . . . {T | | | » . | » ,
1ts rectilinear trend be X, . The latter is then of the form

where « and b are constants, which should be chosen so as to
obtain the “ best ” fit hetween X, and XET)., This 1s usually done
by applving the method of least squares, which prescribes that
the expression

be made as small as possible by a suitable choice of @ and 5. This

problem can be solved most simply if ¢, X, and XiT) are measured
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Assuming now that the trend equation takes the form

)
Sty — x, )" minimum (2.

i

-

Replacing 2" by its value (1), this

St{x, — a’ — b't'y"  minimum.
1

This expression depends on ¢ and b’, since all other variates
are given numbers drawn from observation. It is therefore a
function ¥ («¢’, ") of ¢’ and b’, and 1its minimum value must,
according to a well-known statement in differential caleulus, obey
the two relations:

W — dF (a’, b") N1 6)

1 It can be proved that these equations yield, In this case. a minimum
and not a maximum value of F.
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These relations come to: 1
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Applyving relation (5), they are much simplified and become:

2t
D ttzg m (7)'

" =) Dot =0"2t"% or b =

The trend, 1f measured 1n deviations from its mean value, is
therefore of the simple shape:

o Sl |

To obtain its actual level, the easiest way 1s to introduce t” into
equation (1), as follows: |

@ -+ bt -+ bt’ (9)
.. | P ¥, 1 / b / .
As the average of bt = N 2bt = N 2t" = 0, 1t follows that

BN RN

a -+ bt = X™. 1

On the other hand, it may be deduced directly from (2), by
applying the principle of least squares, that X'™ = X (this, in
fact, 1s self-evident).

Finally, from (4) and (8), it will be seen that 6= 6’: hénce the
trend equation in natural units will be:

2xt

~(T) ~
XP =X+,

(10).

2. Multiple Correlation ; Calculation of Regression- and Correlation
Coefficients. '

The technique used in this case is much the same as that used

in the trend calculations just described. The problem 1s to find
coefficients by, b,o, by3, etc., which give the best fit between any

1 For simplicity, the suffixes to the sign X will in future be omitted.
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o owitlh be ealled the respduals
They have to fulfil the following conditions known as ™ normal
equations ” and perfectly analogous to equations (H):
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where # — | 1s the number of * ‘explanatory s

series . Equations (15)
are usually the most convenient to use in numerical calenlations.

1 In Chapters ITI-V, where only the first regression has been considered,
X" and z" have been replaced by X* and a*.
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All the ™ sum-expressions 7 Xx>, Zx,x,, ete.... are known from

)
observation.

A general defimtion of the correlation coefficient between two

ppppp

LTLo.

E X { ;'2:;3

(16).

'y ==
12 IESPRISPE:
\/ & 2

-

4

™ * A LA S e N P ) - L . I' - /

['his definition may also be applied to the series x and z;, and
then provides the * total correlation coefficient ” R, ,, ,. The
result can be put in the form:

which 1s convenient for numerical calculations.

If all series are measured 1n so-called normalised units—t.e., 1n
such units that their standard deviations become 1, then the
normal equations mayv be given the form: |

Z)MT ag T b“ T e . DinTan = T13 | (f] 7)

from which it will be seen that the regression coeflicients in nor-
malised units depend only on the system of correlation coetlicients
between all variates.

The coefficients b,,, b4, etc., to be found from the normal
equations (15) are the regression coefficients for the first elementary
regression. If, for example, the second elementary regression 1s
to be determined, the réle of suffixes 1 and 2 should be interchanged
and the coefficients in that regression —

3

e :

L, = b;”zi Ly T b*‘ﬁ:&t L3 T bﬁ.’.é Ly T - binmn (18)
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Equation (18) should be transtformed mto:
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by writing z, instead of ., and r instead of r, if it is to be used
as a second estimate for the * explanatory equation” for @y
(Frisch’s method).

The regression used in this publication 1s the first elementary
regression; for the most important cases, however, bunch maps

(cf. 3 below) have been added.

3. Construction of Bunch Maps.

Here the technique outlined by Professor IFrisch, who proposed
the method, in his “ Statistical Confluence Analysis by Means ot
Complete Regression Svstems ” 1 has been almost exactly followed.
As has been pointed out in § 2, the regression coeflicients in nor-
malised units can be determined from the system of all correlation
coefficients between the variates considered. Starting with these
correlation coeflicients, i1t 1s conceivable that every possible re-
gression formula is calculated in the way indicated sub 2. Frisch’s
method 1s, however, far more efficient, as any repetition of opera-

tions 1s avoided. The general idea is that all symmetrical minors

1 Publication No. 5 of the Economic Institute of the University of Oslo
(Universitetets Jkonomiske Institutt), Oslo, 1934.
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of the determinant of the correlation coefficients:

E |
i ri*rlrlil . rln
|

RTINS

"= (21)

|
E
| 7”_1 7?2‘..1 r?'m

should be calculated, and this i1s done in a systematic way.

As any minor of a two-rowed determinant 1s itself again an
element of that determinant, no calculations are needed for such
cases. We begin, therefore, with the minors of three-rowed
determunants. Take, as an example, the determinant

ri »1 riu ?‘1 3
Apgy = | ray Taa Ty l (22).
, |
| :
| Tyy Taa Ty |

The minor r,, (this notation being provisional only) corresponding
ot et .,. _ . 2
with the element r(, 1s found from 7, = rqoorgs —rogroo =1 —ro,.

¢) &)

Similarly, 7y =1 —r,, and 7,,=1 —r;,. The minor 7,
corresponding with r,, equals

s— rﬂ,i r:i:ﬂ + rﬁﬂrgi s ——— 7'153_ + r13r23 *
Similarly,

The figures for ry, and for ry, are written in a table showing them
in the following way:

rip l 1 2 3 T f 1 2 3
1 | ryyrorys ! STEEATIREY
2 Fao Tos ‘ 2 Fio Tog Tag

3 ' ras 3 | T3 Tos Fag
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Because of the svmmetry, the ficures below the diaconal mayv be
left out, as has been done in the left-hand table. The figures r,

!
g
.Iﬂ'ﬂ. '-
] , f
: v

can now be easily checked, as there are three wavs of calenlating
the value of Ay

a well-known 1dentitv.  This means sunply that corresponding

figures 1n the two above tables have to be multiphed and the
results belonging to one and the same cohnnn to be added up.
The same result must then be obtamed, whatever column be
taken.

The desired mformation concerning all possible  regression
coefficients is now obtainable from table r,. The regression
coefficient of variate 2in the “explanation” of variate 1 s equalto

i ll? LR S N T SN - I e . e . = L Y | d-ej j Yo
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the direction of minimising is that of variate 27 and - -2 if the
ﬁ 4

direction of minimising1s that of variate 5. Similarly, the regression

4,

coeflfictents of wvariate 3 1n the explanation of variate | are
e | .
r i :-3 ’ ‘ WA ? aﬁl o

respectivelv — —', — == or — <= In the three cases mentioned.
¥ R B

- v §

Each group of three coefficients supplies the material for the
construction of one bunch map. Taking the first group, the
Ty

oy

number — — indicates the slope of the beam to be indicated
1
I.. I

with © 1, — == that of beam © 2 and — == that of beam + 3: the
i 3 i H;
symbol © being used for the “ leading beams ”—1.e., for cases where
minimising has taken place either in the direction of the variate
to be ‘“ explained ” or in that of the * explanatory ” variate.
By the same technmique, all * three-sets "—i.e., groups of three

variates—can be analysed.
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Here 1t must be emphasised that the symbols used above,
ryy, ete., are, stricty speaking, incomplete and should be written
Iy, Indicating that it 1s the minor within A,,, corresponding
with the element ry.,. Otherwise there would be no possibility of
d1 stinguis hing 1t from, e.g., 7144

In order to make bunch maps for the next higher stage—i.e.,
“ four-sets "-—the minors 7,4, etc., have to be calculated.
[hose relating to elements on the diagonal—viz., 7| 1054y, T29(1234);

.......

oy

Fiite, vy ™= 77 ey 5 )i (o TR (0, 20 G o) TR

(i 5 1)

The meaning of the suffixes 1s the following:

o, 5...v Indicate the set studied.

. 1ndicates the row, and

7 the column of the element under consideration.

k 1s a “ current suffix "—i.e., it assumes all values indicated
under the sum-sign. ,_

}j{ means that £ must not assume the value j, whereas the
r.’s have to be taken as corresponding to the set

without 7.

As an example, 7 95, may be taken. Here 1 =1, j =2,
x, B..v =1, 2, 3, 4, and k evidently has to assume the values
1, 3, 4. We find:

L

o103y = — Trrsan 12 7 Tisuse 732 — Tiass)Te -

il

No further new elements have to be introduced in the calculations.
4. Calculation of Standard Error of Regression Coefficients (Classical
method). ’

Under the hypotheses formulated in Chapter II, the standard
error o, for any regression coefficient b, must be calculated
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by means of the formula:
2 N My nn

= —0
by g N — 1 1.23...m M“

;jn which the symbols have the following meaning:

(a) \/ N7, C1.23...n 18 the standard deviation of the resi-

duals 2, o5 ,, corrected for the number of coefficients in
the regression formula (11) and therefore equal to:

\/N —n 2T 03im N — 7 % (z, — z,) - (24).

T he easiest way of calculating this standard deviation 1s given by:

) 21 P2
°1.93...n 94 (1 Ri.a‘za...n)

w here oy 1s the standard deviation of z;.
- (b) M, 1s the determinant:

|
2
Z; Z‘,::cﬁzzc3 23:25% Exzxn
¥ < 9
z,%, E% H
J ‘
r
F ng Lo an !

Z.e., the determinant formed by all moments of the “ exﬁlanatory ”
series. In those cases in which calculations for bunch maps are
already available, it can very easily be obtained from: '

23 24 2n
o { A C
 ow\n~-1.2_2 ) )
M“ N G0y «en e o

.......... 1
rQn |

a— 9 B |

= N""'g°0" c* A

278 "7 Tm28...n
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wlere o,...0, are the standard deviations of x,...2,, N is the number
of observations, and A is the symbol introduced in Appendix A, 3.

(¢) My, 1s the determinant remaining if the Ath column and
the Ath row in My; are dropped; e.g.:

1 Szt Sxz ... Yrzx
l 2 X4 R
& — 1
NN DY v 2L X
. 24 4 b n
Mgy = |
| |
|
DY A Wik
i 2N n

1 Py o r,.
S
24

4N .3. 4 Gn .

Po e 1
n-2 .2 .2 2
- g ... 0O
N G'EZ 4 n A‘M n

5. Calculation of Limits to the Error of Wezg/ztmg LN Regresswn
Coeffictents.

The formule devised by Koopmans for computing limits to the
error of weighting apply only when the signs of corresponding
coefficients in all of the elementary regression equations are the
same (after solving for the explained variate z,). In terms of the
bunch map, this means that in each of the maps referring to the
complete set of variates, all beams should lie in one of the four

right-angles formed by the axes.
If a possible regressmn eq_uatlon is denoted by

— bwa’iz. + binS’ + biéxé
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for the case of three explaining variates, where the variates are
expressed in normalised units, a first set of limits to each of the b’s
is formed by the two ultimate beams in the corresponding bunch
map involving the complete set of variates. 'Thus, b,, must lie
between the largest and smallest of the four coefficients

7

r 7 r

™

- r
(1) — 12 (2) — __ 2R (3) . __ 32 (4) __ 42
bm - po bi‘il - ro bif?.. o po br‘;‘z 7
11 21 31 41
(29).

Additional limits to the error of weighting 1n 6,,, etc., can often
be imposed from the following considerations. To the first
elementary regression corresponds the assumption that dis-
turbances occur only in the first variate. In this case, the standard
deviation of these disturbances is estimated, according to (24), as

N B / N 2 N
\/N — 61_234 . \/ N 7 (1 T R‘i.ﬁf}é) (‘“6)?

the standard deviation o of the variate z; itself being equal to

unity. Similarly, if only the second variate is subject to disturb-
ances, their standard deviation 1s estimated by

N “"'““N"‘""‘“‘"“‘“”““"‘“";:““‘“‘“
\/N 5 So34 T \/N — (1 — Ry 434) (27),

and so on. The expressions containing the four multiple correlation
coefficients R are easily computed from

1 R?" _mAf1234 1 sz, ' mA
T AM284 T A y T R34 T

1234
A 7

R34 134

ete.

If any one of the standard deviations (26), (27), etc., of distur-

~ bances seems too large to be accepted, a priori considerations may
lead one to adopt limits, say, ' '

4 F 4 / /

Pty P2, P33y Pus - (29)
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thal should not be exceeded by the estimated standard deviations
of the disturbances in the corresponding variate.

Somewhat complicated calculations or diagrams are required to
find exactly which values of b,,, etc., are still admitted by these
hmitations. For practical purposes, the uncertainty concerning
the error of weighting may, however, already be considerably
reduced, 1n a number of cases, by the following thumb rule,! which
excludes a considerable part of those values of b,,, etc., that are
incompatible with the limitations (23), but not always all of them.
This rule imposes two additional limits to each of the regression
coeilicients by, ..., the interval between these limits partly over-
lapping, or falling entirely within, the interval defined by the
figures (25). Only values of 04, ... common to both intervals, then,

have to be admitted.
The additional limits for b,, according to this rule are the largest

and smallest of the quantities

n ﬁ n n
W = 12 @) 28— 8% ) — 22 (90)
/12 g ==y Jpg T T30 Mg T ’ '
11 21 3 i

Here N1s, €te., are the minors of the elements ny,, etc., in a deter-
minant, obtamed from the determinant A of the correlatlon coeﬁi-—

cients by replacing the diagonal ¢ elements ry, Tsa, €tc. (which
equal unity), by W

Ry =Ty 7m0y Mgy = Ty TRy, €0,

where

N""""’""“'n, N._...._......n ’ t

Mutatis mutandis, similar limits for b, and b4, are found, which may
then be converted from normalised units to the units in which the
- variates were originally expressed. o

1 This thumb rule, which has not yet been publlshed has been communicated

to the author by Dr KOOPMANS
. 10
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If greater precision is required, it may be useful to determine the
full consequences of the limitations (28) on the coeflicients by,....
These can best be formulated in geometrical terms. A set of coeffi-
cients, byo, bys, by, Mmay be represented by a point Cin three-dimen-
sional space having these coefficients as 1ts rectangular co-ordinates.
Then, instead of the simple limits (25) for 0,,, and similar limits for
bys and b,,, the more restrictive proposition holds that the point C
is confined to the tetrahedron formed by the four points
(%), by, b(“) (6%, b2, bV), etc. Further, as a consequence of the
limitations (28), the point C must in addition be confined to the tetra-

hedron formed by the four points (71, ji, /i), (3, 117, i),

etc. Thus, the point C is confined to the common part of the
two tetrahedra. In the case of four (or less) variates, the exten-
sion of this common part 1s most easily read from a geometrical
figure, 1f necessary, using orthogonal projections. ' '

[n devising the maximum amounts ¢ , p,, etc., admitted for the

standard deviations of the disturbances in each variate, i1t should
be borne in mind that the disturbances in the dependent vanate z,
are also due to the omission of explaining variates of minor im-
portance. The safest procedure, therefore, 1s to choose p; equal

to, or at a round figure somewhat e:x:ceeding; the amount repre-
sented by (26). In this case, the limit ¢ 1 does not contribute to a

restriction of the possibilities left to the regression coefficients D12,

etc., by the remaining limitations, but only serves as an aid 1n
computmn' the effect of the choice of pg, p3, 0. g

For the computation of the errors of sampling correSpondmg '
to any of the regressions admitted by the limits to the error of
weighting, reference may be made to the original publication.



