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Chapter 1

INTRODUCTION

“The pure and simple truth is rarely pure and never simple.”

Oscar Wilde (1854-1900)

1.1 Aims and Scope

What is the meaning of stock prices? And what is exactly the value of a firm? In theory, the fundamental value of a firm equals the value that can be generated from the firm’s assets. This includes the replacement value of the assets themselves, as well as current and future profits that can be generated from exploiting these assets. Financial markets, then, should reflect this value by determining the price at which the firm is traded. However, this does not concur with empirical findings – market prices are well-known to deviate from fundamental values, and do so for prolonged periods of time. It is this divergence of market value from fundamental value that this dissertation is mostly about.

The difference between fundamental value and market value is caused by imperfect information about an uncertain future, which only gradually becomes available. Market prices reflect the expected value of a firm, and are therefore an approximation of future
firm value that anticipates future performance. Fundamental value, on the other hand, is calculated from information that is already reported in financial statements, which mainly document information about performance in a recent past. Hence, deviations between market value and fundamental value indicate how expectations of investors differ from materialized information, and arise from an imperfect relationship between the expectations about a firm’s future value (which is inherently forward-looking) and a firm’s realized current value (which is determined backward-looking). Clearly, market value and fundamental value can’t both be right at the same time.

If market prices legitimately deviate from fundamental value, then expectations are correct (or “rational”) and market value is a more up-to-date version of fundamental value. It follows that current market prices can be interpreted as predictions of the future value of a firm. This is valuable information for many stakeholders who are related to the firm. For instance, investors could use predictions to develop profitable trading strategies, directors could use predictions to benchmark the efficacy and sustainability of the firm, and managers could immediately gauge the effect of their investments. Therefore, Chapter 2 examines this assumption by linking the price-value difference to statistical characteristics that are associated with rational expectations under uncertainty. Before doing so, however, this chapter describes previous studies on the price-value divergence and we identify several problems with their estimates. We then examine price deviations using a more refined approach that resolves these issues.

Chapters 2 and 3 show that price-value deviations can indeed be explained rationally, in part. Unfortunately, the analogy between market prices and firm value predictions only works up to a certain extent. Expectations of future value are generated by a range of processes that are mostly unobservable, and we will see in Chapter 3 that the price-value residual remains subject to noise. This indicates that share prices can deviate from fundamental value without economic justification, which is inconsistent with the rational expectations hypothesis – in other words, market prices could erroneously deviate from fundamental value. Particularly in Chapter 4, we review several studies that provide empirical evidence for both theories.

These mixed findings are reflected in the names that previous studies have assigned to
the price-value difference, which depend on the perspective that is taken. Those assuming expectations to be rational, for instance, would call it real options, growth options, or the present value of growth opportunities. Those regarding the difference as erroneous would call it mispricing, over or underpricing, or a pricing error. Trying to take a neutral position, I will call it a price residual or value residual in this book.

We re-examine price residuals in Chapter 4 in order to remove some of the ambiguity. In this chapter, we distinguish between the two explanations for why market value deviates from fundamental value: either by (correct and rational) expectations of future growth opportunities, or by shareholders who pay too much for their shares. This distinction is made against a backdrop of mergers and acquisitions, since previous research has documented large differences between market value and fundamental value for both acquirers and targets. These deviations can be explained by either rational or irrational expectations, and empirical evidence has provided mixed support for both explanations. We jointly consider both by disentangling growth opportunities from mispricing, and it turns out that both explanations are important to explain these price residuals. In Chapter 4, we argue that bidders deviate from fundamental value because their equity is overpriced, while targets deviate from fundamental value because they contain substantial growth opportunities. This indicates that firms bid for other firms if they have less growth opportunities than their share price suggests, and select targets that increase their growth options.

A completely different approach is taken in the final chapter. If we assume that investor expectations are correct, so that the difference between market price and fundamental value can be interpreted as an aggregated portfolio of investment opportunities. This portfolio has synergy and risk characteristics that are determined by co-movement and interactions between these opportunities. In Chapter 5, we model co-movement of a new project with an existing portfolio, in order to investigate the intricacies of risk diversification if two or more projects interact. We analyze how these interactions affect the total risk of a portfolio, and show that this relation is different from what one would expect. We present a methodology that can be used to correctly calculate portfolio risk, and derive several

\footnote{In fact, the views on how to precisely measure price-value divergencies is equally inconclusive, and ranges from market-to-book and price-earnings ratios to R&D expenses. As can be seen in the following chapters, I have also (quite arbitrarily) used different definitions over the years.}
insights that are relevant to project development under uncertainty.

Chapters 2, 4 and 5 are currently being considered or have been accepted for academic publication. Because Chapter 5 is reasonably self-contained, the remainder of this chapter is an introductory background to Chapter 2, Chapter 3 and Chapter 4. In a sense, the next sections contain information that enhanced my understanding of the topic, but were irrelevant for submission to academic journals. First, Section 1.2 conveys the theoretical link behind the value–price difference and future investment opportunities. This provides background for Chapter 2 to Chapter 4. Next, in Section 1.3, I will elaborate on the endogeneity problem and explain why traditional estimation techniques are inappropriate. These sections can be skipped to the reader’s convenience. Finally, Section 1.4 will give a plot summary of each of this book’s chapters.

1.2 Residual Value: Theory

Defining market value in excess of fundamental value as “growth value”, Miller and Modigliani (1961) extend the dividend-discount model to account for price–value differences. Using deterministic investments, earnings and discount rates, they decompose firm value into two parts: the value of maintaining current earnings and the value of future growth opportunities. In other words, Miller and Modigliani isolate perpetual net profit creation from previously invested capital from the present value of future growth opportunities. Their model implies that a firm is not rewarded to be innovative by merely expanding — however large the growth in assets may be, the value of growth will be zero if the return on investment equals the discount rate.

More recently, however, it is shown that uncertainty and managerial flexibility are important for the value of future investment opportunities. The value of uncertainty gained importance after the canonical contribution of Black and Scholes (1973): a manager’s decision to invest or not could resembles a call option that could now be analyzed in

---

Miller and Modigliani (1961) represent the value of firm \( i \) at time \( t, t > 0 \), as a perpetual function of its future earnings \( X_t \) and investments \( I_t \), all discounted appropriately. They specify equity value as

\[
V_0 = \sum_{t=0}^{\infty} \frac{X_t - I_t}{(1 + \rho)^{t+1}},
\]

where \( \rho \) is the discount rate. For ease of notation, we drop the subscript \( i \). By defining the time-varying profit rate \( \pi_t \), intertemporal profits can be modeled as

\[
X_t = X_0 + \sum_{t=0}^{\infty} \pi_t I_t.
\]

After substituting this back into the value function, the result can be simplified to

\[
V_0 = \frac{X_0}{\rho} + \sum_{t=0}^{\infty} I_t \frac{\pi_t}{(1 + \rho)^{t+1}}.
\]
closed-form. I found the following interpretation of the value-price residual by Berk, Naik
en Green (1999) insightful. I have limited their framework to include only the features that
are relevant for the purpose of linking the price residual to future growth opportunities.

Consider an investment \( I \) in a project. At date \( t \), the cash flows \( C_j(t) \) from a project
that was undertaken at date \( j < t \) are assumed to follow some exogenous process. Since
projects may die suddenly, define a set of indicator variables \( \{ \chi_j(t), t > j \} \) which are equal
to 1 if the project that is undertaken at time \( j \) is still alive at time \( t \), and zero otherwise.
The price at date \( t \) of a random cash flow \( C(t) \), delivered at date \( T > t \), is assumed to
be given by the stochastic discount factor \( \mathbb{E}_t \{ [z(T)/z(t)] C(T) \} \), governed by a second
exogenous process. The value of a single project can then be represented as

\[
V_j(t) = \mathbb{E}_t \left[ \sum_{s=t+1}^{\infty} \frac{z(s)}{z(t)} C_j(s) \chi_j(s) \right].
\]

Next, future investment opportunities \( (V^*_j) \) enter the model as the option to invest in such
projects. The option represents a choice: managers may choose to invest (in which case
the firm earns future project value \( V \) minus investment \( I \), or not (in which case the value
of the future project is zero). Hence:

\[
V^*(t) = \mathbb{E}_t \left[ \sum_{s=t+1}^{\infty} \frac{z(s)}{z(t)} \max [V_s(s) - I, 0] \right].
\]

Finally, the equity value of the firm \( (P) \) equals the value of cash flows that stem from
existing projects and the value of future investment opportunities that could be undertaken:

\[
P(t) \equiv \sum_{j=0}^{t} V_j(t) \chi_j(t) + V^*(t).
\]

Hence, the value residual can be interpreted as the value of growth opportunities. This
definition incorporates uncertain project survival, stochastic cash flows and a stochastic
discount factor with option mechanics (i.e., the max-operator). In their model, Berk et
al. split firm value into a profit-based component that is based on past investments and
a component that is related to future decisions. For the purpose of valuation, it can also
be shown that the feature of randomly terminating projects is equivalent to assuming
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that expected project cash flows depreciate at a rate $\Delta = -\log \pi$. In this definition, $\pi$ represents the probability that $\chi_j(t+1) = \chi_j(t)$, and $1 - \pi$ represents the probability that $\chi_j(t+1) = 0$.

1.3 Residual Value: Empirics

The decomposition in Eq. (1.1) depicts a framework that can be used for estimation. Eq. (1.1) can be quantified, because equity value ($P$) is observable and the first right-hand-side term is found by discounting a profitability measure (e.g., operating cash flows, reported earnings, earnings forecasts or net operating profits) using a predetermined discount rate $\Delta$. It follows that residual value $V^*(t)$ can be backed out from Eq. (1.1).

Since the above interpretation provides a rational explanation for the price–value residual that can be measured empirically, many previous studies have used the decomposition to add economic rationale to empirical facts. For instance, Eq. (1.1) lies at the core of explaining size and value anomalies in asset returns in Berk et al. (1999). Using a similar approach, a complementary explanation for the same asset pricing anomalies is offered by Carlson, Fisher and Giammarino (1999). Estimating Eq. (1.1) directly through different proxies for $\sum_{j=0}^t V_j(t) \chi_j(t)$, financial research has also found economic explanations of systematic risk (Chung and Charoenwong 1991), abandoning a firm for its liquidation value (Berger, Ofek and Swary 1996), the pricing of initial public offerings (Chung, Minsheng and Yu 2005) and the time trend of idiosyncratic risk (Cao, Simin and Zhao 2006). Similar progress has been made with regard to issues in strategic management, including (but not limited to) the decision to acquire additional equity (Folta and Miller 2002), the decision by established firms to enter a new industry (Folta and O'Brien 2003), the timing of market entry (Miller and Folta 2002), the downside risk of multinational operations (Tong and Reuer 2008) and the value of international joint ventures (e.g. Tong, Reuer and Peng 2008b). These studies all build on Eq. (1.1), and find results that are consistent with this notion. However, the assumption of real options and growth options value being analogous is empirically untested. Furthermore, as we will see in Chapter 2, it is not immediately clear which causes what.
Endogeneity Issues. For instance, while more options may increase firm value through investment opportunities, more firm value can also increase option value through increased volatility. Because options are a levered position in the underlying asset, the market-to-book ratio is higher for stocks that contain substantial real options, and causes volatility to always be higher as well. Hence, the growth option–volatility relationship is endogenous – do risky and option-like investments enhance future growth opportunities, or does option leverage increase volatility without any changes to the investment opportunity set?

When analyzing the relation between residual value and investment as in Chapter 3, a similar problem arises. Investments in, for instance, research and development are expected to increase the price-value residual, because equity investors should appreciate future discoveries that are not yet reflected in earnings. At the same time, managers may cut on R&D investments if their stock performs poorly because the firm becomes more financially constrained, or increase R&D spending when the stock performs well. Such endogeneity problems favorably bias the results and potentially lead to spurious results.

One possible solution is the introduction of a lagged dependent variable, which controls for the effect of a large price-value residual on volatility (Chapter 2) and investment (Chapter 3). Including lagged residual value ensures that current volatility or intangible investments are unaffected by last year’s market valuations. Because it takes time to make something happen, any effect on the dependent variable can now safely be attributed to the explanatory variables. After a small adjustment in notation, the data-generation process for firm $i$ in year $t$ can thus be summarized as follows:

\[
V_{it}^* = \alpha V_{it-s}^* + \beta X_{it-\tau} + \varepsilon_{it},
\]
\[
\varepsilon_{it} = \mu_i + \nu_{it},
\]
\[
\nu_{it} = \text{i.i.d.},
\]

where $V_{it}^*$ represents residual value for firm $i$ at time $t$, and $\alpha$ and $\beta$ are vectors of coefficients. The size of these vectors depends on the number of regressors $X$. Finally, $s \in \{1,2,\ldots\}$ and $\tau \in \{0,1,\ldots\}$ are time lags. This approach is extensively discussed and demonstrated in Chapter 2 and Chapter 3. While this approach should solve endogeneity issues, it also introduces new estimation problems. We will first discuss these problems,
and then show how they can be resolved.

**Estimation Problems.** Including a lagged dependent variable $V_{it}^*$ could generate inconsistent results because an increase in residual value at time $t$ (which enters as a regressor at $t+1$) will automatically lead to a decrease in the residual in the successive time period. This causes regressors to be correlated with $\varepsilon_{it}$ through $\upsilon_{it}$, and ordinary least squares (OLS) or fixed-effects panel estimates to be inconsistent. Additionally, as ordinary least squares will wrongly assign impact of unobserved effects to the lagged dependent, the strong relationship between lag and error would render inconsistent results. Nickel (1981) shows how an increase in $V_{it}^*$ also increases the fixed effect for that firm. As a consequence, in the next period $t+1$, both $V_{it-1}^*$ and the fixed effect are higher, which is a source of positive correlation between regressors and the residual, and which causes OLS to be biased upward. A related problem arises when left-out variables are correlated with any of the regressors. For instance, residual value is complementary to intangibles, which are persistent and firm-specific value drivers that are mostly positively correlated with capital quantity. This too causes regressors to be positively correlated with $\varepsilon_{it}$.

To solve the problem of regressors correlated with $\varepsilon_{it}$, consistent estimates can be obtained using lags to instrument regressors. Exploiting the panel structure, we may use lags $t-2$ and beyond as instruments because lags are correlated to current values, but not to the error term. A potential solution is a specification that eliminates fixed effects. For instance, it is common practice to transform Eq. (1.2) by subtracting the time series mean, which gets rid of fixed effects and yields the Within Groups estimator. With lagged endogenous variables on the right-hand side, however, time averages lead to a downward bias: if $V_{it-1}^*$ increases, then necessarily $\upsilon_{it-1}$ goes down and enters the equation through $\bar{\upsilon}_i = \frac{1}{T-1} (\upsilon_{i1} + \ldots + \upsilon_{iT-1})$ (Bond, 2002). As a result, disturbances for all periods are introduced in the error term ($\upsilon_{it} - \bar{\upsilon}_i$) that are correlated with regressor $V_{it-1}^*$. Therefore, Arellano and Bond (1991) eliminate fixed effects by estimating Eq. (1.2) in first differences. This approach is used in Chapter 2.

It has been shown, however, that differencing may lead to weak instruments in some cases, for instance if the panel is “short” and the number of observations per firm is small.
(Blundell and Bond, 1998). In Chapter 3, for instance, lagged investments are poor predictors of contemporaneous investment and differences are non-informative. An alternative solution is offered by Arellano and Bover (1995) and Blundell and Bond (1998). While the Arellano and Bond use lags as instruments after purging the estimation equation from fixed effects, Arellano and Bover add an additional set of instruments. This is done by differencing the instruments as well, making the instruments independent of fixed effects. This approach is used in Chapter 3.

**A Suggested Solution.** Estimates using instrumental variables, introduced above, can be obtained by two-stage least squares (Anderson and Hsiao, 1982). Arellano and Bond (1991) instrument explanatory variables using the Generalized Method of Moments (GMM), however, because GMM is better equipped to model complex error structures that arise from heteroskedasticity and autocorrelation. GMM assumes an orthogonality condition (the moment) to be true, which is a fairly mild and flexible assumption. OLS, for example, is based on the condition that all errors are orthogonal to the right-hand variables, or \( E[x_i(y_t - x_i\beta)] = 0 \). GMM calculates this product for each observation, takes a sample average and estimates \( \beta \) by making the average as close to zero as possible.

I found it illustrative to examine what this exactly entails for the univariate case and a panel of three time periods (we set \( t = 1, 2, 3 \) to allow for differencing and an exogenous lag). Ignoring all exogenous regressors and including only the lagged version of \( V^* \), the moment condition that goes with the Arellano and Bond approach is \( E[V_{1,t}^*\hat{e}_{1,t}] = 0 \). The (now scalar) parameter \( \alpha \) can be found by the GMM estimator after minimizing the quadratic form

\[
Q_N(\alpha) = \left( \frac{1}{N} \sum_{i=1}^{N} V_{1,t}^*(V_{i,3}^* - \alpha V_{i,2}^*) \right)^2 \sigma_N^{-1},
\]

where we have substituted \( \hat{e}_{it} \) to include the parameter \( \alpha \) in Eq. (1.2). The moment conditions' standard error \( \sigma_N^{-1} \) is a scalar in this example, but becomes a variance-covariance (VCV) matrix when instruments increase or when explanatory variables are added. It reflects confidence in each moment-matching condition: a high variance or strong correlation between two conditions leads to a smaller weight.\(^3\) If models have autocorrelated

\(^3\)In subsequent chapters, we use Windmeijer (2005) corrected standard errors for \( \sigma_N^{-1} \) that correct for
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disturbances and instruments are likely to be heteroskedastic, it is this weighing matrix that is an important advantage over two-stage least squares estimation. In System-GMM, additional moment condition are used, defined as $E \left[ \Delta V_{it-1}^* \varepsilon_{it} \right] = 0$ for each $t \geq 3$, where the expectations operator is taken over $i$:

$$Q_N(\alpha) = \left( \frac{1}{N} \sum_{i=1}^{N} \Delta V_{i2}^*(V_{i3}^* - \alpha V_{i2}^*) \right)^2 \sigma_N^{-1}.$$ 

This is a valid moment condition because the first term $\Delta V_{i2}^*$ is observed, whereas the second is an expectation. This holds if the fixed effect and $\alpha$ offset each other in expectation across the whole panel.

1.4 Main Findings

In Chapter 2, we analyze the conventional approach to estimate residual value, and use the methodology from the previous section to gauge the validity of the residual. We find that residual value can be significantly explained by growth opportunities. In Chapter 3, we assume that residual value is exclusively explained by growth opportunities, in order to estimate intangibles. We find that this is problematic. In Chapter 4, we therefore allow residual value to be partly erroneous, and partly explained by growth opportunities. We find that this works well in the context of mergers and acquisitions. In Chapter 5, we take a more theoretical approach, in order to examine how the risk of a growth options portfolio changes when correlation increases or decreases. To further explain how these studies are interrelated, I present a short summary of these chapters.

Chapter 2 shows why conventional estimates of residual value may be inconsistent, and suggests a different estimation methodology. Contradicting previous work, it is shown that the effect of idiosyncratic risk on growth options is much stronger than the effect of residual value on idiosyncratic risk. As a demonstration, this method investigates whether the measure for residual value in Eq. (1.1) is truly analogous to a portfolio of real options. Specifically, we test whether systematic risk, idiosyncratic risk, skewness, R&D investments, size, book-to-market, leverage and industry effects have an effect on the value-price

small sample bias.
residual, similar to real options. It is found that this is generally the case, so that residual value contains a significant real growth options value component.

Chapter 3 reverses the argument: if the price residual contains significant growth value, we might also use the residual to approximate the growth potential of investments. In collaboration with The Conference Board, we take this approach to generate more robust and reliable estimates of the impact of intangible capital on firm value. Under current U.S. accounting principles, intangible investments are considered expenses instead of investments, and the costs involved are expensed instead of capitalized. This is an example of the \textit{ex ante/ex post} dichotomy in Section 1.1: intangibles do not appear on the balance sheet, but intangible investment outlays are incurred to create future value. To quantify the link between (forward-looking) residual market value and (backward-looking) intangible investment, we compare the extend to which intangible investments are capitalized between sectors and countries. Consistent with previous literature on innovation and market value, we find that important differences exist between industries, and between countries for each given industry. However, our approach does not deliver more robust and reliable estimates. This indicates that price residuals only partly consist of rational expectations about future growth.

Building on this insight in Chapter 4, we decompose the price residual into a growth value component and a mispricing component. This proves a useful distinction in the context of corporate takeovers, since growth opportunities and overpriced equity are both valid explanations in previous literature. By allowing both growth options value and mispricing to coexist, we show that both explanations play an important, but distinct role in takeovers. It is found that takeover activity increases when bidders are more overpriced. Furthermore, a high market value for bidders is primarily due to mispricing, while a high market value for targets is primarily due to growth options. This indicates that bidders tend to buy targets with a lower overpricing component and higher fundamental growth option value, in order to cushion against a downward price correction.

In Chapter 5, we examine how the risk of two milestone projects can be diversified, in order to minimize the risk of a portfolio. Milestone projects have a payoff structure that is similar to a call option, in that the project’s payoff is conditional on some cri-
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terion. Conditionality limits losses for projects in isolation when, for instance, a drug development project is scaled up if (and only if) test results are favorable. However, it is unclear how conditionality affects the sharing of risk between two or more projects. It is demonstrated that conditional projects limit diversification benefits when projects are negatively correlated, but increase diversification benefits when projects are positively correlated. In essence, the sensitivity of portfolio risk to correlation is smaller for conditionally financed (typically high-risk) projects than for unconditionally financed (typically low-risk) projects. This implies that diversification not always eliminates risk as one might expect, and that conditionalizing projects is at times more effective. Furthermore, not diversifying conditional projects is less dangerous as one might expect it to be.
Chapter 2

**INTERPRETING RESIDUAL VALUE**

Positive residual value exists when market value exceeds the value of assets in place, and this chapter examines whether the residual can be attributed to growth opportunities. We comprehensively re-examine and extend the empirical framework of previous studies on growth opportunities, and use instrumental variables to overcome methodological problems. Our evidence suggests that residual value behaves consistently with real option theory: it is positively related to R&D investments, systematic volatility, firm-specific volatility, and market-to-book; and negatively related to size, leverage and competition. While this does not imply that growth opportunities can be measured without error, we conclude that the price residual can be significantly explained by growth opportunities.
2.1 Introduction

Firm market value typically contains a residual component, as stock prices generally exceed the value derived from discounted cash flows under no growth policy. Because the value of assets in place is based on a zero or constant growth assumption, it is often assumed that a positive residual stems from future growth opportunities. Hence, the price residual or value residual (both terms are equivalent) is often interpreted as a “growth value” component that follows from investment projects that the company might undertake. Such opportunities have a conditional and prospective nature similar to a portfolio of real options (e.g., see Pindyck 1988).

The residual value–growth options analogy provides deeper insights into a number of empirical observations. For instance, empirical research has explained a wide range of phenomena such as the impact of systematic risk (Chung and Charoenwong 1991), abandoning a firm for its liquidation value (Berger et al. 1996), the pricing of initial public offerings (Chung et al. 2005) and, interestingly, the time trend of idiosyncratic risk (Cao et al. 2006).

While previous work assumes this analogy to hold, there is very little evidence of an actual link between option-like behavior and residual value. This could be explained by complex issues that arise when carefully examining this link. First, estimating the causal relationship between residual value and idiosyncratic risk is often complex. For instance, the implicit leverage effect of growth options leads to high idiosyncratic risks in future project value, while higher idiosyncratic risk of the (conditional) project cash flows amplifies option value as well. Second, we note that option value increases by the options on future investment opportunities, as well as by the embedded options of the firm’s assets. Third, abandonment options, IPO pricing, and market or specific firm volatility are likely to be affected by unobserved factors that vary over time and between firms, which complicates their relationship with growth option value.

This chapter comprehensively examines whether the value residual is an option-like

---

1 This chapter is co-authored with Han Smit, and drawn with minor editing from a working paper entitled “Growth Value in Price Residuals”.

2 The approach has also been popular among management scientists, who have explained issues such as the timing of market entry (Miller and Folta 2002), the downside risk of multinational operations (Tong and Reuer 2007) and international joint ventures (e.g., Tong et al. 2008).
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component of firm value, by testing the assumption that residual value has properties similar to a portfolio of real options. Resolving endogeneity issues, we relate the value residual to security return characteristics and find that all these characteristics affect the residual as predicted by real option theory. Specifically, the value residual is positively related to R&D investments, systematic volatility, firm-specific volatility, and market-to-book; and negatively related to size, leverage, and competitors’ residual values. We conclude that the value residual indeed contains an option-like component, and important growth opportunities.

The remainder of this chapter is organized as follows: Section 2 introduces the option component in share prices and links the residual to real options characteristics that should be present in returns. Section 3 explains how unobserved heterogeneity can lead to a spurious relationship, formalizes the problem in a simple framework and proposes an empirical specification that is robust to this problem. Section 4 describes the data and variables used in our empirical analysis. Section 5 demonstrates how instrumental variables change the result by Cao et al. (2006), and provides evidence that residual value behaves analogously to a portfolio of real options after empirical issues are resolved. Section 6 concludes.

2.2 Literature Review

Myers (1977), Pindyck (1988) and Berk et al. (1999) show that the stock price can be divided into two value components, each with a distinctly different nature – the expected value of the assets in place, and the value of future growth opportunities. Their line of argument was explained in the introduction, and leads to an interpretation of equity value as the value of cash flows that stem from existing projects and the value of future investment opportunities that could be undertaken:

\[ P(t) = \sum_{j=0}^{\infty} V_j(t) \chi_j(t) + V^*(t), \]

where \( P(t) \) is the equity value of the firm, and \( V_j(t) \) the value of a project at date \( j < t \). Since projects may die suddenly, Berk et al. define a set of indicator variables \( \{ \chi_j(t), t > j \} \) that are equal to 1 if the project undertaken at time \( j \) is still alive at time
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t, and zero otherwise. The second term, \( V_j^* (t) \), is the value of the option (not the obligation) to invest in such projects in the future. We will refer to \( V_j^* (t) \) as “residual value.” More recently, Carlson et al. (2004) derive similar results via alternative reasoning. According to their definition, residual value is prospective and consists of investments that the company could make, rather than the results of past decisions (Hevert et al., 1998).

Derived from “an uncertain future in which management may adapt and revise decisions as the future unfolds” (Merton 1988), the option component \( V_j^* (t) \) should be related to well-known real options characteristics such as firm-specific volatility, systematic volatility, R&D investments, and skewness, after controlling for other measures that might affect the proportion of growth options to the firm. These controls include size, market-to-book, leverage, and industry competition. If the assumption holds that financial markets perceive the implied residual value of a firm as a bundle of real options, we expect similar effects on the present value of growth opportunities. The range of real options characteristics are summarized in Table 2.1, along with the expected effects on residual value.

In the remainder of this section, we thoroughly discuss the impact of these characteristics on residual value, which is sometimes complex. For instance, idiosyncratic volatility and market volatility have a complex relation with a firm’s option value, as each affects both the equity option on a firm’s assets and the growth options that constitute a firm’s investment opportunity set. Moreover, for these characteristics, unobserved heterogeneity is an important problem and the direction of causality is ambiguous. We will discuss the consequences of endogeneity at greater length in Section 3.

Idiosyncratic Volatility. Cao et al. (2006) argue that the equity option on a firm’s assets is positively related to idiosyncratic risk. Managers of levered firms select investment projects that are likely to increase the idiosyncratic variance of the firm, at the expense of debt holders. At the same time, causation may also run in the opposite direction, since equity is a call option on the value of the firm. The (total) volatility of equity is likely to be higher due to financial leverage, which is a function of the moneyness of the option to default. While the equity value itself can be viewed as an option on the firm’s assets, the assets themselves contain future growth opportunities.
### Table 2.1: Key Characteristics of Growth Options

<table>
<thead>
<tr>
<th>Variable</th>
<th>Expected Sign</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual Value</td>
<td>N/A</td>
<td>The residual share of market value. This definition is assumed to proxy growth options. It is thus closely related to the market-to-book ratio, but should separate more specific growth options value from the value of assets in place.</td>
</tr>
<tr>
<td>R&amp;D/Sales</td>
<td>+</td>
<td>The portfolio mix of growth options. The more growth options generated through innovation, the larger the growth options share of firm value. It is estimated as research and development expenses, normalized over sales.</td>
</tr>
<tr>
<td>Systematic Volatility</td>
<td>+/-</td>
<td>Market volatility of stock returns. The strategic, input cost or commercial uncertainty of projects is reflected in market uncertainty of the firm's stock returns. The market uncertainty is estimated as the standard deviation of fitted values from the Fama and French (1993) three factor model, or a one-factor market model.</td>
</tr>
<tr>
<td>Idiosyncratic Volatility</td>
<td>+</td>
<td>Firm-specific volatility of stock returns. By definition, a favorable shock to a firm's profitability is not shared by its competitors. Firm-specific volatility is estimated as the standard deviation of residuals from the Fama and French (1993) three factor model, or a one-factor market model.</td>
</tr>
<tr>
<td>Skewness</td>
<td>+</td>
<td>The skewness of the return distribution is related to the value share of growth options. Firms with more skewed distributions generate more growth opportunities and have higher residual value. It is estimated over a fiscal year's daily returns.</td>
</tr>
<tr>
<td>Log of Size</td>
<td>-</td>
<td>We control for the explanatory power of size (see Fama and French 1993, Knez and Ready, 1997). Defined as ln(book value) x 10^-3.</td>
</tr>
<tr>
<td>Asset Market-to-Book</td>
<td>+</td>
<td>Controlling for a firm’s market-to-book ratio ensures that the correlations we find for residual value are not due to correlations between average Q or market-to-book and the other variables. Defined by Cao et al. (2006, see text).</td>
</tr>
<tr>
<td>Leverage</td>
<td>-</td>
<td>Since we proxy uncertainty using firm-specific and systematic measures of volatility, we control for uncertainty, induced by the firm’s financial leverage. Firms operating with a high proportion of growth opportunities have lower debt capacity due to the intangible and uncertain nature of growth options. Definition by Baker and Wurgler (2002, see text).</td>
</tr>
<tr>
<td>Competitor’s Residual</td>
<td>-</td>
<td>A positive industry-wide shock to profitability (i.e. market value) needs to be shared with competition. This measure ensures that we measure a firm's capabilities to deal with shocks vis à vis its competitors. Defined by Tong et al. (2008, see Section 4.5).</td>
</tr>
</tbody>
</table>
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In addition to the equity option, option value also stems from growth opportunities. Since management can flexibly respond to firm-specific shocks, returns are a convex function of the shock and an increase in uncertainty leads to more option value. In previous empirical work, Chan et al. (2001) positively relate firm-specific risk to R&D expenditures, and Vassalou and Apedjinou (2004) find that firm-specific risk is related to an alternative measure for innovation. Cao et al. (2006) argue that, since R&D and innovations could generate real options, so can unsystematic risk be related to real options. Berk et al. (2004) show that new ventures typically have multiple stages, and that idiosyncratic R&D uncertainty leverages up market uncertainty in the later stages of development. At the same time, causality also works in the opposite direction: the volatility of these stocks is higher due to the implicit leverage effect of growth options, which amplifies the uncertainty of the underlying value of the equity options. Therefore, it is expected that firm-specific uncertainty raises residual value, and residual value raises firm-specific uncertainty.

**Market Volatility.** To examine the effect of market volatility on the equity option on a firm, we also use the Galai and Masulis (1976) model, similar to Cao et al. (2006). In Section 6.1, we demonstrate that systematic equity risk $\beta_s$ can be seen as a function of option parameters with the partial derivative $\frac{\partial S}{\partial \beta_s} < 0$. This indicates that the value of the equity option on the firm increases when systematic risk decreases, and is inversely related to market risk. Again, and for the same reasons as above, reciprocal causality occurs due to the effect of financial leverage on the option to default.

The impact of systematic risk on the equity option stands in contrast to its documented impact on the growth option of a firm. In previous literature, systematic risk increases if the proportion of growth options increases (e.g. Berk et al., 1999; Carlson et al., 2004). Also, the effect of a firm’s residual value on beta proves to be positive (Chung and Charoenwong, 1991), and firms with a substantial growth component have higher betas (Jaquier et al., 2001). A higher rate of return is positively related to a firm’s covariance with the market, which lowers the incentive to invest (Craine, 1989). Similarly, aggregate demand- and input cost uncertainty have a positive influence on option value. On the other hand, a higher rate of return decreases the value of the underlying asset, decreasing the value of all
options that are ‘written’ on it, and Chen et al (1986) and Ben-Horim and Callen (1989) argue that Tobin’s Q and the market beta of equity are inversely related due to market power considerations. Furthermore, causality works in the opposite direction as well, due to the implicit leverage effect of growth options.

We conclude that the sign of the market volatility on the proportion of residual value is debatable. This is consistent with Sarkar (2003), who shows that growth options reduce the overall beta of the firm only if the growth rate of a project exceeds the risk-adjusted discount rate, and Berk et al. (1999), who argue that systematic risk changes over time as growth options are exercised.

**R&D Investment Rate.** Firms with a low R&D-to-sales ratio derive most of their equity value from directly measurable cash flows of current operations and simple commercialization options. Corporations with a high R&D-to-sales ratio are more involved in exploration opportunities with multi-stage or compounded options, and create value before undertaking the project. For this reason, R&D is routinely included as a control variable for growth opportunities in many studies. The positive relationship has been widely empirically confirmed (Chan et al, 2001; Long et al., 2005, Smit, 2000; Vassalou and Apedjinou, 2004). We thus expect corporations with more exploratory investments in R&D to have a higher share of residual value in the investment portfolio.

Causality also runs in the opposite direction, however. An inflow of equity capital not only increases residual value, but also loosens financing constraints that have prevented the firm from investing in projects that do not immediately generate profits. An increase in residual value, therefore, may also induce more R&D investment.

**Skewness.** From previous findings on investor preferences, it is known that investors are willing to accept a lower average expected return if it is skewed positively (Harvey and Siddique, 2000). Consistent with this study, Coval and Shumway (2001) find that considering their systematic risk, both call and put options earn exceedingly low returns. Real options theory suggests that lower returns are rational in exchange for a positively skewed risk-return profile: the higher moments of the distribution of a firm’s returns reflect the choice mechanism of a business strategy, particularly if growth opportunities contribute
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a significant proportion of equity value relative to the value of assets in place. Optimal investment in uncertain markets implies that losses are truncated while gains are not, and each growth option introduces an asymmetry similar to the value of a call option. When financing rounds are conditional, the downside is limited further when the number of financing rounds (stages) increases. We conclude that the skewed nature of a call option introduces positive skewness in the stock’s return distribution.

Leverage. Through the option to default by equity holders, there are important interactions with leverage and growth option value. Due to this contingent claim nature of equity, equity holders only have limited liability while they are entitled to claims if the upside potential of projects is realized. In contrast, debt holders bear the risk of bankruptcy while their payoff cannot exceed the initial debt repayment plus interest. Therefore, more risky projects tend to be financed by equity whereas debt is more common for projects with predictable cash flows. It follows that growth firms have less debt and leverage is expected to have a negative effect on the equity value of growth options.

Size. Option value decreases with firm size because small firms are have few direct, measurable cash flows. Large firms spend a larger portion of capital on simple options while growth stocks have a more explorative nature that results in a higher portfolio mix of multistage, or compound, real options. Therefore, holding small firms will likely lead to a few major successes and many minor disappointments (Knez and Ready, 1997). Small firms also tend to have a longer investment horizon which increases option maturity. Finally, as firms mature, residual value decreases relative to assets in place. The share of residual value is therefore negatively related to size.

As noted above, there are important interactions with leverage (the option to default) and residual value. Due to the contingent claim nature of equity, equity holders only have limited liability while they are entitled to claims if the upside potential of projects is realized. In contrast, debt holders bear the risk of bankruptcy while their payoff cannot

---

3 Clearly, since returns are measured in percentages and vary between -100% and infinity, arithmetic returns are lognormally distributed and skewed positively by construction. For instance, a stock that goes from $10 to $5 in one month and back to its old price of $10 in the subsequent month will have returns of -50% and +100%. We control for ‘skewness by contraction’ by taking log-differenced returns.
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exceed the initial debt repayment plus interest. Therefore, more risky projects tend to be financed by equity whereas debt is more common for projects with predictable cash flows. It follows that growth firms have less debt and leverage is expected to have a negative effect on residual value.

Market-to-Book Value. Firms with a higher fraction of their value invested in growth projects will have a higher residual value component because growth opportunities will be valued by the market, but will not add to book value or the value of continuing operations. The market-to-book ratio is used as the de facto measure of a firm’s growth opportunities, but is known to measure other things (e.g. mispricing). Therefore, in addition to measuring growth options, the inclusion of market-to-book as a control variable ensures that the correlations we find for residual value are not due to correlations between market-to-book (M/B) and other variables, e.g., investor sentiment, outdated book values of assets, or certain types of intangibles unrelated to growth4. As far as the option element in M/B goes, residual value is positively related to the M/B value.

Competitors’ Residual Value The growth options in an industry need to be shared with rivals, and one of the companies could appropriate a disproportional share of the new opportunities. By combining real options models with game theory, predictions of growth option value can be made for investors in evolving industries. Several studies provide an integrated analysis of how firms are able to preempt the growth options in an industry vis-a-vis its competitors; see Smit and Trigeorgis (2004) for an introduction. The basic premise of an option-game perspective is that the organization should pursue a strategic position with its investment path, or make committed investments of “assets in place” to become better equipped to capture and extract value from the industries options in an endogenous competitive setting. Consequently, competitive interactions erode option value, and the company’s residuals are likely to be negatively related to the residuals of rivals.

---

4Examples of such intangibles include customer goodwill, employee morale and increased bureaucracy.
2.3 Understanding Residual Value

A common approach for estimating the impact of firm characteristics on growth options is to regress residual value on variables such as systematic risk (Chun and Charoenwong, 1991), abandoning a firm for its liquidation value (Berger et al., 1996), the pricing of initial public offerings (Chung et al., 2005) and the time trend of idiosyncratic risk (Cao et al., 2006). This section explains how cross-sectional estimation of residual value could lead to spuriously positive or spuriously negative results, and suggests an empirical approach that alleviates this problem using instrumental variables.

2.3.1 Empirical Problem

As an example of unobserved heterogeneity that could lead to spuriously negative results, consider two identical firms except for one’s larger intangible capital base. Because of its superior ability to transform capital into valuable goods and services, each R&D project requires a lower investment outlay to create an equivalent amount of growth options value. If intangible assets are omitted from the specification, a regression of growth options value on R&D investment will spuriously indicate a negative correlation, because the amount invested is negatively related to intangible capital. Causation could also run in the opposite direction; as an increase in residual value loosens financing constraints by the inflow of new capital, managers might invest more when residual value rises. This especially holds for R&D projects, for which profits are uncertain, difficult to measure and may take years to substantiate.

As an example of unobserved heterogeneity leading to spuriously positive results, we take the correlation between growth options and total volatility of returns, which consists of idiosyncratic and market risk. It is well-known that volatility of the underlying asset affects growth option value. Due to the conditional nature of future projects, growth options are most valuable in uncertain markets. This uncertainty should eventually be reflected in idiosyncratic and systematic uncertainty around the company’s stock prices. However, as options are a levered position in the underlying asset, volatility of stock returns should be higher for stocks that contain substantial residual value. If option leverage is omitted from the specification, a regression of growth options value on idiosyncratic risk will
spuriously indicate a positive correlation, because option leverage is positively correlated to volatility. Furthermore, simultaneity bias exists; risky, high-growth, and option-like investments enhance a company’s future growth opportunities and, at the same time, the implicit leverage of high growth options increases stock volatility.

We can generalize these examples in a simple analytical framework, demonstrating how standard orthogonality conditions are violated. We assume the existence of a public firm \( i \) at time \( t \), and let \( x_{it} \) and \( u_{it} \) denote observable and unobservable characteristics that determine how future cash flows are generated. Assuming a linear functional form, we summarize this relationship as

\[
\sum_{s=t}^{\infty} V_{it,s} \chi_{it,s} = \beta_1 x_{it} + \gamma_1 u_{it} + \epsilon_{it},
\]

where \( \epsilon_{it} \) measures an i.i.d. measurement error.

We know that a firm’s capability to generate earnings ultimately determines market value. However, exactly how revenues are translated into operating income (and from there into firm value) is determined by operating leverage \( (L_{it}) \). Operating leverage is defined as the capitalized value of cash flows net of the capitalized costs of operating the assets. Therefore, operating leverage depends critically on \( \sum_{s=t}^{\infty} V_{it,s} \chi_{it,s}, \ s \geq t \). Furthermore, like the value of current and future cash flows, \( L_{it} \) is affected by characteristics that are partly measured by \( x_{it} \) (e.g., operating costs) but are otherwise unobserved and included in \( u_{it} \) (e.g., the amount of operational flexibility, which determines how easily \( L_{it} \) can be adjusted). We represent this by the following relationship:

\[
L_{it} = \theta \sum_{s=t}^{\infty} V_{it,s} \chi_{it,s} + \beta_2 x_{it} + \gamma_2 u_{it} + v_{it}.
\]

Finally, it is well-known that high operating leverage introduces a larger exposure of a firm’s assets to underlying economic risks (e.g., Lev 1974), which leads to significantly higher financial market returns (Carlson et al. 2004; Novy-Marx 2010). Therefore, operating leverage must affect the value residual, together with the vector of observed and unobserved
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firm characteristics. This is represented by:

\[ V_{it}^* = L_{it} + \beta_3 x_{it} + \gamma_3 u_{it} + \eta_{it}. \]  

(2.4)

From the logic above, it can be seen that \( L_{it} \) represents an indirect link between \( \sum_{s=t}^{\infty} V_{it,s} x_{it,s} \) and \( V_{it}^* \). This follows from Berk et al. (1999) and Carlson et al. (2004), who use operating leverage to explain why the value of future cash flows translates imperfectly into prices, so that market value and fundamental value may diverge. Combining Eqs. (2.3) and (2.4), we can derive the following relation between market value and future cash flows:

\[ V_{it}^* = \zeta \sum_{s=t}^{\infty} V_{it,s} x_{it,s} + (\zeta \beta_2 + \beta_3) x_{it} + (\zeta \gamma_2 + \gamma_3) u_{it} + \zeta v_{it} + \eta_{it}. \]

After some simplifying re-arrangements, we observe the following regression specification:

\[ V_{it}^* = a_0 + a_1 \sum_{j=s}^{\infty} V_{its} x_{its} + a_2 x_{it} + \varepsilon_{it}. \]  

(2.5)

Eq. (2.5) is a specification commonly used in previous empirical literature, in which the value of growth opportunities is regressed on several observable covariates. From an empirical viewpoint, this has two important implications. First, any results in this form are clouded by the ambiguous direction of causality. Both future cash flows and operating leverage appear on both sides of the equations, sometimes explained by (un)observables and sometimes explanatory themselves. Second, the specification will yield consistent results in a cross-section of firms, as long as the error term \( \varepsilon_{it} = (\zeta \gamma_2 + \gamma_3) u_{it} + \zeta v_{it} + \eta_{it} \) is uncorrelated with both \( \sum_{s=t}^{\infty} V_{its} x_{its} \) and \( x_{it} \). However, as can be seen from Eq. (2.2), the value of assets in place depends on a wide range of idiosyncratic contingencies that are not observed by the researcher. More specifically, consistent estimates can result only if the following condition is satisfied:

\[ \mathbb{E} \left[ \sum_{s=t}^{\infty} V_{it,s} x_{it,s} \cdot \varepsilon_{it} \right] = \mathbb{E} \left[ (\beta_1 x_{it} + \gamma_1 u_{it})(\zeta \gamma_2 + \gamma_3) u_{it} = \gamma_1 (\zeta \gamma_2 + \gamma_3) \sigma^2 \right] = 0. \]  

(2.6)

In other words, the expectation in Eq. (2.6) will be zero only if the assets in place, or both
operating leverage and residual value, do not depend on unobserved firm characteristics \((\gamma_1 = 0)\). Clearly, these conditions are easily violated. Specific to this study, this statement is equivalent to assuming that determinants of current and future cash flows are completely observed at time \(t\). Alternatively, Eq. (2.6) requires that the link between assets in place and residual value does not depend on unobserved firm characteristics. It is probable that these assumptions will be violated, so that least squares techniques do not consistently estimate Eq. (2.4).

### 2.3.2 Proposed Solution

While previous work has relied on a fixed-effects estimator to solve the endogeneity problem, we expect unobserved heterogeneity \(u_{it}\) to vary over time. The latter is important, since it is likely that sources of unobserved heterogeneity (such as intangible assets and option leverage) change over time in the firm’s environment. We therefore extend this line of research by using instrumental variables that change over time as well. Additionally, instrumental variables enable us to include a lagged dependent variable - this resolves the causality problem as well. Since the natural instruments—observed firm characteristics—are already included on the right-hand side of the valuation equation in Eq. (2.4), we use lagged observations of the right-hand side variables. We obtain consistent estimates by taking first differences and employing the Arellano and Bond (1991) estimator. This estimator also allows the inclusion of lagged residual value \(V_{it}^{*}\) to determine causation, which is similarly instrumented.

More specifically, the option leverage effect is estimated by regressing residual value on idiosyncratic volatility. In order to investigate how growth options and volatility are related after establishing causation and dealing with unobserved heterogeneity, a simple specification suffices with the two variables of interest. To deal with the question of causality, we include current and lagged versions of the dependent variable, \(V_{it}^{*}/P_{it}\). Because this variable will be constructed from return on equity (ROE) over four previous years (see below), we include four lags of \(V_{it}^{*}\). We first regress volatility on residual value,

\[
\sigma_{it}^f = \beta_1 \sigma_{it-s} + \beta_2 V_{it-\tau}^{*}/P_{it-\tau} + \varepsilon_{it},
\]

\[ (2.7) \]
and then regress residual value on volatility,

\[ \frac{V_{it}^*}{P_{it}} = \beta_1 \frac{V_{it-s}^*}{P_{it-s}} + \beta_2 \sigma_{it-\tau}^I + \epsilon_{it}. \]  

(2.8)

Lags are present in both equations, so that \( \beta_i \) are column vectors whose size depends on the number of included regressors. We define lags and the error term as follows:

\[ \epsilon_{it} = \mu_i + v_{it}, \]
\[ v_{it} = \text{i.i.d.}, \]
\[ s = \{1, 2, 3, 4\} \text{ and} \]
\[ \tau = \{0, 1, 2, 3\}. \]

In a similar vein, we can test the hypothesis that residual value is an option-like component of market values by the following equation:

\[ (V^*/P)_{it} = \beta_0 + \beta_1 (V^*/P)_{it-s} + \beta_2 LEV_{it} + \beta_3 SIZE_{it} + \beta_4 \left( \frac{R&D}{SALES} \right)_{it-s} + \beta_5 \sigma^S_{it-\tau} + \beta_6 \sigma^I_{it-\tau} + \beta_7 \tilde{V}^{-\tau}_{it} + \beta_8 SKEW_{it} + \sum_{t=1966}^{2006} 1_t + \epsilon_{it}. \]

(2.9)

This equation regresses residual value on lagged residual value, leverage (LEV), size (SIZE), R&D investments (R&D/SALES), market volatility (\( \sigma^S_{it-\tau} \)), idiosyncratic volatility (\( \sigma^I_{it-\tau} \)), industry-wide residual value (\( \tilde{V}^{-\tau}_{it} \)), and skewness (SKEW). Year dummies (1_t) are included to control for unobserved time-specific effects due to changes in interest rates, moneyness of the options, and maturity and volatility of the firm over time\(^5\). The lag structure and error term are defined as before.

Estimation uses two-step generalized method of moments (GMM) and finite-sample corrected standard errors (Windmeijer, 2005). We instrument lagged residual value, current and lagged volatility, and lagged R&D investments using further lags than those included in Eq. (2.9). As an initial (and liberal) rule of thumb in determining how many lags to include, we choose our instrument set so that the number of instruments is smaller than the number of firms. To more formally test whether our instruments are orthogonal to the errors, we report the Hansen J - statistic, which consistently tests for overidentify-

\(^{5}\)To conserve space, we do not tabulate dummy results.
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ing restrictions when error terms are non-i.i.d. To check for first-order autocorrelation in levels, we apply the Arellano-Bond test for second-order autocorrelation to the differenced residuals.

2.4 Data and Variables

2.4.1 Data

Our sample includes common stocks (share code 10 and 11) listed on the NYSE, AMEX or NASDAQ exchanges in 1966 through 2006. We obtain daily and monthly stock trading data from the Center for Research in Security Prices (CRSP), and accounting data from COMPUSTAT. Daily factor returns and industry definitions are from Kenneth French’s website. The sample for this chapter covers all non-duplicate merged CRSP/COMPUSTAT firm-year observations.

Our estimation procedure requires a set of several instruments for each firm-year observation. Because this instrument set is rather large to work with, we downsize our sample by imposing four conditions on the data. First, since firms are typically brought into the COMPUSTAT database with two years of historical data, the power of the book-to-market ratio explaining returns may be spurious (Kothari et al. 1995). Failed young firms may confer less valuable growth options, and we eliminate the first two years of CRSP/COMPUSTAT observations in our final dataset to prevent surviving young firms to bias our results favorably. Second, a minimum of four years of consecutive non-missing COMPUSTAT data is needed to construct our dependent variable. Third, we require firms to end their fiscal year in December, to make sure that the match between CRSP and COMPUSTAT is accurate. Finally, for our largest model, a natural restriction arises from our panel regressions, which can be run only on observations that contain non-missing data on R&D, sales, volatilities, skewness, size and leverage. By imposing these conditions, we estimate the largest model on a panel of appropriate size for our analysis, consisting of roughly 10,000 firm-year observations for about 1,000 firms.

As a more general remark, one inevitably faces a trade-off when matching security returns with accounting data. When COMPUSTAT data are matched to CRSP prices to
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calculate residual value at fiscal year end, accounting variables are not yet known. On the other hand, using price data some months after the end of the fiscal year, when accounting data are available, will inevitably be more noisy. We choose to match accounting data with fiscal year end pricing data because our empirical setup will allow for the inclusion of current- and lagged return measures. This ensures us that a possible publication lag is properly captured by lagged regressors while keeping our measurements as clean as possible. Some effect may, however, spill over from one year to the next because differences between two years are no longer clear-cut.

2.4.2 Decomposing Share Price.

In traditional valuation models, value is created by the current assets that are sustained. The implied stock value therefore equals the present value of the expected future earnings per share discounted at the opportunity cost of capital. The latter, \( r_i \), incorporates the risk of a project being terminated and is constant under the assumption of constant uncertainty and a hypothetical no-growth policy. Therefore, we quantitatively implement Eq. (2.1) as follows:

\[
\sum_{j=0}^{\infty} V_j (t) \chi_j (t) = \frac{E_1}{1 + r} + \frac{E_2}{(1 + r)^2} + \ldots + \frac{E_H}{(1 + r)^H} + \frac{r - g}{(1 + r)^H} = \frac{E_1}{r}.
\]

Here, \( g \) is the earnings growth rate under regular investment, assumed zero, and \( r \) is the opportunity cost of capital. The residual value \( RV_i \) of firm \( i \) at time \( t \) can now be backed out from the value of assets in place \( \sum_{j=0}^{\infty} V_j (t) \chi_j (t) \) and market value \( P \), and is taken as a percentage of the firm’s market value, \( P_{i,t} \).

It is noted that the value of \( V^*/P \) can be larger than one if earnings are negative, or smaller than zero when the market value falls below a firm’s perpetual stream of earnings. Dividing \( V^* \) by \( P \) creates highly influential extreme values when the market value is negligible relative to its (absolute) earnings. These outliers are without economic importance.

---

\(^6\)For instance, Fama and French (1992, 1993) and many others resort to measuring returns from June of year \( t \) to June of year \( t + 1 \).

\(^7\)It should be noted that the construction of \( PVGO/P \) does not imply that values are restricted to be between zero and one: negative residual values may exist if the earnings perpetuity exceeds market value and if earnings are negative, \( PVGO/P \) may become larger than one. Inconsistency due to truncated or censored data, therefore, is not an issue.
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and become more prevalent in highly volatile industries and for firms in some form of distress. To limit their impact on our results, we trim the upper and lower 5% of $V^*/P$. This leads to the number of observations reported in Table 2.2, and adds to the robustness of the dependent variable by reducing sample variation in $V^*/P$ from $\sigma^2 = 457.72$ to $\sigma^2 = 48.740$.

2.4.3 Measuring Assets in Place

In the previous equation, $\sum_{j=0}^{\infty} V_j(t) \chi_j(t)$ is the capitalized value of earnings generated by the assets in place if the firm were to follow a hypothetical strategy of no growth and full pay-out of earnings. $E_{t,t}$ is the next-period estimated earnings from sustaining current operations, which can be estimated in a variety of ways. Results of estimating long-term value, however, are sensitive to earnings, which are volatile and can be smoothed at the discretion of management. This can be resolved for long enough panels by time-averaging earnings, and two approaches are proposed in the literature by Trigeorgis and Lambertides (2006) and Long et al. (2005). We adopt the latter approach to facilitate comparison, since it has been re-tested and applied by Cao et al. (2006).

In the Long/Wald/Zhang approach, earnings $E_{t,t}$ are estimated by multiplying common equity by smoothed return on equity (ROE). Common equity is estimated by the beginning period book value of long-term liability not including debt, i.e., total assets (d6) – current liabilities (d5) – preferred dividends (d19). The result includes the net shareholders’ equity plus long-term liabilities such as deferred taxes. First, we estimate annual ROE by the operating cash flow divided by the beginning period book value of common equity. Second, we use previous four years’ ROE to compute a weighted average ROE for year $t$:

$$R\bar{OE}_t = w_1 \times ROE_{t-1} + w_2 \times ROE_{t-2} + w_3 \times ROE_{t-3} + w_4 \times ROE_{t-4},$$

(2.10)

where $w_1 = 40\%$, $w_2 = 30\%$, $w_3 = 20\%$, and $w_4 = 10\%$. This weighting scheme gives greater weights to more recent observations. In this procedure, ROE is defined as operating cash flow (d308) divided by common equity. Third, we calculate projected earnings by multiplying $R\bar{OE}$ by the end-of-period common equity. Observations with negative
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earnings are deleted.

Average earnings are discounted by the cost of capital, which is estimated using a CAPM model with an annualized one-month Ibbotson T-bill rate from Kenneth French’s website. We estimate adjusted betas (Blume, 1975) over 24 or 60 monthly returns, using a value-weighted market portfolio and a constant market risk premium and controlling for size- and \( M/B \) effects when estimating betas by the 3 factor regression, presented below in Eq. (2.11). As noted by Cao et al. (2006), using the required return on equity to proxy the cost of capital is appropriate if the probability of bankruptcy is low. In a different context, Kaplan and Ruback (1995) note that a pre-tax discount rate is appropriate for the riskiness of the cash flows, and that the weighted average costs of capital is more difficult to implement and requires additional assumptions about the firm’s tax rates to generate cash flows assuming an all-equity capitalization.

2.4.4 Measuring Risk

From CRSP, we calculate log-differenced returns for our volatility- and skewness measures. Following, among others, Spiegel and Wang (2006), Ang, Hodrick, Xing and Zhang (2006, 2009), Cao et al. (2006) and Grullon, Lyandres and Zhdanov (2008), we estimate idiosyncratic risk for firm \( i \) during fiscal year \( t \) as the standard deviation of the daily residuals \( \varepsilon_{i\tau} \) from the following 3-factor regression (Fama and French, 1993):

\[
    r_{i\tau} - r_{f\tau} = \alpha + \beta_{1i}(MKT_{\tau} - r_{f\tau}) + h_{it}HML_{\tau} + s_{it}SMB_{\tau} + \varepsilon_{i\tau}, \tag{2.11}
\]

where \( r_{i\tau} \) is the return on firm \( i \)'s stock during day \( \tau \), \( r_{f\tau} \) is the daily risk-free rate, \( MKT_{\tau} \) is the daily return on the value-weighted market portfolio, and \( HML_{\tau} \) and \( SMB_{\tau} \) are the daily returns of high-minus-low and small-minus-big zero-investment portfolios. Market risk is estimated as the standard deviation of fitted values from this regression. Alternatively, we also estimate idiosyncratic risk and market risk from a standard, 1-factor CAPM model.

We consider size and value important determinants of growth opportunities, and we include these explicitly as explanatory variables for reasons mentioned earlier. However,
size and value effects are also known to explain the cross-section of stock returns, and the
definition of idiosyncratic- and market risk in Eq. (2.11) includes the value and size factors
indirectly. If real options systematically explain size and value effects, it follows that the
common definition of risk in Eq. (2.11) is inappropriate. We therefore estimate this model
using a one-factor and a three-factor definition for idiosyncratic risk.

2.4.5 Other Variables

In our empirical analysis, R&D expenses (COMPUSTAT item 46) are scaled by total sales
(COMPUSTAT item 12). Because R&D has long gestation lags and may take some time to
create value, we include lags of R&D as well. We follow Xu (2007) and use daily log returns
to calculate volatility and skewness using one fiscal year of daily observations. Skewness is
the third-order centralized moment calculated as
\[ E (x - \mu)^3 / \sigma^3 = 1/n \sum_{i=1}^{n} (x_i - \bar{x})^3 / \hat{\sigma}_x^3, \]
where \( \bar{x} \) and \( \hat{\sigma}_x^3 \) are the sample mean and standard error. Market leverage is defined as
in Baker and Wurgler (2002) by \( 1 - \text{market equity/market value} \), where the market value
of assets is the market value of equity (CRSP price (COMPUSTAT item 25) \times \text{shares outstanding (item 199)}) + \text{book assets (item 6)} - \text{book equity (item 60)} - \text{deferred taxes}
(item 74). We define size as the log of total assets (COMPUSTAT item 6). We define
market-to-book as \( \frac{\text{(total assets (COMPUSTAT item 6)}}{\text{total common equity (item 60)} + \text{market value)} / \text{book value} \), where market value equals the fiscal year-end closing price
(item 199) times the number of shares outstanding (item 25).

Clearly, firm dynamics may differ widely across industries\(^8\). To control for industry
effects, we use the average residual value for all other firms in the industry. This time
varying, firm-specific variable enables us to estimate option characteristics for the aggregate
economy while controlling for industry effects at a fairly precise level. Again, due to
averaging earnings in measuring residual value, dependence is introduced between the four
lagged values of residual value. As alluded to in Section 3.2, we control for this by including
up to four lags of \( V^*/P \) in our regression equations.

\(^8\) For instance, firms in growth industries derive more value from the detection or creation of further
valuable investment opportunities whereas in income industries, residual value stems primarily from simple
commercialization options. Also, because of implicit leverage effects of options-on-options, growth stocks
face higher firm-specific uncertainty than income stocks do.
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2.5.1 Average Option Characteristics

Estimated for the 1966-2006 sample period, we present some preliminary evidence using the (equal-weighted) industry averages of dependent and explanatory variables in Table 2.2, split into 12 Fama and French (1992) sectors and sorted on residual value. We see pronounced differences between firms with the highest and lowest $V^*/P$ values. Sectors with a high average residual value share include Business Equipment (Computers, Software, and Electronic Equipment) and Healthcare (Healthcare, Medical Equipment, and Pharmaceuticals), contrasted with low $V^*/P$ values in Energy (Oil, Gas, and Coal Extraction and Products) and Utilities. The table clearly shows that the former are the innovative industries.

From the $R&D/Sales$ column, we can see that residual value is related to the option portfolio mix. It indicates that growth sectors invest more in innovation, as predicted by real option theory. Average R&D spending equals three times annual sales in the healthcare sector, consistent with zero-revenue firms having long gestation lags, and whose market value consists entirely of future growth potential. The relationship with firm-specific uncertainty is not immediately clear. While Business Equipment and Healthcare have the highest idiosyncratic uncertainty and Finance and Utilities the lowest, mean values are too close to be of any statistical significance. Market uncertainty is somewhat higher in high-tech growth industries than in income industries, due to the option leverage of compound options. Because growth stocks derive more value from future opportunities, the high market uncertainty of the underlying future simple options is further amplified by the higher option leverage. Again, however, mean values are less than two standard deviations apart. For market uncertainty, the energy sector has a rather large mean value, which hints towards the sector returns’ sensitivity to the business cycle.

In summary, it is clear that residual value differs between industries. Table 2.2 also suggests that a substantial part of this variation stems from inter-industry differences in the growth option portfolio mix of individual firms.
Table 2.2: Characteristics of Sample Companies
Relationship between the firm’s residual value and the option portfolio mix, firm-specific uncertainty, market uncertainty and skewness for companies in the full sample. The table reports observations count and mean values for residual value, exploration-exploitation mix, idiosyncratic volatility, systematic volatility and leverage. Industries are sorted on mean residual value.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Business Equipment</td>
<td>6,104</td>
<td>0.414</td>
<td>0.165</td>
<td>0.033</td>
<td>0.012</td>
</tr>
<tr>
<td>Healthcare</td>
<td>3,080</td>
<td>0.407</td>
<td>2.988</td>
<td>0.028</td>
<td>0.009</td>
</tr>
<tr>
<td>Chemicals</td>
<td>2,145</td>
<td>0.241</td>
<td>0.257</td>
<td>0.020</td>
<td>0.008</td>
</tr>
<tr>
<td>Nondurable goods</td>
<td>4,271</td>
<td>0.166</td>
<td>0.013</td>
<td>0.023</td>
<td>0.007</td>
</tr>
<tr>
<td>Telecom</td>
<td>1,876</td>
<td>0.163</td>
<td>0.021</td>
<td>0.022</td>
<td>0.009</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>10,246</td>
<td>0.157</td>
<td>0.023</td>
<td>0.023</td>
<td>0.008</td>
</tr>
<tr>
<td>Other</td>
<td>7,611</td>
<td>0.144</td>
<td>0.035</td>
<td>0.027</td>
<td>0.009</td>
</tr>
<tr>
<td>Durable goods</td>
<td>1,912</td>
<td>0.127</td>
<td>0.020</td>
<td>0.023</td>
<td>0.009</td>
</tr>
<tr>
<td>Retail/Wholesale</td>
<td>3,619</td>
<td>0.121</td>
<td>0.004</td>
<td>0.028</td>
<td>0.008</td>
</tr>
<tr>
<td>Financial Services</td>
<td>13,374</td>
<td>0.113</td>
<td>0.006</td>
<td>0.019</td>
<td>0.007</td>
</tr>
<tr>
<td>Energy</td>
<td>3,570</td>
<td>0.085</td>
<td>0.048</td>
<td>0.026</td>
<td>0.009</td>
</tr>
<tr>
<td>Utilities</td>
<td>5,308</td>
<td>-0.082</td>
<td>0.002</td>
<td>0.013</td>
<td>0.005</td>
</tr>
</tbody>
</table>

2.5.2 Can Residual Value Still Explain Idiosyncratic Risk?

We demonstrate the consequences of endogeneity by complementing the study by Cao et al. (2006), who find that growth options explain the trend in idiosyncratic risk. We first check whether our data is consistent with the findings of Cao et al. (2006) before dealing with endogeneity issues, because our approach is different in its level of analysis. Specifically, Cao et al. (2006) use value-weighted averages of individual firm time-series, while we use a large panel in which firm-level variables are not aggregated. Consequently, our measure for idiosyncratic risk is defined differently from Cao et al. (2006), who measure CAPM-based aggregate volatility as in Campbell et al (2001).

Table 2.3 presents least-squares estimates of idiosyncratic risk using the CAPM market model, regressed on a time trend and several growth options measures. We can observe that our coefficients are smaller than those in Table 3 of Cao et al. (2006). While Cao et al. (2006) find that aggregate idiosyncratic volatility is positively related to the level of growth options for each measure but the capital to fixed expenditures ratio, we find that firm-level idiosyncratic volatility is positively related to the level of growth options for
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Table 2.3: Least Squares Estimates of Growth Options Measures on Idiosyncratic Risk
This table presents least-squares estimates of idiosyncratic risk using the CAPM market model, regressed on a time trend and several growth options measures. Variable definitions are according to Cao et al. (2006) and include the market value to book value of assets, Tobin’s $Q_t$, the capital expenditures to fixed assets ratio, the debt to equity ratio, and residual value as in Eqs. (2.1) and (2.10). Significance levels are **: $p<0.01$, *: $p<0.05$, +: $p<0.10$. Standard errors are reported in parentheses.

<table>
<thead>
<tr>
<th>Idiosyncratic Risk (Market Model)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\frac{\text{Asset Market Value}}{\text{Book Value}})_t$</td>
<td>0.001**</td>
</tr>
<tr>
<td>[ (0.000) ]</td>
<td></td>
</tr>
<tr>
<td>Tobin’s $Q_t$</td>
<td>0.001**</td>
</tr>
<tr>
<td>[ (0.000) ]</td>
<td></td>
</tr>
<tr>
<td>$(\frac{\text{Capital Expenditures}}{\text{Fixed Assets}})_t$</td>
<td>0.001+</td>
</tr>
<tr>
<td>[ (0.001) ]</td>
<td></td>
</tr>
<tr>
<td>$(\frac{\text{Debt}}{\text{Equity}})_t$</td>
<td>0.000</td>
</tr>
<tr>
<td>[ (0.000) ]</td>
<td></td>
</tr>
<tr>
<td>Residual Value$_t$</td>
<td>0.002**</td>
</tr>
<tr>
<td>[ (0.000) ]</td>
<td></td>
</tr>
<tr>
<td>Time Trend</td>
<td>0.000** 0.000** 0.000** 0.000** 0.000**</td>
</tr>
<tr>
<td>[ (0.000) ] [ (0.000) ] [ (0.000) ] [ (0.000) ] [ (0.000) ]</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.017** 0.018** 0.018** 0.018** 0.018**</td>
</tr>
<tr>
<td>[ (0.000) ] [ (0.000) ] [ (0.000) ] [ (0.000) ] [ (0.000) ]</td>
<td></td>
</tr>
<tr>
<td>Number of Observations</td>
<td>56,526 56,526 47,227 55,871 56,308</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.040 0.040 0.045 0.031 0.035</td>
</tr>
</tbody>
</table>

Table 2.4: Least Squares Estimates of Growth Options Measures on Idiosyncratic Risk
This table presents least-squares estimates of several growth options measures, regressed on a time trend and several growth options risk using the CAPM market model. Variable definitions are according to Cao et al. (2006) and include the market value to book value of assets, Tobin’s $Q_t$, the capital expenditures to fixed assets ratio, the debt to equity ratio, and residual value as in Eqs. (2.1) and (2.10). Significance levels are **: $p<0.01$, *: $p<0.05$, +: $p<0.10$. Standard errors are reported in parentheses.

| Id. Volatility$_t$ | 8.721** 8.329** 2.309** 2.669** |
| \[ (0.977) \] \[ (0.972) \] \[ (0.694) \] \[ (0.297) \] |       |
| Time Trend | 0.015*** 0.014*** 0.0001*** 0.0878 -0.007*** |
| \[ (0.001) \] \[ (0.001) \] \[ (0.000) \] \[ (0.067) \] \[ (0.000) \] |       |
| Constant | 0.964** 0.431** 0.156** -0.775 0.270** |
| \[ (0.036) \] \[ (0.036) \] \[ (0.018) \] \[ (1.156) \] \[ (0.010) \] |       |
| Observations | 56,526 56,526 47,227 55,871 56,308 |
| R-squared | 0.023 0.023 0.003 0.000 0.018 |
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each measure but the debt-equity ratio. It can also be observed that the combined
explanatory power of growth options measures and a time trend is much smaller in our
specification. Nevertheless, our results are qualitatively similar.

To investigate the consequences of the issues raised in Section 3, we now reverse the
direction of causality in the regression equations of Cao et al. (2006). In Table 2.4, it can
be seen that the results are at least as significant, and the coefficients have become much
larger compared to Table 2.3. These findings obscure the results from previous work, as it
is unclear whether idiosyncratic risk affects residual value, or vice versa. An (untabulated)
Hausman test on whether the explanatory variables in Tables 2.3 and 2.4 are strictly
exogenous is strongly rejected ($p = 0.000$ for Table 2.3 and Table 2.4), an indication that
these specifications are problematic. Therefore, we continue by investigating the direction
of causality between residual value and idiosyncratic risk using the proposed solution in
Eqs. (2.7) and (2.8). Results are presented in Tables 2.5 and 2.6, in which we examine
residual value and idiosyncratic risk after controlling for the issues raised in Section 3.

In both tables, two models are presented that tabulate results when idiosyncratic risk is
estimated using Eq. (2.11) with or without size and value regressors. Models are considered
well-specified if the Hansen $J$-test fails to reject the absence of over-identifying restrictions,
and the Arellano-Bond test fails to detect second order autocorrelation. In the results
below, the Hansen $J$-test for the validity of the instruments at work is not rejected, and
second-order autocorrelation is of no significance. We do observe dramatic changes in the
volatility coefficients in comparison with the full model in Eq. (2.9), presented later in the
text, indicating that the inclusion of control variables is important.

Eq. (2.7) corresponds to how Cao et al. (2006) interpret their results, i.e., residual
value explains idiosyncratic risk. In Table 2.5, we observe that idiosyncratic volatility has a
first-order autoregressive nature and is conditional upon last year’s volatility level. We also
observe that residual value indeed has a significant effect on idiosyncratic risk. However,
the coefficients on residual value are much smaller than the AR(1) coefficient, indicating
that this form of causality is of second-order importance. In fact, few of the significant
coefficients have a magnitude larger than zero. Volatility remains persistent for different
definitions of idiosyncratic risk in the two models and, while the size of coefficients remains
very small, so do lags of residual value.

Turning to Eq. (2.8) and Table 2.6, we observe a stronger relationship when the direction of causality is reversed. We find significant effects of idiosyncratic volatility on residual value, with coefficients for risk of the same order of magnitude as for lagged $V^*/P$. All models show a significant positive effect of idiosyncratic risk on residual value for more multiple lags. In the three-factor model, the second and fourth lag are significant with coefficients of 1.9 and 1.5, respectively. In the market-factor model, it can be seen that coefficients increase, more lags become significant and that standard errors go down for all but the fourth lag. This suggests that something profound happens when idiosyncratic risk is measured differently: the value and size factors have a large impact on the growth options–idiosyncratic volatility relation. We will see this pattern in the next section as well, when we present the model including controls. For now, we conclude that idiosyncratic risk has a stronger effect on residual value than vice versa.

By examining the link between growth options and idiosyncratic risk, Cao et al. (2006) argued that individual stocks have become more volatile over time by the level (and variance) of growth options. They explain this link by managers of levered firms selecting investment projects that increase the idiosyncratic variance of the firm at the expense of debt holders. However, from Tables 2.5 and 2.6, it should be concluded that it is primarily firm-specific volatility that drives option value, not vice versa.

### 2.5.3 Does Residual Value Behave Analogously to Growth Options?

Results for our full model are presented in Table 2.7. As before, two different estimates are presented for the one-factor model and the three-factor model. The three-factor model estimates volatilities using Eq. (2.11) whereas the market-factor residuals include the size and value effect. In all these models, Hansen $J$-tests for the validity of the instruments at work are not rejected, and second-order autocorrelation is of no significance\(^9\). All control variables have the expected sign.

For both models, all four lags of $V^*/P$ are significant, capturing the dependence over time that we introduced by construction, i.e. by using averaged return on equity. The

\(^9\)Evidently, the residuals $u_{it}$ are themselves serially correlated of order one.
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Table 2.5: Instrumental Variable Estimates of Idiosyncratic Risk on Residual Value

The dependent variable is idiosyncratic volatility, regressed on its lags and current and lagged residual value. The market model uses standard CAPM residuals to estimate volatility, while the 3-Factor Model includes firm-specific risk as defined in Eq. (2.11). Year Dummies are included but not tabulated. Significance levels are **: p<0.01, *: p<0.05, +: p<0.10. In the upper panel, standard errors are reported in parentheses. In the lower panel, numbers in parentheses indicate p-values of statistics.

<table>
<thead>
<tr>
<th></th>
<th>Market Model</th>
<th>3 Factor Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idiosyncratic Volatility_{t-1}</td>
<td>0.310** (0.022)</td>
<td>0.218** (0.057)</td>
</tr>
<tr>
<td>Idiosyncratic Volatility_{t-2}</td>
<td>-0.005 (0.011)</td>
<td>-0.013 (0.015)</td>
</tr>
<tr>
<td>Idiosyncratic Volatility_{t-3}</td>
<td>0.002 (0.001)</td>
<td>-0.009 (0.015)</td>
</tr>
<tr>
<td>Idiosyncratic Volatility_{t-4}</td>
<td>-0.005 (0.001)</td>
<td>-0.015 (0.011)</td>
</tr>
<tr>
<td>Residual Value_{t}</td>
<td>0.000* (0.000)</td>
<td>0.000 (0.000)</td>
</tr>
<tr>
<td>Residual Value_{t-1}</td>
<td>-0.000+ (0.000)</td>
<td>-0.000** (0.000)</td>
</tr>
<tr>
<td>Residual Value_{t-2}</td>
<td>-0.000** (0.000)</td>
<td>0.000 (0.0001)</td>
</tr>
<tr>
<td>Residual Value_{t-3}</td>
<td>0.000 (0.000)</td>
<td>-0.000+ (0.000)</td>
</tr>
<tr>
<td>Residual Value_{t-4}</td>
<td>-0.000 (0.000)</td>
<td>0.000 (0.000)</td>
</tr>
</tbody>
</table>

Estimation Statistics:

<table>
<thead>
<tr>
<th></th>
<th>Market Model</th>
<th>3 Factor Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Observations</td>
<td>25568</td>
<td>25590</td>
</tr>
<tr>
<td>Number of Firms</td>
<td>2785</td>
<td>2792</td>
</tr>
<tr>
<td>Hansen J-statistic</td>
<td>1536</td>
<td>1527</td>
</tr>
<tr>
<td></td>
<td>(0.485)</td>
<td>(0.553)</td>
</tr>
<tr>
<td>Test for 2nd order autocorrelation</td>
<td>0.792</td>
<td>0.169</td>
</tr>
<tr>
<td></td>
<td>(0.428)</td>
<td>(0.866)</td>
</tr>
</tbody>
</table>
2.5. **RESULTS**

Table 2.6: Instrumental Variable Estimates of Residual Value on Idiosyncratic Risk

The dependent variable is residual value, regressed on its lags and current and lagged idiosyncratic volatility. The market model uses standard CAPM residuals to estimate volatility, while the 3-Factor Model includes firm-specific risk as defined in Eq. (2.11). Year Dummies are included but not tabulated. Significance levels are **: p<0.01, *: p<0.05, +: p<0.10. In the upper panel, standard errors are reported in parentheses. In the lower panel, numbers in parentheses indicate p-values of statistics.

<table>
<thead>
<tr>
<th></th>
<th>Market Model</th>
<th>3 Factor Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Residual\ Value_{t-1}$</td>
<td>0.396**</td>
<td>0.392**</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>$Residual\ Value_{t-2}$</td>
<td>-0.114**</td>
<td>-0.117**</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>$Residual\ Value_{t-3}$</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>$Residual\ Value_{t-4}$</td>
<td>-0.035**</td>
<td>-0.036**</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>$Idiosyncratic\ Volatility_t$</td>
<td>3.314*</td>
<td>-0.848</td>
</tr>
<tr>
<td></td>
<td>(1.375)</td>
<td>(1.431)</td>
</tr>
<tr>
<td>$Idiosyncratic\ Volatility_{t-1}$</td>
<td>1.248+</td>
<td>1.865*</td>
</tr>
<tr>
<td></td>
<td>(0.747)</td>
<td>(0.827)</td>
</tr>
<tr>
<td>$Idiosyncratic\ Volatility_{t-2}$</td>
<td>2.232**</td>
<td>0.801</td>
</tr>
<tr>
<td></td>
<td>(0.653)</td>
<td>(0.709)</td>
</tr>
<tr>
<td>$Idiosyncratic\ Volatility_{t-3}$</td>
<td>-0.592</td>
<td>1.536*</td>
</tr>
<tr>
<td></td>
<td>(0.625)</td>
<td>(0.627)</td>
</tr>
</tbody>
</table>

**Estimation Statistics:**

<table>
<thead>
<tr>
<th></th>
<th>Market Model</th>
<th>3 Factor Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Observations</td>
<td>25591</td>
<td>25608</td>
</tr>
<tr>
<td>Number of Firms</td>
<td>2791</td>
<td>2793</td>
</tr>
<tr>
<td>Hansen J-statistic</td>
<td>1678</td>
<td>1641</td>
</tr>
<tr>
<td></td>
<td>(0.310)</td>
<td>(0.556)</td>
</tr>
<tr>
<td>Test for 2nd Order Autocorrelation</td>
<td>-0.309</td>
<td>-0.251</td>
</tr>
<tr>
<td></td>
<td>(0.757)</td>
<td>(0.802)</td>
</tr>
</tbody>
</table>
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use of progressive weighting is reflected in decreasing coefficients and significance levels for longer lags.

From the three-factor model presented in Table 2.7, we observe that current and lagged firm-specific risk are not significantly different from zero. This contrasts with the empirical evidence and predictions from Section 2. Further investigation has yielded an explanation for this: the effect of idiosyncratic risk becomes significant at the 6% level if it is estimated using the residuals of the standard CAPM model, instead of those from the Fama-French model in Eq. (2.11). Because the latter definition effectively purges size and value effects from idiosyncratic risk, the results for both models suggest that value and size are partly determined by growth opportunities. This is in line with previous work (Berk et al. 1999; Carlson et al. 2004; Novy-Marx 2010). Extra support for this explanation comes from a decreased impact of skewness and R&D investment in the one-factor model, which become smaller and less significant. Limited liabilities and staging decisions, portfolio maturity, return intervals, and active management could well be related to idiosyncratic volatility as well as R&D and skewness, measuring either a direct or a more indirect effect. Therefore, if the size and value factors pick up growth opportunities, it is therefore plausible that the effect of idiosyncratic risk on residual value comes at the expense of the effect of skewness and R&D.

We find that market risk has a negative effect on residual value. This indicates that the negative effect of market risk on the equity option of the firm, as derived in Appendix A.2, is larger than the effect of the embedded growth options. As stated in Section 2, economic theory is not conclusive about the effect of market risk on growth options; an increase in market risk has a positive impact on growth options by increasing the value to wait, but a negative impact by decreasing the underlying value. Our results show that the positive effect on the option to wait is dominated by the negative impact on the equity option and/or the value of underlying assets.

Skewness has a significant and positive effect on residual value for the three-factor model, consistent with compound growth options skewing the return distribution toward higher returns. This may result from active management limiting losses on the downside and changes in the maturity of the option portfolio, both of which change the return
distribution. The skewed distribution in returns also results from changes in the value of the options bundle of options, when management cushions the downside risk of future investments while strengthening its ability to expand aggressively, or new options arise and change the maturity of the portfolio.

We also find a positive relationship between lagged R&D and residual value: innovation is a significant source of future investment opportunities. This, too, is consistent with previous real option literature. The insignificant effect of contemporaneous R&D suggests long gestation lags. Again, we see that coefficients decrease when lags increase, which is consistent with the uncertain outcome of innovation investments. Significance levels do not decrease, which confirms that innovation needs time to develop and become profitable. It also suggests that a majority of innovation investments are worthless, but the remaining few have high value.

Our control variables are also significant and have the expected sign. A significant relationship is found between industry competition and residual value. As the effect is predominantly negative, we infer that (current and lagged) residual value erodes in the presence of competition. In line with theory, the prospective value of future opportunities (growth option value) represents the value of pre-emptive moves to appropriate future opportunities in a game versus rivals. This is analogous to the “option to wait” in the real options literature, which goes to zero under perfect competition (e.g., Dixit and Pindyck (1994)). The market-to-book effect on residual value is also positive, indicating the existence of other factors that positively affect market-to-book while having no direct effect on residual value. In line with previous work (Lakonishok et al. 2004, Berk et al. 1999) this suggests that market-to-book is not a clean measure for growth opportunities and may question its validity. The negative effect of size on residual value indicates that as firms grow, they lose some of their predisposition to explore opportunities. While smaller firms contain a larger portion of future growth potential, large firms have more resources to exercise growth options and tend to have more capital employed. The negative effect of financial leverage on residual value is also significant. This suggests that financial flexibility allows a firm to leverage its capabilities, meet its obligations, and pursue growth opportunities as they arise. The evidence also shows that the volatility that increases the
value of an option decreases the propensity to borrow, since debtholders are wary of risk.

From these empirical observations, we conclude that the link between real options and residual value is significant, and remains so after dealing with endogeneity issues. Except for idiosyncratic risk in the three-factor model, all option characteristics are significantly related to the residual value component. Therefore, residual value behaves analogously to the unobserved growth option component embedded in stock prices. For the one-factor model, and again with exception of idiosyncratic risk, it can be verified that none of the coefficients change by more than one standard error. This indicates some robustness for the proxies and controls. For idiosyncratic risk, the sign is now positive and significant, as predicted by theory and consistent with Tables 2.4 and 2.6. In contrast to the three-factor model, the market factor model finds a positive link between idiosyncratic volatility and residual value.

Finally, to assess robustness for our results, we substitute market-to-book for residual value as the dependent variable and repeat the procedure above in Table 2.8. It can be seen that most of the previous results hold, but to a lesser extent. Specifically, current R&D/Sales expenditure becomes significant, still monotonically decreases, but has smaller coefficients. The effects of size, leverage and competition on market-to-book are all significant and of the expected sign, but smaller in magnitude. Moreover, since we do not time-average market-to-book as in Eq. (2.10) we observe more variation in the coefficients, even to the extent that the direction changes for the effect of skewness on market-to-book. This is in line with previous results that market-to-book is not a clean measure for growth opportunities (Lakonishok et al. 2004, Berk et al. 1999). We also observe similar results for idiosyncratic risk, which is only significant when CAPM-residuals are used. Market risk is no longer significant for the three-factor model. In addition, the M/B models’ diagnostics show that significant second-order autocorrelation is present, so that we should take caution when interpreting standard errors and, therefore, significance levels.
2.5. RESULTS

Table 2.7: Instrumental Variable Estimates of Residual Value on All Variables

The dependent variable is current residual value. Regressors include lagged residual value, as well as lagged and current values for exploration-exploitation mix (R&D/Sales), idiosyncratic volatility, systematic volatility, leverage, log of size, skewness, asset market-to-book and average residual value of other firms with identical primary SIC code. The 3-factor model estimates firm-specific risk using Eq. (2.11), the market factor model omits size and value effects from this equation. Year Dummies are included but not tabulated. Significance levels are **: p<0.01, *: p<0.05, +: p<0.10. In the upper panel, standard errors are reported in parentheses. In the lower panel, numbers in parentheses indicate p-values of statistics.

<table>
<thead>
<tr>
<th></th>
<th>Market Model</th>
<th>3 factor model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual Value_{t-1}</td>
<td>0.144** (0.0330)</td>
<td>0.178** (0.035)</td>
</tr>
<tr>
<td>Residual Value_{t-2}</td>
<td>-0.174** (0.032)</td>
<td>-0.133** (0.033)</td>
</tr>
<tr>
<td>Residual Value_{t-3}</td>
<td>-0.077* (0.031)</td>
<td>-0.064+ (0.033)</td>
</tr>
<tr>
<td>Residual Value_{t-4}</td>
<td>-0.063* (0.027)</td>
<td>-0.045+ (0.026)</td>
</tr>
<tr>
<td>R&amp;D/Sales_t</td>
<td>0.030 (0.268)</td>
<td>0.152 (0.248)</td>
</tr>
<tr>
<td>R&amp;D/Sales_{t-1}</td>
<td>0.410* (0.190)</td>
<td>0.552** (0.195)</td>
</tr>
<tr>
<td>R&amp;D/Sales_{t-2}</td>
<td>0.386* (0.154)</td>
<td>0.507** (0.156)</td>
</tr>
<tr>
<td>R&amp;D/Sales_{t-3}</td>
<td>0.224 (0.143)</td>
<td>0.278+ (0.144)</td>
</tr>
<tr>
<td>Systematic Volatility_{t}</td>
<td>-5.651** (1.771)</td>
<td>1.887 (1.845)</td>
</tr>
<tr>
<td>Systematic Volatility_{t-1}</td>
<td>0.462 (1.226)</td>
<td>-3.949** (1.432)</td>
</tr>
<tr>
<td>Idiosyncratic Volatility_{t}</td>
<td>1.665 (1.426)</td>
<td>-2.592 (1.920)</td>
</tr>
<tr>
<td>Idiosyncratic Volatility_{t-1}</td>
<td>1.962+ (1.061)</td>
<td>1.115 (0.901)</td>
</tr>
<tr>
<td>Skewness_t</td>
<td>0.015+ (0.008)</td>
<td>0.023** (0.008)</td>
</tr>
<tr>
<td>Skewness_{t-1}</td>
<td>0.004 (0.009)</td>
<td>0.013 (0.009)</td>
</tr>
<tr>
<td>ln(Size)</td>
<td>-0.009+ (0.005)</td>
<td>-0.006+ (0.004)</td>
</tr>
<tr>
<td>Asset Market-to-book_t</td>
<td>0.058** (0.016)</td>
<td>0.056** (0.016)</td>
</tr>
<tr>
<td>Leverage_t</td>
<td>-0.493** (0.131)</td>
<td>-0.532** (0.121)</td>
</tr>
<tr>
<td>Competitors’ Residual Value_t</td>
<td>-65.69** (6.069)</td>
<td>-60.06** (7.019)</td>
</tr>
<tr>
<td>Competitors’ Residual Value_{t-1}</td>
<td>2.010 (3.200)</td>
<td>3.829 (3.340)</td>
</tr>
<tr>
<td>Competitors’ Residual Value_{t-2}</td>
<td>-15.45** (3.836)</td>
<td>-10.70** (3.636)</td>
</tr>
<tr>
<td>Competitors’ Residual Value_{t-3}</td>
<td>-6.540+ (3.882)</td>
<td>-5.142 (3.991)</td>
</tr>
<tr>
<td>Competitors’ Residual Value_{t-4}</td>
<td>-3.663 (3.177)</td>
<td>-2.247 (3.091)</td>
</tr>
</tbody>
</table>

Estimation Statistics:

|                               |                  |                  |
|                               | Number of Observations | 9,200          | 9,204          |
|                               | Number of Firms     | 1088            | 1088           |
|                               | Hansen J-statistic  | 811.8           | 819.8          |
|                               | (0.350)             | (0.280)         |
|                               | Test for 2nd Order Autocorrelation | -0.316 | -0.827 |
|                               | (0.752)             | (0.408)         |
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Table 2.8: Instrumental Variable Estimates of Market-to-Book on Real Option Characteristics

The dependent variable is the current market-to-book-ratio. Regressors include lagged market-to-book, as well as lagged and current values for Research & Development (R&D/Sales), idiosyncratic volatility, systematic volatility, leverage, log of firm size, skewness, asset market-to-book and average residual value of other firms with identical primary SIC code. The 3-factor model estimates firm-specific risk using Eq. (2.11), the market factor model omits size and value effects from this equation. Year Dummies are included but not tabulated. We use two-step GMM and finite-sample corrected standard errors (?). Significance levels are **: p<0.01, *: p<0.05, +: p<0.10. In the upper panel, standard errors are reported in parentheses. In the lower panel, numbers in parentheses indicate p-values of statistics.

<table>
<thead>
<tr>
<th></th>
<th>Market Model</th>
<th>3 factor model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market-to-book$_t$-1</td>
<td>0.006**</td>
<td>0.006**</td>
</tr>
<tr>
<td>Market-to-book$_t$-2</td>
<td>0.003</td>
<td>0.002</td>
</tr>
<tr>
<td>R&amp;D/Sales$_t$</td>
<td>0.030</td>
<td>0.147**</td>
</tr>
<tr>
<td>R&amp;D/Sales$_t$-1</td>
<td>0.410*</td>
<td>0.085*</td>
</tr>
<tr>
<td>R&amp;D/Sales$_t$-2</td>
<td>0.386*</td>
<td>0.077+</td>
</tr>
<tr>
<td>R&amp;D/Sales$_t$-3</td>
<td>0.224</td>
<td>0.052</td>
</tr>
<tr>
<td>Systematic Volatility$_t$</td>
<td>-5.651**</td>
<td>0.679</td>
</tr>
<tr>
<td>Systematic Volatility$_{t-1}$</td>
<td>0.462</td>
<td>0.550</td>
</tr>
<tr>
<td>Idiosyncratic Volatility$_t$</td>
<td>1.665</td>
<td>0.014</td>
</tr>
<tr>
<td>Idiosyncratic Volatility$_{t-1}$</td>
<td>1.962+</td>
<td>0.377</td>
</tr>
<tr>
<td>Skewness$_t$</td>
<td>0.015+</td>
<td>-0.005+</td>
</tr>
<tr>
<td>Skewness$_{t-1}$</td>
<td>0.004</td>
<td>0.004+</td>
</tr>
<tr>
<td>ln(Size)</td>
<td>-0.009+</td>
<td>0.002</td>
</tr>
<tr>
<td>Asset Market-to-book$_t$</td>
<td>0.058**</td>
<td>1.006**</td>
</tr>
<tr>
<td>Leverage$_t$</td>
<td>-0.493**</td>
<td>-0.148**</td>
</tr>
<tr>
<td>Competitors’ Residual Value$_t$</td>
<td>-65.69**</td>
<td>-0.894</td>
</tr>
<tr>
<td>Competitors’ Residual Value$_{t-1}$</td>
<td>2.010</td>
<td>0.444</td>
</tr>
<tr>
<td>Competitors’ Residual Value$_{t-2}$</td>
<td>-15.45**</td>
<td>-1.417**</td>
</tr>
<tr>
<td>Competitors’ Residual Value$_{t-3}$</td>
<td>-6.540+</td>
<td>-1.042*</td>
</tr>
<tr>
<td>Competitors’ Residual Value$_{t-4}$</td>
<td>-3.663</td>
<td>-0.211</td>
</tr>
</tbody>
</table>

Estimation Statistics:

<table>
<thead>
<tr>
<th></th>
<th>Market Model</th>
<th>3 factor model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Observations</td>
<td>9,200</td>
<td>9,204</td>
</tr>
<tr>
<td>Number of Firms</td>
<td>1,088</td>
<td>1,088</td>
</tr>
<tr>
<td>Hansen J-statistic</td>
<td>735.1</td>
<td>746.2</td>
</tr>
<tr>
<td></td>
<td>(0.460)</td>
<td>(0.350)</td>
</tr>
<tr>
<td>Test for 2nd order autocorrelation</td>
<td>-1.947</td>
<td>-1.968</td>
</tr>
<tr>
<td></td>
<td>(0.0515)</td>
<td>(0.0491)</td>
</tr>
</tbody>
</table>
2.6 Conclusion

This chapter has examined the residual component of market value, often referred to as the growth options component, which arises from stock prices exceeding the earnings capacity of assets in place. We tested an important but previously untested assumption underlying growth options studies, i.e., that the price residual has properties similar to a portfolio of real options. To this end, we reviewed eight characteristics that are theoretically related to real options, and tested whether they have the expected effect on the price residual.

In our analysis, we have shown that conventional estimates of growth options are likely to be inconsistent, and that the direction of causality is often ambiguous. We resolve these issues by means of instrumental variables, using the lags of regressors as instruments. It is then found that idiosyncratic risk, skewness, market-to-book, and R&D investments have a positive effect on the price residual, while market risk, leverage, and size have a negative effect on the price residual. These findings are all in line with theoretical predictions, and indicate that the residual indeed contains significant growth options value.

Furthermore, our results have two interesting implications related to idiosyncratic risk. First, we directly extended Cao et al. (2006) who show that stocks have become more volatile because of growth options, since managers in levered firms select investment projects that increase the idiosyncratic variance of the firm at the expense of debt holders. Our evidence indicates that this explanation is significant but of second-order importance. The effect is dwarfed by the reverse effect of growth options increasing because of idiosyncratic volatility, caused by timely managers who are able to translate idiosyncratic shocks into option value. This is one example of how estimation issues can have strong implications, and findings from other studies might be similarly affected if the analysis is based on conventional estimation techniques.

Second, purging size and/or value effects from the definition for idiosyncratic risk has led to an insignificant effect on the price residual. At the same time, effects of skewness and $R&D/Sales$ become larger and more significant, suggesting that the effect of growth options on the price residual is transferred from idiosyncratic risk to skewness and $R&D$. This indicates that growth opportunities play a substantial role in value and size factors. Our empirical evidence is consistent with non-empirical work that provides economic in-
tuition for size and value in a real options context. For instance, Berk, Green and Naik (1999) explain how systematic risk increases (decreases) in value (size) due to growth opportunities that change the risk of assets in place, and Carlson, Fisher and Giammarino (2004) explain the same phenomenon by relating systematic risk to operating leverage and growth opportunities.

We emphasize that our results do not imply that the combined value of a firm’s growth options mechanically equals the price residual. Investors naturally have imperfect information about the firm, and estimates cannot be verified because the true value of growth opportunities is unobserved. Furthermore, market frictions and investor psychology may cause share prices to deviate from fundamental value without economic justification, which leads to additional measurement error. These possibilities, however, do not change our main result that deviations from fundamental value contain a significant real growth options value component.
Chapter 3

**APPLYING RESIDUAL VALUE**

This chapter analyzes the link between (intangible) investments and future economic growth at the firm-level, and examines whether the residual value component can be used to value intangibles. The methodology from the previous chapters is used to calculate the residual value of a dollar invested in selling, general and administrative (SG&A) expenses, from which a capitalization rate of intangible investments can be calculated. This approach is tested for six sectors with different intangibles, spread amongst five countries. In all sectors and countries, SG&A expenses make a significantly positive contribution to residual value. This contribution, however, varies greatly between sectors and countries-within-sectors, according to their level of intangibles.
3.1 Introduction\textsuperscript{1}

It is beyond debate that investments in R&D, advertising, management skills and employee training are made to generate profits in the future, as do traditional investments in labor and tangible capital. Lev and Radhakrishnan (2004), for example, argue that organizational capital is the persistent creator of value and growth for business (p.2), or Hall et al. (1993, 1995, 2002, 2005). However, intangibles are not easily transferred and, as opposed to tangible assets, value is primarily created from the continuing use of intangibles. Therefore, the measurement and valuation of intangible capital is an open question, and has been subject to debate.

First, since traditional external accounting builds on the transaction-based principle of historical cost, financial accounting rules stipulate that innovation investments are treated as an expense, rather than an investment. Second, with a focus on national accounts – which cover production, income and expenditures of a nation – macro-economists have argued that intangible capital should be capitalized at full cost (e.g., Corrado, Hulten and Sichel 2005; 2006). Third, using the equity market as a forward-looking and conditional view on the total value of a firm, innovation economists derive the value of intangibles by deducting the value of tangible assets from market value (e.g. Hall 2001).

None of these views are foolproof. A clear drawback of traditional accounting is that it ignores the purpose of any investment, i.e. to create future value. Capitalizing intangibles at full cost, on the other hand, assumes that firms can order or hire intangibles as if they were capital and labor inputs such machinery. However, intangible capital describes how financial and physical capital is transformed into products and services. Finally, the use of equity markets to derive firm value depends critically on the quality of information investors have and the functioning of financial markets in general. The latter approach has been hampered by substantial variation in the measured effect of intangibles, whether measured across firms, countries or industries.

\textsuperscript{1}For this chapter, I received support from a Robert H. McGuckin III Fellowship in Economics, provided by The Conference Board. I am grateful for the generous stipend to cover travel, housing and cost of living expenses in New York, from July to October 2008. I presented the essence of this paper at two brown bag seminars. I thank participants at those seminars as well as Janet Hao, Utsav Kumar, Vlad Manole, Ataman Ozylidirim, and Bart Van Ark for their comments; however, the views expressed herein are my own and are not necessarily shared by anyone else at The Conference Board.
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This chapter aims to use the methodology from the previous chapter to generate more robust and reliable estimates of the impact of intangible capital on firm value. In the previous chapter, we established that residual value behaves analogously to future growth options. In this chapter, we try to reverse the argument and use the residual to approximate the growth potential of intangibles, which contribute importantly to these opportunities. Residual value analysis could provide a convenient tool for evaluating firm, sector and country performance, because all data is publicly available. This chapter also uses financial information, but tries to improve on the existing methodology in several ways.

First, to measure intangible value, we use residual value instead of total firm value by backing out earnings and book value from market value, as these do not affect innovation. Using market prices net of accounting data preserves the forward-looking perspective of equity investors, while it adds precision to financial market signals. This allows us to assess the value of intangible assets using a more precise and conservative financial market measure. Second, the instrumental variables approach from the previous chapter remediates potential flaws in previous studies, which might lead to inconsistent results. Third, we link residual value to intangible investments through capitalization rates, so that coefficients can be interpreted as the average return on intangibles. For instance, expensing intangibles according to traditional accounting regulations implies a capitalization rate of zero. The full-cost capitalization approach, on the other hand, assumes a capitalization rate of one, as intangible investments are seen as a one-to-one increase in firm value. The equity market approach implies that investments have a positive (or negative) return, so that capitalization rates should be larger (or smaller) than one. Capitalization rates thus allow for a comparison of the business strategy, financial reporting and national accounting views on intangibles.

In the remainder of this chapter, we compare capitalization rates for six different sectors across five different countries. It is shown that residual value and capitalization rates have a significant relation with intangibles, but that the exact nature of this relation varies considerably across industries. For the computer-related industries, for instance, full-cost capitalization seems reasonable whereas for service industries, SG&A are more treated as an expense. Therefore, we are not able to provide a clear guideline regarding the fraction
of the SG&A expenditure that should be capitalized. In fact, neither can we determine whether SG&A expenditure should be capitalized at all. Furthermore, large international differences exist as well, and the impact of SG&A expenditures on the value residual could often not be estimated: our design results in too few observations to estimate the regression for all sector-country pairs. This is an important cost of better econometric technique and more comprehensive value definitions.

Considering the implications from chapter 2 and the context of intangibles, this chapter interprets residual value as a measure for growth opportunities. While it is typically referred to as “growth value” or “growth options value” in the literature, we adhere to the term “residual value” for consistency. We proceed as follows. Section 2 motivates our particular measure for intangible capital and the investments that generate it. Section 3 describes the international data and sample construction, as well as the empirical model and measurement procedure. Section 4 summarizes the data and presents results, and Section 5 concludes.

3.2 Literature Review

3.2.1 Measuring Intangible Value

The current state of affairs is that investments in R&D, education, on-the-job training and other intangible investments are recorded as an expense in financial statements. The motivation is simple yet compelling: by the very nature of intangibles, investors have no objective information on how to value them. Therefore, moral hazards need to be minimized by requiring that accounts always record the least favorable position of an asset – if not, managers could create “value” merely by spending money. As a consequence, however, accounting regulations may err in recognizing the capabilities, competencies and value creation that are so central to the organization (Hand and Lev, 2003). Hence, they are ill-suited to answer questions about what exactly constitutes the knowledge economy, and how it contributes to economic growth.

Taking a different approach, Corrado, Hulten and Sichel (CHS; 2005, 2006) propose an accounting treatment of intangibles that capitalizes innovation expenses on a macro level.
These U.S.-focused studies have been replicated for other countries, including the U.K. (Marrano and Haskel, 2006; Marrano, Haskel and Wallis, 2007), Japan (Fukao, Hamagata, Miyagawa, and Tonogi, 2007), The Netherlands (Van Rooijen-Horsten, Van Den Bergen and Tanriseven, 2008), and France and Germany (Hao, Manole and Van Ark, 2008). The rationale is twofold: first, traditional, tangible assets are valued at their traditional costs as well. Second, the value of a project is at least partly revealed by its price, which can be considered a lower bound of the expected value of profit streams. The internal flow of value is ignored, however, while returns on innovation are subject to uncertain times and costs of development, gestation lags, competitive forces and limited protection against knowledge diffusion. Moreover, since it assumes that more money creates more value, it fails to distinguish a good idea (which is cheap and creates much value) from a bad investment (which is costly and creates no value). Capitalizing intangibles also bypasses the immediate effect of the investment outlay on current earnings, as current investments drive down the current year’s profits, and investments that generate immediate profits are foregone.

Finally, a growing literature has used financial market value as an indicator of the firm’s expected innovation value. While intangibles themselves are not traded in the marketplace, the private economic “value” of a firm – which is the sum of tangible and intangible assets – is. Because firm value and the value of tangible assets can be observed, intangibles can be proxied by the difference between the two. Equity markets have the additional advantage of incorporating a forward-looking view on future stock returns. The results, however, have often been modest: especially on an industry level, most findings are unstable or inconclusive with a volatile R&D coefficient between and within studies. This may be due to fluctuations in firm value that are caused by an abundance of other causes, so that the signal is quite noisy.

This study uses residual value to estimate intangible capital, in which the value of a firm (\(P\)) is partitioned into present value of future growth opportunities and the value that is currently generated by its assets in place (Miller and Modigliani 1961 and Berk, Green and Naik1999).
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Let us re-state the key equation from Chapter 1 and 2 again:

\[ P_t = \sum_{j=0}^{\infty} V_{jt} \chi_{jt} + V_t^*. \]  \hspace{1cm} (3.1)

Following Tong, Reuer and Peng (2008a) and Tong, Alessandri, Reuer and Chintakanda (2008b), we will use an economic profit model (Stern, 1991) to estimate the summation above, and represent firm value as the sum of capital invested (\( CI \)) and capital employed. In these studies, the value of future cash flows can be represented as a sum of capital invested and the present value of economic profit (\( PVEP \), also known as Economic Value Added\( ^{TM} \)):

\[ \sum_{j=0}^{\infty} V_{jt} \chi_{jt} = CI_t + PVEP_t. \]  \hspace{1cm} (3.2)

The present value of economic profit can be calculated by a perpetuity that discounts current economic profit. Eq. (5.4) splits the first term on the RHS of (5.1) in two terms, explicitly measuring assets and earnings. Intuitively, instead of using earnings before interest and taxes that implicitly includes the value of invested capital, Tong et al. (2008a, 2008b) use a measure of net operating profits after repaying investors, and explicitly calculate the value of invested capital (which we assume to equal book value).

In contrast to the financial and national accounting approaches, future growth potential recognizes that intangible value is derived from how capital and labor are translated into products and services. In contrast to other equity market approaches, residual value incorporates current profitability and adjusts it for investment risk. Furthermore, to relate profit streams to observed stock prices, this study uses a firm-specific and time-varying discount rate that incorporates country, debt and equity risk.

3.2.2 Measuring Intangible Investments

One of the earliest studies on the intangibles problem is Griliches (1981), who found a significant relationship between market value on one hand and past R&D expenditures and the number of patents on the other. Since then, previous work has (partially) examined many aspects of this relationship (e.g. Pakes 1985; Chan, Lakonishok and Sougiannis, 2001; Hall, Jaffe and Trajtenberg 2005; Hall and Orian 2006). This study deviates from this
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literature and follows Lev and Radhakrishnan (2005) by considering SG&A as a measure.

SG&A include (but are not limited to) investments in R&D, employees training, brand enhancement, fees for strategy and systems consulting, as well as IT and the set-up of Internet-based supply and distribution channels (Lev and Radhakrishnan, 2004). Although this measure also includes payroll costs (including payroll and social security taxes, non-sales salaries, commissions, and travel expenses of executives, sales people and employees), some payroll costs may generate growth potential in attracting well-skilled personnel. Finally, other administrative costs (such as lease, delivery and bad debt expenses) are also included, which have no intangible value. Because less than 100% of SG&A is spent on intangibles, the effect of intangibles will therefore be biased downwards and the capitalization rates below should be considered a lower bound. Being on the safe side serves our purpose well, however, as conservative estimates of intangible capital will enhance our results.

In addition, and contrary to R&D, SG&A is to be reported in all countries by law, and therefore better suited for an international comparison. Also, the SG&A measure is crude but comprehensive: while some SG&A items are not related to intangible investments, it includes innovation investments (through R&D), investments in human capital (through employee training), organizational capital (through consulting fees) and brand equity (through advertising). This leads to a more conservative measure, for coefficients will be biased downwards if intangible investments are smaller than total SG&A.

3.2.3 Estimating Intangibles

As we described in Section 2.3, a firm with a larger intangible capital base is better in transforming capital into valuable goods and services, because each R&D project requires a lower investment outlay to create an equivalent amount of residual value. If intangible assets are omitted from the estimation, a regression of residual value on R&D investment will spuriously indicate a negative relation, because the amount invested is negatively related to intangible capital. It was also shown that causation could run the other way - because an increase in residual value loosens financing constraints by the inflow of new capital, managers might invest more when residual value has risen. This holds in particular
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for R&D projects, for which profits are uncertain, difficult to measure, and may take years to substantiate. We use the previous chapter’s empirical approach that alleviates this problem using instrumental variables.

The following setup includes a lag of the dependent variable, $V_{it-1}^*$, and instruments this and (current and trailing) $SGA$ investments using lagged observations. Fixed effects are purged using a panel setup, which also controls for variation in intangibles across firms. Yearly dummies are included for time-specific effects. Using lags as instrumental variables yields consistent results, even when regressors are correlated to the error term. While it seems reasonable to assume that current market value is unrelated to lags of SG&A, each model will test for this assumption using the Hansen $J$ - test. Endogeneity issues are resolved by including a lagged dependent variable.

Given the volatile nature of equity markets, this last feature is important, as it controls for a difference that, for many reasons, may exist between the equilibrium share price and the previous year's share price. Because of the long gestation lags associated with intangible investments such as R&D, reputation and organizational capital, the model also includes lagged versions $\tau$ of $SGA$, in addition to current $SG&A$ stock.

The data-generation process can be summarized, similarly to Chapter 1:

\[
V_{it}^* = \alpha V_{it-s} + \beta SGA_{it-\tau} + \epsilon_{it}, \\
\epsilon_{it} = \mu_i + v_{it}, \\
v_{it} = \text{i.i.d.},
\]

where $\alpha$ and $\beta$ are vectors of coefficients, the size of which depends on the number of regressors included, and $s \in \{1, 2, \ldots\}$ and $\tau \in \{0, 1, \ldots\}$ are time lags. In most estimates below, $\alpha$ has only a single element and $\beta$ has up to three. By the evasive nature of intangibles, any study can still miss the role of omitted explanations that distinguishes a successful firm from its less successful peers (Cummins, 2004), and arbitrarily distributed fixed effects $\mu_i$ may significantly affect how investments are translated into value. To control for some general correlation between the residuals $v_{it}$, we also include time dummies for every year. As a result, this model assumes the disturbances to have a firm-specific, a time-specific and an idiosyncratic component.
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Table 3.1: Regressors Correlations Matrix

Reported are correlations between the main regressors in Eq. (3.3).

<table>
<thead>
<tr>
<th></th>
<th>$SG&amp;A_t$</th>
<th>$SG&amp;A_{t-1}$</th>
<th>$SG&amp;A_{t-2}$</th>
<th>$SG&amp;A_{t-3}$</th>
<th>$SG&amp;A_{t-4}$</th>
<th>$SG&amp;A_{t-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SG&amp;A_t$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SG&amp;A_{t-1}$</td>
<td>0.1056</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SG&amp;A_{t-2}$</td>
<td>0.0659</td>
<td>0.0717</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SG&amp;A_{t-3}$</td>
<td>0.0002</td>
<td>0.0006</td>
<td>0.0005</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SG&amp;A_{t-4}$</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.0001</td>
<td>-0.0000</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$SG&amp;A_{t-5}$</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>1</td>
</tr>
</tbody>
</table>

To remEDIATE omitted variable bias while precluding panel inconsistencies (Nickel, 1981), we deviate from Chapter 2 by transforming Eq. (5.3) as in Arellano and Bover (1995) and Blundell and Bond (1998). It has been shown that this transformation is superior to the better-known Arellano and Bond (1991) transformation if weak correlation exists between the regressors and the lagged levels of the instruments. While lags of residual value are informative, it can be seen from the insignificant correlations in Table 3.1 that this is not true for any lags of $SG\&A$. This may be due to the small number of observations per firm (as compared to the number of firms) (Blundell and Bond, 1998) and managerial discretion over some SG&A items. Finally, the Arellano-Bover/Blundell-Bond estimator is augmented to accommodate Windmeijer (2005) corrected standard errors.

In order to prevent over-fitting instruments and increase computational speed, we use one instrument for each variable and lag distance, rather than one for each time period, variable, and lag distance (see, e.g. Roodman 2006). To maximize the number of observations when taking first differences that purge fixed effects, we also follow Arellano and Bover (1995) in subtracting the average of all future available observations of a variable from the current one, instead of simply the previous observation. It should be noted that the estimation procedure above can be readily implemented with several software packages, such as Stata, Gauss, Ox, etcetera.
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3.3.1 Data

The sample consists of yearly data from Thomson Worldscope over the period 1998-2007, and consists of all firm-year observations for which residual value can be calculated. Worldscope standardizes international differences in accounting terminology, presentation, and language to facilitate comparability. The sector classification is taken from third sector definitions by Kenneth French. Although data are collected from 481,480 firms, this doesn’t yield 481,480 observations. First, not all firms exist for the full 10 years. Second, those firm-year observations that do exist do not necessarily report the data needed to construct the $V^*$ measure. Third, some of the resulting $V^*$ values are unrealistic due to very small market values in the $V^*/P$ ratio, a very small WACC in the $PVEP/WACC$ ratio or irregular pricing data to calculate the betas. To deal with these (otherwise uninformative) outliers, we replace the upper and lower 1% of all $V^*$ values by missing values. As a result, the final dataset contains 148,102 valid $V^*$ observations. Hence, 70% of the data are lost: this is an important drawback of using residual value as a measure for intangible value.

3.3.2 Variables

The measure for investments in intangible assets, SG&A, is readily available from financial statements. As a continuous rate of intangible investments is an important determinant for success, we proxy stocks of organizational capital by accumulated SG&A expenditures that are discounted over time. Conventionally (e.g., see Hall, 2005), the stock variable $SGA$ is calculated using the perpetual inventory method with a discount rate of 15%. So the accumulation of capital $S_t^{SGA}$ is described by $S_t^{SGA} = I_t + \delta S_{t-1}^{SGA}$, with expense $I_t$ taken from the income statement and $\delta$ the discount factor 1/1.15. To estimate the dollar return on investments, we scale $SG&A$ stock to market value (still denoted SG&A in the analysis below).

To construct the dependent variable $V_t^*$, capital invested $CI$ and $PVEP_t$ are back out from the market value at fiscal year-end. Capital invested is defined as total assets minus accounts payable and other current liabilities. Let us define $PVEP_t$ in Eq. (5.4)
by
\[ PVEP_{it} = \frac{NOPLAT_{it}}{k_{it}} = \frac{EBIT_{it} - TAX_{it} + (DTAX_{it} - DTAX_{it-1})}{k_{it}}, \]
where, for firm \( i \) at time \( t \), \( NOPLAT \) is net operating profits less adjusted taxes, \( TAX \) is income taxes, \( DTAX \) is deferred taxes and \( \rho \) is the weighted average cost of capital (\( WACC \)):
\[ k_{it} = \frac{D_{it}}{D_{it} + E_{it}} k_{d,it} + \frac{V_{it}}{D_{it} + E_{it}} k_{e,it}. \]

In order to calculate the firm-specific and time-varying \( WACC \), we find \( D \) and \( E \) (the total value of debt and equity), and \( k_d \) and \( k_e \) (the cost of debt and equity).

Because the correlations between emerging and developed markets are low, so will the beta with any global (either U.S. or world) index be. This will result in a cost of equity that is equal or lower than the U.S. risk-free rate. Harvey (1995) confirms this empirically, and finds that the country variance does a better job of explaining the cross-sectional variation in expected returns. This is modeled through a cost of equity based on credit ratings that specifically deals with country risk and institutional differences between countries. We add sovereign yield spreads to the traditional CAPM model, which is the spread between a country’s government 10 to 30-year bond yield or equivalent (denominated in dollars) and the U.S. Treasury yield. Yield spreads are obtained (in order of availability) from the Economist Intelligence Unit, the International Monetary Fund or a nation’s central bank. Since sovereign bond yields are not available for many countries, we run a regression on available sovereign spreads and country-risk ratings, and use implied values for all countries (Erb, Harvey and Viskanta, 1996). Specifically, we estimate the following equation using a fixed-effects panel:
\[ SS_{jt} = \alpha_1 + \alpha_2 RR_{jt} + \epsilon_{jt}, \]
in which for country \( j \) at time \( t \), \( SS_{jt} \) is an available sovereign spread and \( RR_{jt} \) is a country risk rating. The \( R^2 \) of this regression is 0.65. Country risk ratings are collected from Institutional Investor’s semi-annual survey of bankers – Institutional Investor rates each country on a scale of 0 to 100 with 100 representing the smallest risk of default, and attaches weights to these responses based on a bank’s perceived level of global prominence and the detail of their credit analysis. The cost of equity is then calculated by a standard
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CAPM model with 5-year forward-looking (i.e. adjusted) betas using weekly pricing data, i.e.:

\[ k_e = r_f + \beta_i [R_m - r_f] + \bar{S}_{j}. \]

Finally, a “synthetic” cost of debt is found by linking the interest coverage ratio (\( EBIT / interest 
expense \)) and firm size to credit ratings and default spreads. The credit ratings are obtained from Bonds Online. If applicable, operating leases are converted into debt iteratively (as this requires an initial cost of debt), and negative earnings are replaced by averaged 5-year earnings (Damodaran 2002).

3.3.3 Analysis

The analysis consists of several estimations for the 6 largest industries and 5 different countries that are pragmatically selected, based on data availability. As each industry or country has different value dynamics, there does not exist a single estimation model that is well-specified for all (sub)samples. An additional complication is that little guidance is offered by economic theory about the nature of the measurement error. Therefore, a sub-sample’s model specification will be evaluated and selected using three diagnostic tests.

One test is the autocorrelation test by Arellano and Bond (1991). The second test is the \( J \)-statistic of Hansen (1982) for overidentifying restrictions, to test whether the model is correctly specified and the instruments are valid. Following Roodman (2009), the \( J \)-statistic is used as a specification test and models with Hansen’s \( p \)-value higher than 0.25 are considered well-specified. A natural question concerns the number of lags that should be included. We iteratively search for an optimal number of lags - if lags are insignificant, they are excluded. We may add an extra lag to prevent variation in this period to be attributed to the next’s, or delete a lag to add degrees of freedom and increase efficiency. As a third test that compares iterations, each functional form can be evaluated using a Wald test that tests whether all the coefficients (except the constant) are jointly zero.
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3.4 Results

This section presents results on the six sectors and five countries with enough observations to provide meaningful estimates. Specifically, we present results on the services; health care; business equipment; wholesale; financials and construction sectors\(^2\), and break these down into results for the United States, the United Kingdom, Japan, China and Taiwan. We observe considerable variation in residual value between these sectors and countries: most future growth value lies in sectors with much intangible capital and countries with well-developed financial markets.

3.4.1 Sample Statistics

Table 3.2 shows how firms are distributed over countries. The five largest countries constitute about 61% of the total number of observations; the Worldscope database clearly focuses on Asian and North-American stock markets. The largest median residual values are found in the United Kingdom \((V^* = 0.703)\) and the United States \((V^* = 0.797)\), and the lowest in China \((V^* = -0.057)\) and Taiwan \((V^* = 0.317)\). Average and median values of \(V^*\) show that developed countries have a higher \(V^*\) component than less developed countries. This suggests that residual value incorporates risk adjustments – Western financial markets are more efficient, and legislation better protects shareholders. The negative \(V^*\) for China may represent a discount on the expected cash flows from operations and the value in place. In general, dispersion is large and varies considerably across countries.

Table 3.3 shows that important differences exist between sectors. It can be observed that the standard deviation is more constant across industries, indicating that sector subgroups are more homogeneous than country subgroups. Most sectors have a larger residual value at the mean than at the median, which indicates that in most industries, some companies have very large residual value. The highest residual value is found in the services sector \((V^* = 1.880)\) and healthcare sector \((V^* = 1.751)\). Returns in these industries are more volatile and earnings more risky for many firms, which increases their residual value.

\(^2\)Services include personal and business services. Healthcare represent medical equipment and pharmaceutical products. Business Equipment represents computers, software, and electronic equipment. Wholesale represents wholesale of durable and non-durable goods. Finance represents banks, insurance companies and other financials. Construction includes construction and construction materials.
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Table 3.2: Residual Value by Country
Summary statistics of residual value, reported by country for the full sample period (1998-2007). Reported are the number of non-missing observations, as well as mean, median and standard deviation of residual value. Only the six largest countries are reported.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>36,730</td>
<td>1.607</td>
<td>0.797</td>
<td>4.145</td>
</tr>
<tr>
<td>Japan</td>
<td>23,056</td>
<td>0.548</td>
<td>0.309</td>
<td>2.733</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>10,293</td>
<td>1.232</td>
<td>0.703</td>
<td>3.445</td>
</tr>
<tr>
<td>China</td>
<td>7,876</td>
<td>0.459</td>
<td>-0.057</td>
<td>5.278</td>
</tr>
<tr>
<td>Taiwan</td>
<td>6,344</td>
<td>0.685</td>
<td>0.317</td>
<td>2.495</td>
</tr>
</tbody>
</table>

Table 3.3: Residual Value by Sector
Summary statistics of residual value, reported by sectors for the full sample period (1998-2007). Sector definitions are based on the Industry-30 classification, as provided by Kenneth French on his website. Reported are the number of non-missing observations, as well as mean, median and standard deviation of residual value. Only the six largest sectors are included.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Obs.</th>
<th>Mean</th>
<th>Median</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Services</td>
<td>16,732</td>
<td>1.880</td>
<td>0.908</td>
<td>4.438</td>
</tr>
<tr>
<td>Healthcare</td>
<td>8,489</td>
<td>1.751</td>
<td>0.966</td>
<td>4.028</td>
</tr>
<tr>
<td>Bus. Equipment</td>
<td>13,908</td>
<td>1.405</td>
<td>0.770</td>
<td>3.854</td>
</tr>
<tr>
<td>Wholesale</td>
<td>9,551</td>
<td>0.600</td>
<td>0.303</td>
<td>3.660</td>
</tr>
<tr>
<td>Finance</td>
<td>20,379</td>
<td>0.454</td>
<td>0.304</td>
<td>3.376</td>
</tr>
<tr>
<td>Construction</td>
<td>10,022</td>
<td>0.445</td>
<td>0.199</td>
<td>3.750</td>
</tr>
</tbody>
</table>

Services include personal and business services. Healthcare represent medical equipment and pharmaceutical products. Business Equipment represents computers, software, and electronic equipment. Wholesale represents wholesale of durable and non-durable goods. Finance represents banks, insurance companies and other financials. Construction includes construction and construction materials.
CHAPTER 3. APPLYING RESIDUAL VALUE

Table 3.4: Residual Value for 6 Large Industries and Countries
Summary statistics of residual value, reported for the six largest sectors and countries over the full sample period (1998-2007). Sector definitions are based on the Industry-30 classification, as provided by Kenneth French on his website. Reported are the number of non-missing observations, as well as mean, median and standard deviation of residual value.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>U.S.</td>
<td>Obs.</td>
<td>5,119</td>
<td>6,346</td>
<td>4,502</td>
<td>977</td>
<td>1,493</td>
<td>4,164</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.448</td>
<td>2.674</td>
<td>2.128</td>
<td>0.532</td>
<td>1.210</td>
<td>2.426</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.269</td>
<td>1.190</td>
<td>1.035</td>
<td>0.389</td>
<td>0.647</td>
<td>1.298</td>
</tr>
<tr>
<td>Japan</td>
<td>Obs.</td>
<td>1,806</td>
<td>1,838</td>
<td>1,810</td>
<td>2,538</td>
<td>2,541</td>
<td>569</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.644</td>
<td>0.596</td>
<td>0.662</td>
<td>0.868</td>
<td>0.334</td>
<td>0.437</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.274</td>
<td>0.447</td>
<td>0.499</td>
<td>0.289</td>
<td>0.159</td>
<td>0.369</td>
</tr>
<tr>
<td>U.K.</td>
<td>Obs.</td>
<td>2,989</td>
<td>1,877</td>
<td>567</td>
<td>500</td>
<td>501</td>
<td>451</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.767</td>
<td>1.964</td>
<td>2.114</td>
<td>0.544</td>
<td>1.291</td>
<td>2.076</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.734</td>
<td>0.867</td>
<td>0.929</td>
<td>0.178</td>
<td>0.495</td>
<td>1.446</td>
</tr>
<tr>
<td>China</td>
<td>Obs.</td>
<td>639</td>
<td>277</td>
<td>610</td>
<td>571</td>
<td>325</td>
<td>522</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.622</td>
<td>1.020</td>
<td>0.419</td>
<td>-0.131</td>
<td>0.620</td>
<td>0.625</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.293</td>
<td>0.200</td>
<td>0.174</td>
<td>-0.400</td>
<td>-0.121</td>
<td>0.018</td>
</tr>
<tr>
<td>Taiwan</td>
<td>Obs.</td>
<td>256</td>
<td>242</td>
<td>2,297</td>
<td>470</td>
<td>393</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.647</td>
<td>1.264</td>
<td>0.869</td>
<td>1.006</td>
<td>0.598</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.273</td>
<td>0.332</td>
<td>0.426</td>
<td>0.293</td>
<td>0.126</td>
<td>0.220</td>
</tr>
<tr>
<td>Total</td>
<td>Obs.</td>
<td>10,809</td>
<td>10,580</td>
<td>9,786</td>
<td>5,056</td>
<td>5,253</td>
<td>5,816</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.626</td>
<td>1.504</td>
<td>1.238</td>
<td>0.564</td>
<td>0.811</td>
<td>1.153</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.368</td>
<td>0.607</td>
<td>0.612</td>
<td>0.150</td>
<td>0.261</td>
<td>0.670</td>
</tr>
</tbody>
</table>

Furthermore, these sectors are characterized by a large number of small firms, which do not yet have scale economies and consist largely of immaterialized value. In these sectors, a large portion of the value can be ascribed to intangible assets. In contrast, construction ($V^* = 0.445$) and wholesale ($V^* = 0.600$) exhibit the lowest residual value. For these more stable, low-growth income sectors, earnings are more predictable and scale economies are important for every firm in the sector. This increases the importance of the value of assets in place and decreases the proportional importance of intangibles.

We can add more detail to these statistics by the decomposition in Table 3.4, which shows similar statistics for country-sector combinations and their totals. This table shows that countries differ greatly in natural endowments and productive inputs. For instance, the United Kingdom displays a great dependence on financial services, whereas Taiwan is mostly active in computer equipment. We can also see that sectors with few intangibles make up a smaller portion of total firms for developed countries. We can also observe that
for a given sector, there exists large variation in the residual value across countries. These findings are in line with Tong et al. (2008b), who find that country effects matter for growth options, and are consistent with theories of comparative advantages (e.g. Krugman and Obstfeld, 1997).

3.4.2 Panel Results

The effect of SG&A stock on the present value of growth opportunities is examined per sector, as industry structure and value dynamics are expected to have a large effect on future growth opportunities. This also holds for different geographic regions. Within national economies, however, different sectors have different sources of intangible value and a wide range of intangible assets are aggregated. Effects of SG&A on the $V^*$ are significant only after the creation of homogeneous (sectoral) subsamples. We will therefore compare sectors internationally, and not country aggregates.

3.4.2.1 Business Equipment

Table 3.5 shows that for none of the models, the $J$ - test rejects the null of over-identifying restrictions. As the Arellano-Bond test for independent AR(1) disturbances is not rejected either, the models are considered well-specified. The significance of the lagged dependent variable, $SGA_{t-1}$, indicates that endogeneity issues need to be controlled for and the dynamic panel specification is necessary. The coefficients represent capitalization rates, where a positive return implies a rate larger than one and full expense implies a rate of zero. A unity capitalization rate implies both a break-even return and capitalization at full cost.

An easy observation is that the two best represented countries (Taiwan and the U.S.) show a significantly higher residual value contribution of SG&A to intangible value. This supports theories of comparative advantage (such as a shared benefit of a nation’s endowments) and knowledge spillovers between geographically similar firms. As we observe positive effects of SG&A on $V^*$, we can infer that SG&A investments are positively valued by the market and are not merely expenses. Moreover, about 82% of all SG&A is capitalized at year-end, and an additional 12% is capitalized one year later. These effects ignore
the fraction of SG&A spent on intangible capital and depreciation, and provides a lower bound of the capitalization rate. It could therefore be expected that intangibles earn a return that is normal to positive, as the coefficient for $SGA_{t-1}$ does not differ significantly from unity, whereas it is significantly different from zero. The coefficient of $SGA_{t-2}$ lies somewhere between zero and one, indicating that in addition to the return of the year before, SG&A creates a bit more value in year two. It seems reasonable to conclude that SG&A investments contribute importantly to the intangible asset base of corporations in the business equipment sector. This result supports full-cost capitalization as an estimate of fair intangible value.

A different picture emerges, however, if these general results are broken down to country level. It can be seen that large international differences exist between corporations in business equipment industries. The United States shows a rate of capitalizing SG&A that is similar to the whole sector, which is not surprising considering the number of U.S. firms in the sample. Taiwan, however, earns a significantly higher return of about 40%. This should be interpreted with care, as these are average returns. Therefore, there may not be a structural explanation for why the Taiwanese yield such a large return on investment in business equipment. But in the most conservative case, even if all of SG&A is meant to increase the intangible capital stock, at least 97% of all SG&A investments are capitalized on a 95% confidence level. It is clear that for business equipment in Taiwan, expensing SG&A investments ignores many capabilities and competencies that these investments create. Full-cost capitalization may also potentially underestimate these benefits.

For the United Kingdom, Japan and China, SG&A outlays seem to be expenses, rather than investments. Neither of the capitalization rates is significantly different from zero after one or two years. In fact, SG&A is significantly negative in the third year for Japan\(^3\) and the United Kingdom, which suggests that value is actually destroyed, on average, by SG&A outlays. This is a confusing result. More detailed analysis is required to examine why this is the case, but we conjecture that the fraction of intangible investments of total SG&A is low in these countries (leading to downwardly biased estimates). A possible economic explanation could be efficiency losses, due to an increase in overhead costs.

\(^3\)It should be noted that for Japan, the estimation may suffer from a proliferation of instruments and the model is poorly specified.
3.4. RESULTS

Table 3.5: Residual Value in Business Equipment
Regression results - for the business equipment sector - from regressing residual value on lagged residual value ($V_{t-1}^{*}$), Selling, General and Administrative expenses ($SGA_{t-\tau}, \tau = 0, 1, 2$), and a constant. Both variables are scaled by market value. Results on year dummies are unreported; all coefficients are significant. Additional statistics are the number of observations (Obs.), the number of firms (Firms), test statistic and p-value of Arellano and Bond’s (1995) test for autoregressive residuals in first differences ($AR(2)$ test, $P(AR(2) > z)$) and test statistic and p-value of Hansen’s J-test of overidentifying restrictions. In the upper panel, Z-statistics are in parentheses under coefficient estimates. In the lower panel, p-values are in parentheses under Z and $\chi^2$ statistics. + significant at 10%; * significant at 5%; ** significant at 1%.

<table>
<thead>
<tr>
<th></th>
<th>United States</th>
<th>Taiwan</th>
<th>Japan</th>
<th>United Kingdom</th>
<th>China</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Residual Value_{t-1}$</td>
<td>0.157**</td>
<td>0.108*</td>
<td>0.151*</td>
<td>-0.022</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>(5.73)</td>
<td>(2.02)</td>
<td>(2.01)</td>
<td>(0.41)</td>
<td>(1.13)</td>
</tr>
<tr>
<td>$SG_{t}/A_{t}$</td>
<td>0.826**</td>
<td>1.392**</td>
<td>0.131</td>
<td>0.117</td>
<td>0.587</td>
</tr>
<tr>
<td></td>
<td>(6.91)</td>
<td>(4.97)</td>
<td>(6.49)</td>
<td>(1.07)</td>
<td>(1.34)</td>
</tr>
<tr>
<td>$SG_{t}/A_{t-1}$</td>
<td>0.123**</td>
<td>0.137</td>
<td>-0.16</td>
<td>0.301</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.96)</td>
<td>(4.41)</td>
<td></td>
<td>(1.38)</td>
<td>(0.83)</td>
</tr>
<tr>
<td>$SG_{t}/A_{t-2}$</td>
<td>-0.002</td>
<td>-0.192**</td>
<td>-0.458**</td>
<td>-1.116</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(2.93)</td>
<td>(4.85)</td>
<td>(1.02)</td>
<td></td>
</tr>
<tr>
<td>$Constant$</td>
<td>-0.409</td>
<td>-0.779</td>
<td>-0.76**</td>
<td>0.212</td>
<td>2.114**</td>
</tr>
<tr>
<td></td>
<td>(1.84)</td>
<td>(1.49)</td>
<td>(2.77)</td>
<td>(1.34)</td>
<td>(3.48)</td>
</tr>
</tbody>
</table>

Diagnostic Tests ($p$-values in parentheses):

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>11034</td>
<td>3572</td>
<td>1829</td>
<td>1521</td>
<td>455</td>
</tr>
<tr>
<td>Firms</td>
<td>2284</td>
<td>689</td>
<td>425</td>
<td>252</td>
<td>88</td>
</tr>
<tr>
<td>$AR(2) - test$</td>
<td>0.01</td>
<td>-0.005</td>
<td>1.011</td>
<td>1.168</td>
<td>1.151</td>
</tr>
<tr>
<td></td>
<td>(0.992)</td>
<td>(0.996)</td>
<td>(0.312)</td>
<td>(0.243)</td>
<td>(0.250)</td>
</tr>
<tr>
<td></td>
<td>(0.713)</td>
<td>(0.770)</td>
<td>(0.394)</td>
<td>(0.155)</td>
<td>(0.401)</td>
</tr>
</tbody>
</table>
3.4.2.2 Other industries

The analysis for the business equipment sector is ideally repeated for the remaining 5 sectors. Unfortunately, it is not always possible to obtain a well-specified model with significant coefficients. For China and the wholesale and construction sector, it turned out impossible to reliably estimate Eq. (5.3). For the remaining 3 sectors, one or more countries suffered from identical problems. Of those firms remaining, the following results are found.

**Finance** In the aggregated financial sector, financial investors in the first year consider about 22% of SG&A expenses a contribution to intangible capital and 78% expense. An additional capitalization 14% in the following year is significant. These rates differ significantly from zero and unity, indicating that current accounting practice underestimates, but full-cost capitalization overestimates the accumulation of intangible capital. These results markedly differ from previous findings in business equipment.

When we examine the finance sector per country, the estimated capitalization rate in the U.S. (good for 32% of observations) is 18% per dollar invested in SG&A followed by 8% in the next year. The U.K. (good for 12% of observations) shows a rate of 25%. These rates are not significantly different from one another, and may indicate the high level of global integration in financial markets. This too is quite different from previous findings in business equipment, where large international differences were found.

**Business and Personal Services** The services sector shows the most heterogeneous picture. For the sector as a whole and the U.S., capitalization takes a year to substantiate and is smaller than in sectors described previously (about 5%). Small rates make sense, because services are labor-intensive and low-skilled personnel is a primary cost driver. This implies that relatively few intangible capital is created from SG&A investments, but also that results are more biased downwards than for other sectors. It also shows that increased spending on SG&A yields a negative return after that year, although the coefficient is small.

---

4For these subsamples, the Hansen J - test detected the presence of overidentifying restrictions, due to an abundance of instrumenting lags. We had more success in specifying models using first-differences GMM for these sectors. The problem of weak instruments turned out severe, however, and no significant results could be obtained.
This can be explained similarly. For services, the SG&A measure appears particularly noisy. Examining country differences, the results for the U.S. look similar to those of the sector as a whole. This is not surprising, considering that U.S. firms account for more than a third of the whole sector.

**Health care** In the smallest sector under examination, the intangible capital is significantly determined by intangibles of up to two periods back, a persistence that may reflect the long gestation lags so typical for the industry. While intangibles are also important in this sector, the resulting contribution of SG&A is substantially lower than in business equipment. Only 44% of all SG&A is considered as an investment that increases residual value. While this may indicate that SG&A entails more than intangible capital (as compared to business equipment), it may also reflect the technical uncertainty that may be larger than in any other sector (e.g. drug development programs). This may also be causing the negative effect of SG&A one year hence – after an initial capitalization of 43\%, the same investment decreases intangible capital by 14\% after a year.

### 3.5 Discussion

This study compares residual values of intangible investment across sectors and countries-within-sectors. In doing so, it adds to a long discussion in the empirical literature that discusses the relationship between market value and innovation. Because many previous studies have problems finding a link between innovation and market value, we use a broader definition of innovation and a more narrow definition of market value, as an attempt to overcome these problems. Intangible investments are measured through SG&A, which is easy to obtain globally from the financial statements but includes additional expenses that are not related to intangibles. The link found in the present study is significant and robust across countries and sectors, but several pitfalls have been exposed during the process.

First, after taking into account biases and inconsistencies that result from endogenous regressors, omitted variables, capital markets efficiencies and unobserved heterogeneity across firms and over time, this study should have ideally produced a five-country comparison of intangible capitalization across six sectors. It turns out, however, that insufficient
### Table 3.6: Residual Value in Other Industries

Regression results - for the financials, services and healthcare sector - from regressing residual value on lagged residual value ($V_{t-1}^*$ and $V_{t-2}^*$) and Selling, General and Administrative expenses ($SGA_{t-\tau}$, $\tau = 0, 1, 2$), and a constant. Both variables are scaled by market value. Results on year dummies are unreported; all coefficients are significant. Additional statistics are the number of observations (Obs.), the number of firms (Firms), test statistic and p-value of Arellano and Bond’s (1995) test for autoregressive residuals in first differences ($AR(2)$ test, $P(AR(2) > z)$) and test statistic and p-value of Hansen’s J-test of overidentifying restrictions. For omitted sectors (i.e., wholesale and construction) and countries (e.g., China and Taiwan), no well-specified model with significant coefficients could be established. In the upper panel, Z-statistics are in parentheses under coefficient estimates. In the lower panel, $p$-values are in parentheses under $Z$ and $\chi^2$ statistics. + significant at 10%; * significant at 5%; ** significant at 1%.

<table>
<thead>
<tr>
<th></th>
<th>Finance</th>
<th></th>
<th></th>
<th>Services</th>
<th></th>
<th></th>
<th>Health</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>U.S.</td>
<td>U.K.</td>
<td>All</td>
<td>U.S.</td>
<td>U.K.</td>
<td>All</td>
<td>U.S.</td>
</tr>
<tr>
<td><strong>Residual Value</strong> $t_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SGA_{t-1}$</td>
<td>0.189**</td>
<td>0.291**</td>
<td>0.238**</td>
<td>0.173**</td>
<td>0.198**</td>
<td>0.155**</td>
<td>0.152**</td>
<td>0.127**</td>
</tr>
<tr>
<td></td>
<td>(5.97)</td>
<td>(7.11)</td>
<td>(3.01)</td>
<td>(8.09)</td>
<td>(5.71)</td>
<td>(3.48)</td>
<td>(3.90)</td>
<td>(2.30)</td>
</tr>
<tr>
<td><strong>Residual Value</strong> $t_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SGA_{t-1}$</td>
<td></td>
<td></td>
<td></td>
<td>0.221**</td>
<td>0.179*</td>
<td>0.245*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.63)</td>
<td>(2.42)</td>
<td>(2.35)</td>
<td>(3.72)</td>
<td>(2.47)</td>
<td>(2.49)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SGA_{t-2}$</td>
<td>0.14**</td>
<td>0.076+</td>
<td></td>
<td>0.054**</td>
<td>0.053**</td>
<td>0.186**</td>
<td>-0.142*</td>
<td>-0.176*</td>
</tr>
<tr>
<td></td>
<td>(2.78)</td>
<td>(1.82)</td>
<td></td>
<td>(5.50)</td>
<td>(3.23)</td>
<td>(3.04)</td>
<td>(2.37)</td>
<td>(2.08)</td>
</tr>
<tr>
<td>$SGA_{t-2}$</td>
<td>-0.009</td>
<td>-0.007*</td>
<td>-0.006*</td>
<td>-0.158**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.09)</td>
<td>(2.53)</td>
<td>(2.40)</td>
<td>(5.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Constant</strong></td>
<td>-0.157**</td>
<td>-0.612**</td>
<td>0.194*</td>
<td>1.209**</td>
<td>1.873**</td>
<td>0.838**</td>
<td>0.993**</td>
<td>1.746**</td>
</tr>
<tr>
<td></td>
<td>(2.78)</td>
<td>(6.77)</td>
<td>(2.01)</td>
<td>(15.84)</td>
<td>(12.70)</td>
<td>(4.60)</td>
<td>(5.71)</td>
<td>(5.29)</td>
</tr>
</tbody>
</table>

### Diagnostic Tests:

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Observations</strong></td>
<td>15864</td>
<td>3959</td>
<td>2473</td>
<td>12595</td>
<td>4734</td>
<td>1485</td>
<td>5244</td>
<td>3311</td>
</tr>
<tr>
<td><strong>Firms</strong></td>
<td>3253</td>
<td>872</td>
<td>424</td>
<td>2855</td>
<td>1073</td>
<td>291</td>
<td>1174</td>
<td>631</td>
</tr>
<tr>
<td><strong>AR(2) - test</strong></td>
<td>-0.382</td>
<td>0.116</td>
<td>1.041</td>
<td>0.047</td>
<td>-1.087</td>
<td>0.358</td>
<td>0.466</td>
<td>0.318</td>
</tr>
<tr>
<td></td>
<td>(0.702)</td>
<td>(0.002)</td>
<td>(0.015)</td>
<td>(0.963)</td>
<td>(0.000)</td>
<td>(0.721)</td>
<td>(0.641)</td>
<td>(0.751)</td>
</tr>
<tr>
<td></td>
<td>(0.278)</td>
<td>(0.629)</td>
<td>(0.232)</td>
<td>(0.338)</td>
<td>(0.502)</td>
<td>(0.144)</td>
<td>(0.50)</td>
<td>(0.17)</td>
</tr>
</tbody>
</table>
observations, large \textit{PVGO} variation and/or weak instruments in the wholesale and construction sector prevent us from finding a well-specified model. The same holds for most results on China and Taiwan. Furthermore, if a sector is well-estimated, it often turns out impossible to break down these results to a sector-country level. We have only succeeded in doing so for the business equipment sector. Since similar methodology and accounting definitions do not cause problems in Chapter 2 and Chapter 4, this raises important questions about how to calculate residual value in an international context. Furthermore, the loss of data could cause a bias in the remaining set of firms.

Second, we have tried to generate more robust and reliable estimates of the impact of intangible capital on firm value, using the methodology from Chapter 2, a more precise definition of intangible value, and a more comprehensive measure of intangibles. Unfortunately, the $SGA \leftrightarrow V^*$ link persists to vary a lot, so that we have not succeeded in doing so. The relationship is strong and significant in all 4 sectors, which demonstrates that part of SGA expenditure should be capitalized. However, average $SGA$ capitalization varies from 5\% of $SGA$ in services, to 20\% in finance, to 40\% in healthcare and 90\% in business equipment. Also, substantial international differences exist within sectors. In a globally integrated industry as the financial sector, differences are not significant and capitalization rates seem to be comparable between the U.S. and U.K. (18\% and 25\%, respectively). In business equipment, however, a dollar invested in SGA creates $1.39$ of intangible capital in Taiwan but only $0.31$ in Japan. These findings suggest that natural endowments play a role between nations, and that this depends on the nature of resources that are characteristic to the sectors.

Hence, the main result of the paper is that there are cross-industry and cross-country differences in the impact of intangibles on firm value, which is not very surprising. Nevertheless, the results can be casually interpreted after recognizing that each sector differs in the importance of intangibles, and each country differs in its stage of financial and economic development. SGA costs in computer-related firms are largely incurred from research and development, computer programming and consulting, which strongly contribute to a firm's intangible capital. In contrast, while labor input also plays a large role in the services sector, workers are typically less skilled and intangible investments make


CHAPTER 3. APPLYING RESIDUAL VALUE

up a much smaller fraction of SG&A. On a country-sector level, the globally integrated and fairly homogeneous financial industry shows similar coefficients for different countries. At the same time, computer-related industries show significant differences between Taiwan and the United Kingdom that indicate institutional differences such as differences in labor costs or technological infrastructure and reliance. Future research should relate these impacts to firm or industry characteristics, in order to understand why there are such heterogeneities and what causes them.

This article has combined measures from accounting statements and equity markets in order to derive more accurate results than previous work. Since residual value is calculated from financial statements, it is readily available to external stakeholders who are concerned with innovative value creation, as well as to managers as an instrument for self-analysis. On a firm-by-firm basis, it allows management to link investment policy to changes in residual value and by comparing it amongst its peers. By comparing it amongst a firm’s peers, the value residual may also yield insights on strategic and competitive positioning for individual firms. However, it does not provide a clear general guideline regarding the fraction (if any) of the SG&A expenditure that should be capitalized.
Chapter 4

DECOMPOSING RESIDUAL VALUE

Excessively high pricing by bidders and targets can either be explained by new growth opportunities created by the merger, or by irrational mispricing in financial markets. Both explanations of takeovers are well-documented, but are presently separate bodies of research. We integrate both explanations through a new decomposition of firm value, and investigate whether it is “true” growth value or mispricing that drives takeover waves. We find that “bidders buy smart”: bidders have high market values following from overpricing rather than from growth value, and select targets that are less overpriced and have strong fundamental growth value. Indeed, a high market value for bidders (targets) is primarily due to mispricing (growth options). Bidders also seem to “time smart”: takeover activity increases when bidders are more overpriced, and bidders buy targets with a lower overpricing component. These bidders tend to buy fundamental growth option value in order to cushion against an inevitable correction.
4.1 Introduction\textsuperscript{1}

To justify their intended business strategies in takeover announcements to shareholders, management teams frequently argue that new synergies and growth opportunities arise from the combined entity. Yet, previous research has found conflicting evidence for what drives merger activity. In view of the vast literature on mergers and acquisitions (M&A), explanations for M&A can be roughly classified into two classes that both have found empirical support: a rational explanation and a behavioral explanation.

Consistent with neo-classical rational theory, prior studies show that high market values of bidders and a takeover premium for targets reflect rational expectations of cost efficiencies, synergies, market power, and growth options, accordingly appreciated by financial analysts and equity investors. Mergers may reallocate assets more efficiently in response to industry shocks (e.g., Mitchell and Mulherrin 1996) and deregulation, removing “long-standing barriers to merging and consolidation, which might have kept the industry artificially dispersed” (Andrade, Mitchell, and Stafford 2001, p. 108). Consolidation is found to have been the driving force behind acquisitions in the 1990s (Holmstrom and Kaplan 2001; Andrade et al. 2001). In line with a rational view, real options theory implies that acquisitions confer valuable new growth opportunities for the combined entity.

In contrast to rational theories, two distinct behavioral views offer alternative explanations for what drives merger waves (Baker, Ruback, and Wurgler 2007). Besides from the biases of decision makers\textsuperscript{2}, market inefficiencies may arise when financial markets fail to price firms correctly (e.g., Shiller 2000). High market values are strongly related to merger activity (Rhodes-Kropf and Viswanathan 2004) and managers of overvalued firms buy targets that are less overvalued (Rhodes-Kropf, Robinson, and Viswanathan 2005).

While the different explanations for M&A may at least partly be due to a wide range of methodologies applied (e.g., Baker et al. 2007), they may also indicate common ground. This makes intuitive sense. The scope for valuation errors or mispricing is greater when

\textsuperscript{1}This chapter is co-authored with Han Smit and Enrico Pennings, and drawn with minor editing from a working paper entitled “Buy Smart, Time Smart: Are Takeovers Driven by Growth Options or Mispricing?” This paper is conditionally accepted for publication in Financial Management.

\textsuperscript{2}Decision makers – the bidder’s CEOs and management teams – may act irrational. CEOs may suffer from overconfidence and overoptimism (Roll 1996; Larwood and Whittaker 1977; March and Shapira 1987), and managers may use their discretion to over-invest (Malmendier and Tate 2005).
"elusive" growth options value is a major source of expected value than when value gains arise from exploiting established products and established markets. Hence, if takeovers are jointly explained by both theories, combining theories for mispricing and investment opportunities offers a stronger theoretical base for high market values in takeovers. To facilitate an integrated analysis, we devise a new measure for fundamental\textsuperscript{3} growth options value that adjusts market-based growth options value for mispricing.\textsuperscript{4}

We find that takeovers do confer valuable growth opportunities, but these are strongly contingent on market sentiment. The conventional (market-based) growth options measures should be used with care, as they can be driven by overvaluation and needs to be corrected for mispricing. By analyzing firm properties (e.g., involvement in a merger and the role of the target or bidder) and deal properties (e.g., form of payment, acquisition financing, and deal attitude), we find that deal properties that favor overvalued bidders are significantly related to bidder overpricing (but not growth options value) as well as growth options value of targets (but not overpricing). These results lead to two key implications.

First, "bidders buy smart." Although bidders are highly valued in the market, they have little fundamental growth options value relative to non-bidders and target firms. This indicates that their overpriced equity allows them to finance their acquisitions inexpensively. Their targets are also highly valued, as compared to firms not involved in a merger, but have a relatively high growth options value that persists after controlling for mispricing. This indicates undervaluation – at least with respect to the bidder’s equity – and fundamental growth option value. Second, bidders time their takeovers accordingly. Specifically, when excess pricing for bidders is high, takeover activity is high as well. Acquisitions are thus made by firms that are overvalued, relative to their peers. For targets, in contrast, growth options value is negatively related to takeover activity. Hence, when bidders are overvalued, they acquire targets that are undervalued relative to the bidder. In effect, this will cushion against an eventual correction in share price.

These results are validated using a large international dataset. By using market-implied growth options value and controlling for pricing errors, we avoid using sophisticated option models that introduce substantial model- and parameter uncertainty. In a 12-year panel

\textsuperscript{3}i.e., based on company fundamentals such as book value, net income, and leverage.

\textsuperscript{4}i.e., unrelated to fundamental value creation.
of over 30,000 observations, we use t-tests to show that bidders buy smart. In order to show that bidders also time their acquisitions smart, we estimate the correlation over time between growth opportunities or mispricing and takeover activity. These findings are then enhanced by estimating multiple equation models in a multivariate setting.

This paper proceeds as follows. In Section 2, we position our contribution into the literature. In Section 3, we derive the hypotheses. Section 4 describes the data and decomposition employed, followed by a presentation of the results in Section 5. Section 6 concludes and presents implications for further research.

4.2 Literature Review

4.2.1 Real Options Theory in M&A

Recent real options models explain the dynamics of mergers and acquisitions decisions under uncertainty, such as the timing of takeovers under competition (Morellec and Zhdanov 2005), the associated division of the surplus between acquirer and target, the pro-cyclical nature of waves when they are motivated by economies of scale (Lambrecht 2004), and the timing of mergers when they are driven by diversification (Thijssen 2008). Smith and Triantis (1995) suggested that – aside from flexibility and divesture options – acquisitions contain significant growth options. In addition to the value of future cash flows and synergy values, joined forces may enhance the value of the option to invest in new products and the option to acquire other competitors. Takeovers also limit competition by eliminating the target’s option to grow, and the combined entity may more effectively allocate resources between markets of bidder and target.

For the bidder, executing an acquisition is effectively exercising an option to exchange the acquisition price (either in cash or the acquirer’s shares) for the value of the target (Margrabe 1978). The opportunity to acquire a target’s equity can thus be seen as an option while, in addition to that, the target itself is a portfolio of real growth options. The target’s strategic growth options generate follow-on opportunities that are part of the underlying

---

5An exchange option can be viewed as a call option on the benefits of the merger. The costs of a merger, then, are represented as the exercise price. While these studies interpret takeovers as a call option, we refer to these options as exchange options to stress the difference from strategic options.
value of the option to exchange. Relative to the earnings capacity of assets in place, the value of growth options is elusive and difficult to estimate, which may influence the timing and value of the option for the bidder. Hence, acquisitions become more attractive when the bidder’s equity is overvalued and the acquisition can be paid for or financed with equity, or when the fundamental growth option value of the target is high and the target is less overvalued or even undervalued. In terms of fundamental value, the real exchange option is more in the money when the bidder is overvalued relative to its target. This, however, is not necessarily observed in financial markets.

4.2.2 Empirical Real Options Analysis

Miller and Modigliani (1961) and Berk et al. (1999) showed that a firm’s market value \((P(t))\) can be partitioned into the value of a firm’s assets in place \((\sum_{j=0}^{t} V_j(t) \chi_j(t))\) and the present value of future investments in growth opportunities \((V^*(t))\):

\[
P(t) = \sum_{j=0}^{t} V_j(t) \chi_j(t) + V^*(t),
\]  

where \(\sum_{j=0}^{t} V_j(t) \chi_j(t)\) is approximated by an appropriately discounted, perpetual stream of earnings from the assets in place.

Under the assumption of no further growth, all earnings are equal to those in the current period.\(^6\) Data on market value and the value of assets in place are readily available, so the value of growth options \(V^*\) can be “backed out” from Eq. (5.1). Real options theory has underpinned growth options value with strong theoretical foundations (e.g., Myers 1977; Dixit and Pindyck 1996; Trigeorgis 1996). In this study, we will extend Eq. (5.1) so that it incorporates irrational behavior in financial markets.

A company’s portfolio of real options can be valued “bottom-up” through the estimation of individual option parameters. This entails the use of binomial lattice (e.g., Trigeorgis 1996) or simulation models (e.g., Longstaff and Schwarz 2001), which makes it possible to adjust the option valuation to case-specific characteristics (e.g., Copeland and Antikarov 2001). In reality, a firm’s growth opportunities consist of a complex combination of growth

\(^6\)This assumption is nonrestrictive, since all future growth (either positive or negative) should end up in the \(V_{GO}\) term.
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options resulting from intra-firm option interactions. The combined value of an options portfolio is typically not the sum of the options (e.g., Trigeorgis 1996), and real options should sometimes be combined sequentially, sometimes in parallel and sometimes not at all (e.g., Childs et al. 1998). Two merging firms complicate the options portfolio even further. To avoid estimating option and interaction parameters, we follow a less involved “top-down” approach, which uses financial market information of publicly listed firms, and calculates the combined growth options value that is embedded in the stock price.

Differences in growth options value were first empirically studied by Kester (1984). More recently, growth options value has been related to systematic risk (Chung and Charoenwong 1991), R&D, uncertainty, and the skewness of returns (Smit 1999), to the pricing of initial public offerings (Chung, Minsheng and Yu 2005), to idiosyncratic risk (Cao et al. 2006), to firm, industry, and country effects (Tong et al. 2008a), to downside risk of multinational corporations (Tong and Reuer 2008), and to international joint ventures (Tong et al. 2008b).

This market-based measure for growth options value, however, hinges on the assumption that market prices adapt fully and immediately to price-relevant information. This assumption is quite strong, since the elusive value of growth options can easily be over- or underestimated in financial markets. Any erroneous market pricing will introduce noise in growth options value, and we will adjust the growth options value in Eq. (5.1) for this.

4.2.3 Irrational Capital Markets

Due to market inefficiencies (e.g., Barberis and Thaler 2003; Shleifer 2000), the market price $P(t)$ in Eq. (5.1) may not reflect fundamental firm value. Corporate managers have superior information about their own firm (e.g., Muelbroek 1992; Seyhun 1992) and rational managers can gain by timing anomalies that result from irrationality in the markets (Jenter 2004; Baker and Wurgler 2002). Managers may also “cater” to short-term investors by maximizing appeal (Baker et al. 2007). In these situations, managers influence the market value of a firm without creating fundamental value. In a takeover context, when potential market value deviates from fundamental values, takeover activity may be strongly related to stock market valuation (Rhodes-Kropf and Viswanathan 2004; Dong et al. 2006). This
is in line with previous evidence on information asymmetries: firms issue equity when they are overvalued, since acquisitions are in effect a form of equity issuance (e.g., Ritter 1991; Loughran and Ritter 1995; Jenter 2004).

Empirical studies on overvaluation typically separate market value into an intrinsic part and a mispricing part. A popular proxy for mispricing is the market-to-book ratio ($M/B$: e.g., Barberis and Huang 2001; Daniel et al. 2001; Dong et al. 2006; Rhodes-Kropf et al. 2005). For instance, Rhodes-Kropf et al. (2005) find that bidders have a larger $M/B$ than targets, but both have higher $M/B$s than non-mergers. Alternatively, Dong et al. (2006), who report more studies that use $M/B$ in this context, compare a firm’s market-to-book ratio with its market-to-value ratio, where value is measured as a perpetual stream of (forecasted) earnings. They too find that both bidders and targets have high market-to-book ratios due to mispricing. Our findings are consistent with both studies.

Besides mispricing, however, the market-to-book ratio is also a well-known proxy for growth opportunities (e.g., Berk, Green, and Naik 1999; Anderson and Garcia-Feijoo 2006). Hence, in terms of market-to-book, overpriced targets, as in Rhodes-Kropf et al. (2005), may also be targets with a large potential for economic growth. Dong et al. (2006) address this issue by measuring intrinsic value, and find that targets are less overvalued and have a lower $M/B$ ratio. Not comparing $M/B$ with non-merging firms, however, also fails to explain the selection of targets from a growth options perspective. We will therefore resort to a different, “cleaner” measure than $M/B$ and compare it among bidders, targets, and non-merging firms. Our approach shows that market-to-book consists of both growth opportunities and mispricing, and that this distinction is of great importance for analyzing takeovers.

4.3 Hypotheses

4.3.1 Bidders are Overvalued

Several takeover motives exist that are related to share prices, but many of them are not aimed at creating fundamental value.\footnote{For instance, Myers (1976) shows that takeovers may boost short-term earnings-per-share but depress long-term growth.} Rhodes-Kropf and Vishnawanathan (2004) propose
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a theory that explains why merger waves occur during valuation waves; in their model, overall valuation error of share prices leads to overestimation of synergies after a takeover. In addition, Shleifer and Vishny (2003) argue that bidders are overvalued relative to the target, and buy smart using their overvalued stock. Firms may thus inexpensively acquire targets by taking advantage of financing with their overvalued equity.\footnote{This model is in line with evidence on information asymmetries, where firms issue equity when they are overvalued, since acquisitions are in effect a form of equity issuance (e.g., Jenter 2004).}

What these models have in common is that managers maximize firm value when financial markets may not represent company value\footnote{This is not necessarily true. For instance, an acquisition may also result from managers who overestimate their ability to create synergies after the merger (Roll 1986), and managers may have objectives that reduce firm value (Mork et al. 1990). However, without precluding value-destroying managers, we abstain from drawing this distinction, as both aspects lead to our first proposition.}, which leads to the following empirical observation that serves as a building block for further theoretical reasoning.

**Empirical Observation:** Bidders are overpriced relative to non-merging firms.

This empirical observation has implications for a company’s growth options value. When markets fail to price growth options correctly, growth options value tends to be overpriced and conventional growth options measures may at times be inappropriate. This bias is likely to differ over time and across industries, and the surveyed literature on mispricing indicates that it is also associated with takeover activity. Mispricing arguments state that market value in excess of fundamental value is a pricing error. The implication is that growth options value would be substantially smaller if it could be backed out from fundamental value, instead of overvalued market price, in Eq. (5.1).

4.3.2 Bidders Buy Smart

As noted, a company can be viewed as a basket of assets and growth options. Valuable growth options of a target can be an important rational reason to bid, for instance when the acquirer can create synergies and provide instant access to many new resources and capabilities. Organic growth options may result from novel technologies or re-shaped market conditions (e.g., Bettis and Hitt 1995). When the value of the company’s growth options develops favorably – e.g., positive changes in product demand and further development of technological trajectories – a firm appropriates future profits by exercising its options.
through investment. In addition to these embedded growth options that are complementary to the bidder, a target may also provide an initial foothold in a market with high entry barriers (as in Miller and Folt a (2002), or function as a platform for follow-on acquisitions (Smit 2001). The target then generates additional growth option value, to be obtained through follow-on acquisitions.

Real options are related to mispricing through two untested but relevant implications from Shleifer and Vishny (2003), and we will adopt their terminology. First, targets in acquisitions “are undervalued relative to the bidders” (p. 308), or less overvalued; if not, bidders may well select a target that offers better market value for their overvalued equity. Therefore, targets should be less overpriced. Second, targets may also be “underpriced in terms of fundamentals” (p. 308); clearly, bidders may also aim to buy undervalued targets at a price below fundamental value. Therefore, targets should possess more growth option value.

When related to the work of Shleifer and Vishny (2003), real options theory offers a novel explanation of who is likely to acquire or become a target; overpriced bidders with below-average fundamental growth options value prefer to buy targets with above-average fundamental growth options value. These targets may also be overvalued at times. But in contrast to bidders, the difference between fundamental and market-based growth options value should be smaller. Such a real options view of the Shleifer and Vishny (2003) model implies that, when overvalued bidders have little growth options value, they exercise an option to exchange by buying targets with abundant growth options value. Therefore, we derive the following hypotheses:

**Hypothesis 1a:** Bidders have high market values that are mostly due to mispricing, and less to fundamental growth opportunities.

**Hypothesis 1b:** Targets have high market values that are mostly due to fundamental growth potential, and less to mispricing.

### 4.3.3 Bidders Time Their Bids Smart

Mentioned as another implication by Shleifer and Vishny (2003), bidders prefer targets that can limit losses when prices eventually correct. When expecting a downward correc-
tion, overvalued firms may use their overvalued equity to acquire strong targets and try to cushion against a future downfall. We expect that takeover activity increases with overvaluation, because inappropriately high market values will provide an incentive to acquire. In effect, mispricing provides a window of opportunity to inexpensively buy targets that give more “value for money” and possess strong growth opportunities. If these considerations explain the bidding of firms, we should observe that – over time – takeover activity is positively related to excess pricing. Therefore, we derive the following hypothesis:

**Hypothesis 2a:** For bidders, mispricing is positively related to takeover activity.

### 4.3.4 Bidders Buy Their Targets Smart

When bidders are overvalued, they derive value by acquiring targets whose price is less subject to overpricing, relative to their own. While fundamental growth options value makes a firm more attractive to buy, additional value is created if the equity of the target has not been subject to overpricing (so that the target is inexpensive). Hence, while it induces firms to become bidders, overpricing makes a firm less attractive as a target. It is expected that targets’ mispricing is not positively (and potentially negatively) related to takeover activity. Therefore, we derive the following hypothesis:

**Hypothesis 2b:** For targets, mispricing is not positively related to takeover activity.

Mispricing can also be related to several characteristics of M&A transactions. If deal characteristics differentially affect bidders’ and targets’ fundamental growth option value and mispricing, this provides further support for hypotheses 1a and 1b. Furthermore, by estimating the effect of takeover activity after controlling for deal characteristics, we also perform a robustness check for hypotheses 2a and 2b. To this end, we will examine how deal payment (through stock), deal financing (by means of a stock offering), and deal attitude (i.e., hostile or friendly) are related to the growth and mispricing components of share price. These characteristics are related to overpriced bidders as follows.
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First, if a bidder is overvalued, it can be expected that this bidder will prefer to pay for a target in equity. In terms of “true” value, this makes the deal cheaper and protects bidding firms from future drops in share price. The target’s board of directors may require a cash deal, however, so that all risk of adverse price movements of the merger is borne by the bidder. Bidding firms may still put their overvalued equity to work, then, by financing the deal through a seasoned equity offering. Since the offering raises cash that can be used to buy the target, this too protects bidding firms from a future correction in share price. If management still opposes the deal, the bidding firm may resort to a hostile takeover that is not approved by the target board.

4.4 Data and Sample Characteristics

To study the hypotheses, we examine how year-by-year changes in growth opportunities and mispricing are related to year-by-year changes in takeover activity\textsuperscript{10}, and whether over-priced bidders relate to targets with fundamental growth options. We then examine growth options value and mispricing as time evolves. Finally, we extend the analysis to a multivariate approach.

From the Security Data Company (SDC)’s Platinum M&A database, we selected announcement dates and SEDOL codes in the period from 1995 to 2006, of all completed and unconditional public takeovers for a stake of at least 95%. For each deal, we collect accounting data using Worldscope and use Datastream to obtain yearly market equity values of firms involved in takeovers. To these datasets, we add auxiliary data on the cost of equity (using weekly pricing data from Datastream) and the synthetic cost of debt (using yearly data from Thomson One Banker (TOB)) to construct the weighted average cost of capital required for estimating the assets in place. We also classify a firm’s primary SIC code into the Fama and French 12-sector definitions. As the mining sector is characterized by many takeovers, we add an extra sector using the Fama/French 30-sector definition for mining.

We merge these sources into a sample at firm-level that is used to calculate growth

\textsuperscript{10}It offers no further insight to relate mispricing and growth opportunities directly to market values, as these are related to share prices.
options value\textsuperscript{11} and mispricing. We follow the procedure as provided in Rhodes-Kropf \textit{et al.} (2005), by matching “fiscal year-end data [...] with [...] market values occurring three months afterward. Because firms have different fiscal year end dates, this involves compensating for [...] so that the year of the data corresponds to the year in which the accounting information was filed. Then, we associate [TOB and Datastream] observations with an SDC merger announcement. If the announcement occurs between the fiscal year-end and one month after the [Datastream] market value, we associate the merger announcement with the previous year’s accounting information”.\textsuperscript{12} To increase sample size and facilitate comparison between takeovers and non-takeovers, “firms that are ultimately involved in mergers [are grouped] in the non-merger category in the years in which they have no merger activity.”\textsuperscript{13} We then count the number of announced merger events for every year. Some targets are private firms for which we have no financial data. Other targets are located in other countries than those covered by Worldscope, and lack (part of) the information needed to calculate the value of assets in place. It also happens that several firms bid for a single target, or that bids are rejected. Finally, targets disappear from the sample after a completed acquisition. For these reasons, the firm-level sample contains roughly three times more bidders than targets. Due to spurious and invalid SEDOL codes in the SDC database, we are forced to drop more targets than acquirers that lack data from Worldscope. We keep the deal’s counterpart if that observation can be matched. This results in a sample that consists of 30,000 firm-year observations over a 12-year period. We refer to Table 4.1 for a comparison with two closely related studies.

Finally, we merge the measures for growth options, fundamental value, and market value back to the SDC data. This sample focuses on the M&A transaction level to further test whether our mispricing measure is valid. It also allows us to analyze which M&A attributes and firm characteristics explain the value components of bidders and targets. We match firm-level data (recorded at fiscal year-end) to the last reported fiscal year on

\textsuperscript{11}This procedure is described in detail in the Annex.

\textsuperscript{12}When a firm’s fiscal year end is unreported, we assume the fiscal year to coincide with the calendar year.

\textsuperscript{13}To test whether the Rhodes-Kropf \textit{et al.} sampling approach may introduce bias into the results, we have repeated their estimation procedure below on the full cross-section of firms (without regard to M&A transactions). The regression results turned out to be fairly similar to their 2005 article, with comparable $R^2$s and coefficients. Results are available upon request.
deal level. If this item is not available, we match firm-level data to the year, previous to the date that a merger was officially announced. Because a firm’s balance sheet is no longer drawn up after a takeover, bidders also comparably outnumber targets in the deal-level sample.

4.5 Variable Definitions

4.5.1 Growth Options Value

To back out the value of growth options from Eq. (5.1), we follow the definition of assets in place ($\sum_{j=0}^{t} V_j(t)\chi_j(t)$) as suggested by Tong and Reuer (2008) and Tong et al. (2008a, 2008b). They use an economic profit model for valuing the firm, and define the value of assets in place as

$$\sum_{j=0}^{t} V_j(t)\chi_j(t) = CI_t + PV(EP)_t,$$

(4.2)

where $CI$ is capital invested and $PV(EP)$ is the present value of economic profit (see Annex). Eq. (4.2) shows that the value of assets in place represents the replacement value of capital invested and the present value of perpetual earnings, again assuming no growth and a constant discount rate for each year’s estimate of assets in place. This setup has the advantage that invested capital can be directly calculated from the financial reports. As a result, the annuity $PV(EP)$ becomes smaller and Eq. (4.2) as a whole is less sensitive to changes in the discount rate. Furthermore, economic profit is arguably a more accurate proxy for profitability than accounting earnings, as it adjusts these earnings to cash measures.

Defining market value $P_{st}$ as the fiscal year-end closing price times common shares outstanding, we can now calculate $V^*$ from Eq. (5.1). We delete the highest and lowest 5% of $V^*$ observations from the sample because the normalized growth option equation (5.1) does not always behave well; the value can be larger than 1 if earnings are negative, or smaller than 0 when the market value falls below a firm’s perpetual stream of earnings. Also, due to normalizing Eq. (5.1), when the market value is negligible relative to its earnings (in absolute terms), the likelihood of (highly influential) extreme values increases.
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#### Table 4.1: Comparison of Studies

<table>
<thead>
<tr>
<th></th>
<th>Rhodes-Kropf et al. (2005)</th>
<th>Tong et al. (2008a)</th>
<th>This study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary focus</strong></td>
<td>Overvaluation of bidders and targets</td>
<td>Growth value of multinational companies</td>
<td>Growth value and overvaluation of bidders and targets</td>
</tr>
<tr>
<td><strong>Key variables</strong></td>
<td>• Market-to-book value</td>
<td>• Market value of growth options</td>
<td>• Market value of growth options</td>
</tr>
<tr>
<td></td>
<td>• Implicit value (\hat{V})</td>
<td>• Country, industry, time effects</td>
<td>• Fundamental value of growth options</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Industry, time effects</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Mispricing (V - \hat{V})</td>
</tr>
<tr>
<td><strong>Method of Analysis</strong></td>
<td>OLS</td>
<td>Variance components</td>
<td>SUR 4-digit SIC</td>
</tr>
<tr>
<td><strong>Definition of industry</strong></td>
<td>4-digit SIC</td>
<td>4-digit SIC</td>
<td>4-digit SIC</td>
</tr>
<tr>
<td><strong>Definition of sector</strong></td>
<td>Fama and French</td>
<td>First digit of SIC</td>
<td>Fama and French</td>
</tr>
<tr>
<td><strong>Number of sectors</strong></td>
<td>12</td>
<td>7</td>
<td>13 Worldwide year observations</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>Year observations for U.S. firms mentioned in merger announcements</td>
<td>Year observations for the largest publicly traded companies</td>
<td>worldwide year observations mentioned in merger announcements, M&amp;A transactions</td>
</tr>
<tr>
<td><strong>Number of observations</strong></td>
<td>110,877</td>
<td>6,655</td>
<td>23,419</td>
</tr>
<tr>
<td><strong>Number of firms</strong></td>
<td>8350</td>
<td>2352</td>
<td>3976</td>
</tr>
<tr>
<td><strong>Data sources</strong></td>
<td>CRSP, Compustat, SDC M&amp;A Database</td>
<td>Worldscope, Datastream, Compustat, Stern Stewart</td>
<td>Worldscope, Datastream, Thomson One Banker, SDC M&amp;A Database</td>
</tr>
</tbody>
</table>
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This becomes more prevalent in highly volatile industries and for firms in some form of distress.

4.5.2 Fundamental Value

Particularly for takeovers, assuming Equation (5.1) to hold would ignore a vast existing mispricing literature. We will therefore refer to the previous definition of the price residual $V^*$ in Eq. (5.1) as the market growth value, or $V^*_{m}$, and re-write equation (5.1) by adding ($\hat{P} - \hat{P}$):

$$
P = \sum_{j=0}^{t} V_j(t)\chi_j(t) + (\hat{P} - V_{AIP}) + (P - \hat{P})
$$

$$
= \sum_{j=0}^{t} V_j(t)\chi_j(t) + V^*_{f} + XSP
$$

(4.3)

where $V^*_{f}$ measures fundamental growth value, $\sum_{j=0}^{t} V_j(t)\chi_j(t)$ can be estimated using Eq. (4.2), $XSP$ is the excess price and $\hat{P}$ is a measure for fundamental value. We normalize by dividing the three components by $\hat{P}$. To estimate $\hat{P}$, we adopt the methodology as recently applied in a takeover context by Rhodes-Kropf et al. (2005), who estimate fundamental value (as opposed to observed market value) from an asset pricing model by Fama and MacBeth (1973). In this model, fundamental value is estimated as the predicted value from a series of simple OLS regressions, estimated by year and industry. This procedure is also employed in the accounting literature on value-relevance (e.g., Penman 1998; Francis and Schipper 1999; Barth, Beaver, and Landsman 2001), and one advantage of this measure is that it measures mispricing at the firm level, which serves our purpose in estimating Eq. (4.3). The fundamental value of firm $i$ in an industry $j$ at time $t$ is derived from the regression equation

$$
\ln(P_{ijt}) = \alpha_{ij0} + \alpha_{ij1}\ln(B_{ijt}) + \alpha_{ij2}\ln(NI)_{ijt} + \alpha_{ij3}I_{(\leq0)}\ln(NI)_{ijt} + \alpha_{ij4}LEV_{ijt} + \varepsilon_{ijt}.
$$

(4.4)

where $P$ is market capitalization, $B$ is the book value, $NI^+$ the absolute value of net income, $LEV$ the leverage of a company defined as total debt/(market value + total debt), and $I_{(\leq0)}\ln(NI)_{ijt}^+$ an indicator function for negative income observations. Time-averaged

---

14This allows for including firms with negative income so that $\alpha_{ij2}$ can be interpreted as an earnings multiple while, at the same time, firm value is adjusted downward through $\alpha_{ij4}$ if an industry has negative
regression results are reported in Table (4.2); accounting for varying discount and growth rates, the regressions coefficients are allowed to vary over time and across industries.

In this setup, under the assumption that similar assets sell at similar prices, we define fundamental value \( \hat{P} \) as the fitted value of the regression in Eq. (4.4), and excess price as the difference between the observed value and the model-based value:

\[
XSP_{ijt} = \frac{P_{ijt} - \hat{P}_{ijt}}{\hat{P}_{ijt}}
\]

From Eq. (4), it follows that the expected value \( \mathbb{E} \left[ \ln(P_{ijt}) - \ln(\hat{P}_{ijt}) \right] \) is zero for each industry-year. The ratio \( P_{ijt}/\hat{P}_{ijt} \) is lognormal with mean greater than 1. As a result, the mean of XSP is greater than 0 and, using the property of the mean of a lognormal distribution, dependent on the standard deviation of the error term in Eq. (4). Intuitively, the coefficients link accounting information to firm value, much akin to conventional measures such as market-to-book and price-to-earnings. Hence, the coefficients have a (conditional) accounting multiple interpretation. This approach simultaneously considers different accounting measures, so that we link accounting numbers to prices over multiple dimensions of firm value.

Table 4.3 reports correlations between the three value components in Eq. (4.3) – market-based growth options value, fundamental growth options value and excess pricing. It can be observed that the correlation between market-based growth value and fundamental growth value, and the correlation between market-based growth value and mispricing almost add up to one. Additionally, correlations between excess pricing and fundamental and market-based growth option value almost cancel out. Table 4.4 reports excess pricing and the mean growth options value by industry over our firm-level sample, and Table 4.5 does so by year. As a first observation of growth value across industries and years, large differences exist between firms: a standard deviation of around 1.5 is common in most years and sectors. This shows that large differences exist in the appropriation of option values; the market rewards firms that are better able to capitalize upside potential.

\( \text{income in a given year.} \)
Table 4.2: Fundamental Value Estimation

Results from regressing market value on the log of book value (ln(B)_{ijt}), net income (ln(NI)^{+}_{ijt}), and leverage. The fitted values of these regressions are estimates of fundamental value \( \hat{P} \). To increase the number of observations, we include absolute values of net income (which can be negative) and include a dummy variable, equal to 1 if net income is negative (\( I_{<0} \) ln(NI)^{+}_{ijt}). Columns indicate time-series average regression coefficients for the Fama French 12-industry classification, plus mining. For each sector-year sample, the cross-sectional model from Eq. (4.2) is estimated. Reported are the coefficients that represent the time-series average multiple relating the accounting variable to market value. Also reported are time-series average sample size and \( R^2 \). Fama-Macbeth standard errors are reported in parentheses. ** and * indicate significance at the 1% level and 5% level, respectively.

<table>
<thead>
<tr>
<th></th>
<th>BusEq</th>
<th>Chems</th>
<th>Durbl</th>
<th>Enrgy</th>
<th>Hlth</th>
<th>Manuf</th>
<th>Mines</th>
<th>Money</th>
<th>NoDur</th>
<th>Other</th>
<th>Shops</th>
<th>Telem</th>
<th>Utils</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(B)_{ijt}</td>
<td>0.46**</td>
<td>0.4**</td>
<td>0.44**</td>
<td>0.43**</td>
<td>0.38**</td>
<td>0.41**</td>
<td>0.46**</td>
<td>0.38**</td>
<td>0.39**</td>
<td>0.43**</td>
<td>0.41**</td>
<td>0.41**</td>
<td>0.3**</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.08)</td>
<td>(0.11)</td>
<td>(0.03)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.03)</td>
<td>(0.06)</td>
<td>(0.05)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.02)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>ln(NI)^{+}_{ijt}</td>
<td>0.40**</td>
<td>0.36**</td>
<td>0.43**</td>
<td>0.48**</td>
<td>0.38**</td>
<td>0.33**</td>
<td>0.47**</td>
<td>0.44**</td>
<td>0.43**</td>
<td>0.44**</td>
<td>0.44**</td>
<td>0.46**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.09)</td>
<td>(0.05)</td>
<td>(0.08)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( I_{&lt;0} ) ln(NI)^{+}_{ijt}</td>
<td>-0.10</td>
<td>0.09</td>
<td>-0.14</td>
<td>-</td>
<td>0.15</td>
<td>-0.36</td>
<td>-0.23</td>
<td>0.04</td>
<td>-0.12</td>
<td>-0.18</td>
<td>0.06</td>
<td>-0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.59)</td>
<td>(0.39)</td>
<td>(0.42)</td>
<td>(0.17)</td>
<td>(0.15)</td>
<td>(0.41)</td>
<td>(0.29)</td>
<td>(0.24)</td>
<td>(0.22)</td>
<td>(0.19)</td>
<td>(0.41)</td>
<td>(0.41)</td>
</tr>
<tr>
<td>leverage</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-2.67**</td>
<td>-2.93**</td>
</tr>
<tr>
<td></td>
<td>(0.32)</td>
<td>(0.45)</td>
<td>(0.49)</td>
<td>(0.36)</td>
<td>(0.52)</td>
<td>(0.27)</td>
<td>(0.19)</td>
<td>(0.23)</td>
<td>(0.39)</td>
<td>(0.32)</td>
<td>(0.31)</td>
<td>(0.36)</td>
<td>(0.46)</td>
</tr>
<tr>
<td>Constant</td>
<td>2.84**</td>
<td>3.53**</td>
<td>2.98**</td>
<td>3.44**</td>
<td>3.27**</td>
<td>3.32**</td>
<td>3.18**</td>
<td>2.87**</td>
<td>3.19**</td>
<td>3.06**</td>
<td>3.14**</td>
<td>3.15**</td>
<td>3.96**</td>
</tr>
<tr>
<td></td>
<td>(0.24)</td>
<td>(0.55)</td>
<td>(0.46)</td>
<td>(0.53)</td>
<td>(0.4)</td>
<td>(0.26)</td>
<td>(0.08)</td>
<td>(0.27)</td>
<td>(0.37)</td>
<td>(0.32)</td>
<td>(0.31)</td>
<td>(0.41)</td>
<td>(0.57)</td>
</tr>
<tr>
<td>Obs.</td>
<td>284</td>
<td>69</td>
<td>68</td>
<td>86</td>
<td>126</td>
<td>256</td>
<td>41</td>
<td>462</td>
<td>145</td>
<td>240</td>
<td>210</td>
<td>67</td>
<td>86</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.72</td>
<td>0.61</td>
<td>0.68</td>
<td>0.73</td>
<td>0.77</td>
<td>0.63</td>
<td>0.75</td>
<td>0.61</td>
<td>0.69</td>
<td>0.61</td>
<td>0.66</td>
<td>0.75</td>
<td>0.62</td>
</tr>
</tbody>
</table>
4.5. VARIABLE DEFINITIONS

Table 4.3: Correlation Between Value Components
Reported are coefficients of correlation between the three value components on firm level, i.e., market-based growth options value ($V_M^*$), fundamental growth options value ($V_F^*$), and excess pricing ($XSP$). We report standard errors in parentheses. All correlations are significant at the 1% level.

<table>
<thead>
<tr>
<th></th>
<th>$V_M^*$</th>
<th>$V_F^*$</th>
<th>$XSP$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_M^*$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_F^*$</td>
<td>0.4122</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0058)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$XSP$</td>
<td>0.5023</td>
<td>-0.5808</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.0055)</td>
<td>(0.0052)</td>
<td></td>
</tr>
</tbody>
</table>

4.5.3 Growth Options and Mispricing by Sector

In terms of market-based growth options value, important differences exist between sectors\(^{15}\): the highest market-based growth options value is found in the business equipment ($V_M^* = 1.14$) and health-care sectors ($V_M^* = 1.02$). These industries have more volatile demand and earnings, which increase their option value. Furthermore, these sectors are characterized by a large number of small and young firms, which do not yet have scale economies and consist largely of immaterialized value. This is consistent with real option theory and previous empirical work, as these industries involve more unexpected technological changes and moves by competitors. In contrast, utilities ($V_M^* = 0.42$) and financial services ($V_M^* = 0.55$) exhibit the lowest growth options value. For these more stable, low growth income sectors, earnings are more predictable and scale economies are important for every firm in the sector. This increases the importance of the value of assets in place and proportionally decreases growth value.

Because the ratio $P_{ij}/\hat{P}_{ij}$ is estimated for each sector separately, $XSP$ at the sector level has no clear interpretation of mispricing between sectors. However, by breaking the sample down into bidder and target subsamples within each sector, $XSP$ can be used as a measure of overpricing at the firm level. It can be observed that bidders are generally more overpriced than targets, and that this fluctuates randomly over industries.

\(^{15}\)Our growth options value and excess pricing measures need scaling by a common denominator, which is $\hat{P}$ instead of $P$. For this reason, our values for $V_{GO}^M$ are somewhat higher than for previous studies (Kester 1984; Tong et al. 2008a).
<table>
<thead>
<tr>
<th>Sector</th>
<th>ALL</th>
<th>BIDDERS</th>
<th>TARGETS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N)</td>
<td>(V_M^*)</td>
<td>(V_F^*)</td>
</tr>
<tr>
<td>Business Equipment</td>
<td>3,920</td>
<td>1.12</td>
<td>0.71</td>
</tr>
<tr>
<td>Healthcare</td>
<td>1,772</td>
<td>1.01</td>
<td>0.49</td>
</tr>
<tr>
<td>Mining</td>
<td>560</td>
<td>0.95</td>
<td>0.50</td>
</tr>
<tr>
<td>Telecom</td>
<td>968</td>
<td>0.91</td>
<td>0.21</td>
</tr>
<tr>
<td>Other</td>
<td>3,339</td>
<td>0.82</td>
<td>0.30</td>
</tr>
<tr>
<td>Chemicals</td>
<td>999</td>
<td>0.79</td>
<td>0.14</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>3,594</td>
<td>0.77</td>
<td>0.31</td>
</tr>
<tr>
<td>Shops</td>
<td>3,085</td>
<td>0.74</td>
<td>0.25</td>
</tr>
<tr>
<td>Nondurables</td>
<td>2,119</td>
<td>0.73</td>
<td>0.21</td>
</tr>
<tr>
<td>Durables</td>
<td>889</td>
<td>0.71</td>
<td>0.18</td>
</tr>
<tr>
<td>Energy</td>
<td>1,270</td>
<td>0.69</td>
<td>0.19</td>
</tr>
<tr>
<td>Finance</td>
<td>1,043</td>
<td>0.56</td>
<td>0.30</td>
</tr>
<tr>
<td>Utilities</td>
<td>1,148</td>
<td>0.40</td>
<td>-0.09</td>
</tr>
<tr>
<td>Total</td>
<td>24,706</td>
<td>0.82</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Summary statistics, reported per sector between 1996 and 2006. Sector definitions are based on the classification as provided by Kenneth French on his website. For each sector, the second column reports the number of observations with non-missing values for market-based growth options value \(V_M^*\), fundamental growth options value \(V_F^*\), and excess pricing \(XSP\). Remaining columns report sample means of \(V_M^*\), \(V_F^*\) and \(XSP\), respectively, with standard errors in parentheses. \(V_M^*\), \(V_F^*\), and \(XSP\) are normalized to \(\hat{P}\). To make the \(XSP\) mean consistent with Eq. (4.3), we ignore observations that have non-missing values for \(XSP\) but not for \(V_M^*\) and \(V_F^*\).
4.5.4 Growth Options and Mispricing over Time

From the reported mean growth options value by year in Table 4.5, we can observe that differences in growth options value are much smaller over time than between industries. The highest sample-wide growth value is observed in 2001, and the lowest in 1996 and 2003. For fundamental growth options value, the highest growth value is observed in 2002, and the lowest in 2003. Compared to the sample average, excess pricing for bidders is higher in every year; for targets, it is lower. It can also be seen that variation of mispricing is not as random between years as between sectors. In most years, fundamental growth value for bidders is lower than the sample average; for targets, it is higher.

4.6 Firm-Level Results

This section examines aggregate evidence that real growth options and mispricing play a significant role in aggregated M&A transactions. First, indicating that bidders buy smart, Table 4.6 provides a comparison of firm-level summary statistics, based on whether a firm was involved in a merger or not and, if so, their role as either bidder or target. Second, to indicate that bidders also time smart, we relate a time series of aggregate growth value and mispricing to takeover activity. Takeover activity is measured per year as the total of bidder and target announcements in a sector as a fraction of all firms observations in the sector. Table 4.7 presents the time series correlations of takeover activity with average mispricing and (fundamental and market) growth values. Assuming cross-sectional normality, testing the null hypothesis of no correlation is done by the standard $t$-test for inference on correlations: $t = r \sqrt{n-2}/\sqrt{1-r^2} \sim t_{(n-2)}$, where $n$ refers to the 12-year sample period and $r$ denotes the estimated correlation. Unless mentioned otherwise, results are significant at a 99% confidence level.

4.6.1 Bidders are Overvalued

From Table 4.6, we confirm that bids are placed by “the very highest $M/B$ firms” ($M/B = 4.60$ for bidders; $M/B = 4.26$ for targets; $M/B = 4.00$ for non-takeovers; cf. Rhodes-Kropf et al. 2005, p. 570). Firms that are involved in takeovers have a higher $M/B$ than
### Table 4.5: Summary Statistics by Year

Summary statistics, reported per year between 1996 and 2006. The second column reports takeover activity per year (Activity), defined as \((N_{\text{Bidders}} + N_{\text{Targets}})/N_{\text{All}}\). The first column of each subsample reports the number of observations with non-missing values for market-based growth options value \((V_M^*)\), fundamental growth options value \((V_F^*)\), and excess pricing \((XSP)\). Remaining columns report sample means of \(V_M^*\), \(V_F^*\) and \(XSP\), respectively, with standard errors in parentheses. \(V_M^*\), \(V_F^*\), and \(XSP\) are normalized to \(\hat{P}\). To make the \(XSP\) mean consistent with Eq. (4.3), we ignore observations that have non-missing values for \(XSP\) but not for \(V_M^*\) and \(V_F^*\).

<table>
<thead>
<tr>
<th>Year</th>
<th>Activity</th>
<th>ALL</th>
<th>BIDDERS</th>
<th>TARGETS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(N)</td>
<td>(V_M^*)</td>
<td>(V_F^*)</td>
</tr>
<tr>
<td>1995</td>
<td>5.3%</td>
<td>1,287</td>
<td>0.65</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.40)</td>
<td>(1.64)</td>
</tr>
<tr>
<td>1996</td>
<td>7.6%</td>
<td>2,347</td>
<td>0.72</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.42)</td>
<td>(1.42)</td>
</tr>
<tr>
<td>1997</td>
<td>12.3%</td>
<td>2,454</td>
<td>0.83</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.44)</td>
<td>(2.26)</td>
</tr>
<tr>
<td>1998</td>
<td>16.6%</td>
<td>1,870</td>
<td>0.91</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.44)</td>
<td>(1.51)</td>
</tr>
<tr>
<td>1999</td>
<td>19.8%</td>
<td>2,316</td>
<td>0.84</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.52)</td>
<td>(1.55)</td>
</tr>
<tr>
<td>2000</td>
<td>17.8%</td>
<td>2,149</td>
<td>0.79</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.63)</td>
<td>(1.78)</td>
</tr>
<tr>
<td>2001</td>
<td>14.3%</td>
<td>2,103</td>
<td>0.95</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.55)</td>
<td>(1.70)</td>
</tr>
<tr>
<td>2002</td>
<td>11.0%</td>
<td>2,078</td>
<td>0.92</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.58)</td>
<td>(1.46)</td>
</tr>
<tr>
<td>2003</td>
<td>13.0%</td>
<td>2,037</td>
<td>0.73</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.63)</td>
<td>(2.00)</td>
</tr>
<tr>
<td>2004</td>
<td>13.3%</td>
<td>1,837</td>
<td>0.79</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.49)</td>
<td>(1.67)</td>
</tr>
<tr>
<td>2005</td>
<td>16.7%</td>
<td>2,124</td>
<td>0.84</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.45)</td>
<td>(1.49)</td>
</tr>
<tr>
<td>2006</td>
<td>19.0%</td>
<td>2,104</td>
<td>0.84</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.45)</td>
<td>(1.45)</td>
</tr>
<tr>
<td>Total</td>
<td>14.6%</td>
<td>24,706</td>
<td>0.82</td>
<td>0.33</td>
</tr>
</tbody>
</table>
firms that are not. Also, the market-based growth value for bidders is significantly larger than for non-takeovers ($V_M^* = 0.95$ versus $V_B^* = 0.80$). Both findings may indicate either growth opportunities or mispricing.

However, under the assumption that merging firms are randomly selected across sectors, bidding firms are on average more overpriced than non-merging firms ($XSP = 0.60$ versus $XSP = 0.47$). At the same time, the fundamental growth options value for bidders is small but significantly larger than zero. Mispricing and growth options value thus co-exist for bidders, and the high $M/B$ ratios in previous studies can thus not be entirely ascribed to mispricing. While mispricing and growth options are both significant, the mispricing component dominates. In terms of real option theory, the option to "exchange" its shares for another firm's shares is a more important argument for placing a bid than the growth options argument. This confirms our empirical observation and supports hypothesis 1a – bidders have highly priced equity that is mostly due to mispricing, and less to fundamental growth opportunities.

More insight is obtained by examining the difference between market-based growth options and fundamental growth options value. A correction for mispricing decreases the bidders' mean fundamental growth options value by two thirds. If anything, the "corrected" value is smaller for bidders than for non-merging firms (from $V_M^* = 0.97$ to $V_B^* = 0.31$, versus $V_B^* = 0.33$ for non-takeovers). This demonstrates how a conventional growth options measure overestimates the growth value for bidders.

### 4.6.2 Bidders Buy Smart

We also confirm that "targets have higher $M/B$ ratios than the average firm" ($M/B = 4.26$ for targets; $M/B = 4.00$ for non-takeovers; cf. Rhodes-Kropf et al. 2005, p. 569), but this difference is insignificant for our international sample ($p = 0.17$). Also, the market-based growth options value for targets is not significantly higher than for non-takeovers (resp. $V_M = 0.83$ versus $V_M = 0.80$). Consistent with Rhodes-Kropf et al. (2005) and Dong et al. (2006), targets have a lower market-to-book ratio than bidders ($M/B = 4.26$ versus $M/B = 4.60$). Again, both may indicate either growth opportunities or mispricing.

However, under the assumption of random selection across sectors, Table 4.6 shows
that targets are underpriced relative to bidders and non-merging firms (resp. \(XSP = 0.30\) versus \(XSP = 0.66\) and \(XSP = 0.47\)) and possess significantly more fundamental growth potential than bidders and non-merging firms (resp. \(V_f^* = 0.52\) versus \(V_f^* = 0.31\) and \(V_f^* = 0.35\)). At the same time, excess pricing for targets is significantly larger than zero. Growth options value and mispricing coexist for targets as well. This supports Hypothesis 1b; targets are “undervalued” from a growth options perspective and have highly priced equity with relatively high fundamental value.

According to the conventional measure, targets have less growth options value than bidders (\(V_M^* = 0.83\) versus \(V_M^* = 0.97\)), which is counter-intuitive. Controlling for mispricing decreases the targets’ growth options value by a third (from \(V_f^* = 0.82\) to \(V_f^* = 0.52\)) and the difference between \(V_M^*\) and \(V_f^*\) is only half the decrease for bidders. Furthermore, “corrected” growth options value is significantly higher for targets than for bidders as well as non-merging firms (\(V_f^* = 0.52\) versus \(V_f^* = 0.31\) resp. \(V_f^* = 0.33\), consistent with Hypothesis 1b.

While mispricing and growth options value are both important, targets may thus be rationally selected from an options perspective. Additionally, the conventional growth options measure does a better job for targets than for bidders but ignores a significant mispricing component. This also supports Hypothesis 1b.

While bidders on average have lower \(V_f^*\) than targets on average, it could be that many of the bidders have about similar or higher \(V_f^*\) in realized deal pairs. To further examine this, we have also compared means on deal level, for matched deal pairs. The third panel shows that the means differ more between \(XSP\) and \(V_f^*\). However, the difference between means becomes insignificant for \(V_M^*\). This is consistent with the notion that the conventional \(V_M^*\) measure is confounded.

### 4.6.3 Bidders Time Smart

Although the next section will describe multivariate techniques to test Hypotheses 2, we can already present some preliminary evidence using simple correlations. For bidders, Table 4.7 suggests that market values play an important role. An increase in takeover activity is strongly related to an increase in mispricing (\(\rho = 0.54\), \(p = 0.03\)), which explains changes in
### 4.6. Firm-Level Results

Table 4.6: Characteristics of merger and non-merger firms

Summary statistics for size as measured by market value ($V$), capital invested ($CI$), market-to-book ($M/B$), excess pricing ($XSP$), market-based growth value ($V^*_M$), and fundamental growth value ($V^*_F$). Active firms are observed as either bidders or targets in the SDC database from 1996-2006, inactive firms are not. The column $t(diff)$ reports the Student $t$-statistic for the hypothesis $H(0)$: active firm - inactive firm = 0, or bidder - target = 0, correcting for unequal variances across groups using Satterthwaite’s (1946) approximation formula for the degrees of freedom. Observations are required to have $M/B$ ratios between -100 and 100. $V^*_M$, $V^*_F$ and $XSP$ are normalized to $\tilde{P}$. To make the $XSP$ mean consistent with Eq. (4.3) in the three bottom rows, we ignore observations that have non-missing values for $XSP$ but not for $V^*_M$ and $V^*_F$. ** and * indicate significance at the 1% level and 5% level, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Non-mergers</th>
<th>Mergers</th>
<th>$t$ (diff)</th>
<th>Bidders</th>
<th>Targets</th>
<th>$t$ (diff)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>Obs</td>
<td>43328</td>
<td>7313</td>
<td>5846</td>
<td>1467</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>2028</td>
<td>3718</td>
<td>-8.507**</td>
<td>4297</td>
<td>1413</td>
</tr>
<tr>
<td>$CI$</td>
<td>Obs</td>
<td>40606</td>
<td>5229</td>
<td>4046</td>
<td>1183</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>1829</td>
<td>3652</td>
<td>-6.826**</td>
<td>4342</td>
<td>1290</td>
</tr>
<tr>
<td>$M/B$</td>
<td>Obs</td>
<td>39404</td>
<td>5754</td>
<td>4869</td>
<td>885</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>4.00</td>
<td>4.55</td>
<td>-3.827**</td>
<td>4.60</td>
<td>4.26</td>
</tr>
</tbody>
</table>

**Bidders and Targets: All (Firm Level)**

<table>
<thead>
<tr>
<th></th>
<th>Bidders</th>
<th>Targets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$XSP$</td>
<td>Mean</td>
<td>0.471</td>
<td>0.598</td>
</tr>
<tr>
<td>$V^*_M$</td>
<td>Mean</td>
<td>0.801</td>
<td>0.945</td>
</tr>
<tr>
<td>$V^*_F$</td>
<td>Mean</td>
<td>0.331</td>
<td>0.347</td>
</tr>
</tbody>
</table>

**Bidders and Targets: Matched Deal Pairs (Deal Level)**

<table>
<thead>
<tr>
<th></th>
<th>Bidders</th>
<th>Targets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$XSP$</td>
<td>Mean</td>
<td>1.531</td>
<td>0.684</td>
</tr>
<tr>
<td>$V^*_M$</td>
<td>Mean</td>
<td>-0.218</td>
<td>0.215</td>
</tr>
<tr>
<td>$V^*_F$</td>
<td>Mean</td>
<td>-0.394</td>
<td>0.200</td>
</tr>
</tbody>
</table>
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Table 4.7: Correlation with Average Takeover Activity over Time
Reported are coefficients of correlation between time-series of mean takeover activity on one hand, and time-series of mean market-based growth options value ($V_M^*$), fundamental growth options value ($V_F^*$), and excess pricing ($XSP$) on the other. To make the $XSP$ mean consistent with Eq. (4.3) and Table 4.5, we ignore observations that have non-missing values for $XSP$ but not for $V_M^*$ and $V_F^*$. We report Student’s t-statistics in parentheses. ** and * and + indicate significance at the 1% level, 5% level and 10% level, respectively.

<table>
<thead>
<tr>
<th></th>
<th>$V_M^*$</th>
<th>$V_F^*$</th>
<th>$XSP$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-mergers</td>
<td>0.47</td>
<td>0.45</td>
<td>0.17</td>
</tr>
<tr>
<td>Bidders</td>
<td>(0.279)+</td>
<td>(0.282)</td>
<td>(0.312)</td>
</tr>
<tr>
<td>Targets</td>
<td>-0.38</td>
<td>-0.22</td>
<td>-0.21</td>
</tr>
<tr>
<td></td>
<td>(0.293)</td>
<td>(0.309)</td>
<td>(0.309)</td>
</tr>
</tbody>
</table>

$V_M^* (\rho = 0.65, p = 0.01)$. So market growth value and mispricing of acquirers is positively related to economy-wide takeover activity, and bids are made at a time when the perceived market value of acquirers is high. Hence, we find strong support for Hypothesis 2a: bidders time smart by using overvalued equity.

For targets, mispricing is not significantly related to changes in takeover activity ($\rho = -0.21, p = 0.26$), nor is the market-based growth options value ($\rho = -0.38, p = 0.11$) or fundamental growth options value ($\rho = -0.22, p = 0.25$). Being insignificant, these correlations for targets are smaller than for bidders, so that targets will cushion negative returns, and future losses are limited. These findings suggest that targets are selected that are “cheap” relative to bidders, i.e., bidders buy smart, as in Hypothesis 2b.

4.7 Deal-Level Results

The previous section pooled together observations across countries and industries. Hence, the results may well be due to industry or country level effects, since capital markets in different countries have different momentums and idiosyncrasies and may not randomly occur across sectors. From Table 4.7, one may also expect generic macro-economic factors to play a significant role. Using deal-level evidence\(^{16}\), this section controls for country,

\(^{16}\)We thank an anonymous referee for this suggestion.
sector, and year effects. To examine whether country, sector and year, effects indeed have explanatory power, we estimate the following system of two equations in a setup that will serve as a basis for further inference. We estimate the two value components simultaneously because a change in mispricing will also affect fundamental growth, and vice versa. Let each equation contain $N$ observations:

$$\mathbf{Y} = \beta_0 + \{\mathbf{D}\} + \mathbf{e}$$

(4.5)

in which we have compactly written the stacked equations $\mathbf{Y} = [XSP, V_P^*]$. Estimation of Eq. (4.5) is done separately for bidders and targets at the deal level. Specifically, for each deal we obtain the target’s $XSP$ and $V_P^*$ and the bidder’s $XSP$ and $V_P^*$, if available.

Each of the disturbances in vectors $e_i$ have zero mean, equal variance, and are uncorrelated, but covariances between the two vectors are potentially non-zero for a pair of equations. To allow for sufficient degrees of freedom, we exclude $V_M^*$ from the analysis (since it is a linear combination of $V_P^*$ and $XSP$). Two sets of dummies $\{\mathbf{D}\}$ (one for each value component) include the union of five subsets containing indicator variables for each year and, specific to bidders or targets, each sector and nation. As a consequence of including target dummies for bidders and bidder dummies for targets, some observations are lost because not all deals can be matched into pairs. Hence, the number of observations included for estimation is smaller, compared to the univariate analysis above.

This specification is appropriate, since excess pricing and fundamental growth value may be significantly correlated and subject to similar shocks. It may therefore be difficult to disentangle the two value components. Using seemingly unrelated regressions (SURs) that allow for correlated error terms, we can pick up any overlap in growth opportunities or mispricing and disentangle them more effectively.

As can be seen from Columns (I) and (III) in Table 4.8, industry, year, and country effects explain a significant portion of variation in our value components. These effects explain 15% (8%) of variation in $V_P^*$ ($XSP$) for bidders, and 14% of variation in $V_P^*$ and

---

17Specifically, the set $\{D\}$ contains 13 bidder sector dummies, 13 target sector dummies, 84 bidder country dummies, 129 target country dummies and 12 year dummies, minus 1. Of the 251 dummies, 87 are dropped for reasons of collinearity. For the sake of brevity, we do not report the remaining 164 dummy results in subsequent analyses.
Table 4.8: Bidders Time Smart
Results from Eqs. (4.5) an(4.6), i.e. a seemingly unrelated regression of fundamental growth options value ($V_F^*$) and excess pricing ($XSP$) on a set $\{D\}$ of 13 sector dummies, 84 bidder country dummies, 129 target country dummies, and 12 year dummies, and/or takeover activity. Coefficients for sector, nation, and year dummies are not reported, but tested for joint significance. Results for bidders and targets are obtained separately. Normal standard errors are in round parentheses, bootstrapped standard errors are in square parentheses. ** and * and + indicate significance at the 1% level, 5% level and 10% level, respectively, based on standard normal i.i.d. standard errors. ## and # indicate significance at the 1% level and 5% level, respectively, based on bootstrapped standard errors.

<table>
<thead>
<tr>
<th></th>
<th>Bidders</th>
<th></th>
<th></th>
<th>Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(I)</td>
<td>(II)</td>
<td>(III)</td>
<td>(IV)</td>
</tr>
<tr>
<td></td>
<td>$V_F^*$</td>
<td>$XSP$</td>
<td>$V_F^*$</td>
<td>$XSP$</td>
</tr>
<tr>
<td>Takeover Activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.046</td>
<td>0.451</td>
<td></td>
<td>0.245</td>
</tr>
<tr>
<td></td>
<td>(0.140)</td>
<td>(0.128)**</td>
<td></td>
<td>(0.247)</td>
</tr>
<tr>
<td></td>
<td>[0.143]</td>
<td>[0.175]**</td>
<td></td>
<td>[0.240]</td>
</tr>
<tr>
<td>Sector</td>
<td>YES***#</td>
<td>YES**#</td>
<td>YES+</td>
<td>YES+</td>
</tr>
<tr>
<td>Country</td>
<td>YES****#</td>
<td>YES****#</td>
<td>YES**</td>
<td>YES**</td>
</tr>
<tr>
<td>Year</td>
<td>YES****#</td>
<td>YES****#</td>
<td>YES**</td>
<td>YES**</td>
</tr>
<tr>
<td>Obs.</td>
<td>2398</td>
<td>2398</td>
<td>2398</td>
<td>1086</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.154</td>
<td>0.082</td>
<td>0.154</td>
<td>0.087</td>
</tr>
</tbody>
</table>
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$XSP$ for targets. From the reported $R^2$ statistics, one can observe that country, industry, and year effects are more important for overpriced targets ($R^2 = 14\%$) than for overpriced bidders ($R^2 = 8\%$), indicating that the “external shocks” motivation from Andrade et al. (2001) holds more for targets than for bidders.

4.7.1 Bidders Time Smart

The setup in Eq. (4.5) allows us to test our hypothesis in a multivariate context. For instance, to further examine the correlations with takeover activity in Table 4.7, we estimate the following system of equations:

$$Y = \beta_0 + \beta_1 \times \text{ACTIV} + \{D\} + e,$$

(4.6)

in which takeover activity ($\text{ACTIV}$) is defined as in the previous section. Specifically, we determine in which fiscal year a merger announcement takes place, and use it to match the bidder’s and target’s takeover activity. This yields two takeover activity values per deal, i.e., one for the bidder and one for the target. As previously, we estimate Eq. (4.6) separately for bidders and targets, with a different takeover variable for bidder and target estimates.

Columns (II) and (IV) in Table 4.8 provide further evidence that bidders time their acquisitions well, and most previous correlation results are confirmed. After controlling for country, sector, and year effects, over-pricing for bidders continues to be positively associated with takeover activity. Hence, when market prices of bidders are high, takeover activity is relatively large. This is further evidence in support of Hypothesis 2a.

We also observe that, in a multivariate regime, over-pricing for targets is negatively correlated with takeover activity. This indicates that bids are made for targets that are “undervalued” as compared to the bidder, a finding that was not significant in Table 4.7. The relationship is now significant at the 5\% significance level, and provides evidence in favor of Hypothesis 2b.

After controlling for year, sector, and country effects, target growth value shows a positive relation with takeover activity. This suggests that buyers buy smart, and bid for
targets that have growth potential. While the effect is not significant, it has the expected sign. This is in contrast with Table 4.7, where a negative correlation between fundamental growth value and takeover activity is found.

When interpreting these findings, it is important to acknowledge that some firms may have engaged in multiple bids, and that other firms may be targeted by multiple acquirers. As this would introduce correlation between residuals, it is possible that standard errors have been calculated under inappropriate assumptions. To account for this possibility, we repeat the estimation of Eq. (4.6) 1000 times, bootstrapping the standard errors by resampling observations from the data. It can be seen from Table 4.8 that the obtained nonparametric standard errors do not affect the validity of our results, and that the effect of takeover activity becomes slightly stronger.

4.7.2 Bidders Buy Smart

To demonstrate that our value components measure what they are supposed to measure in a multivariate context, we consider several M&A deal attributes that are desirable for over-valued bidders, compared to bidders with a relatively high proportion of fundamental growth potential. First, over-valued bidders gain from paying targets with stock rather than cash, suggesting the method of payment as an important consideration. Second, even if a deal is paid for in cash, an over-valued bidder can finance the acquisition inexpensively by raising the required amount of cash through a seasoned equity issuance. Third, it is expected that a target’s board of directors will be unwilling to agree to merge with an over-valued bidder. Consequently, we expect hostile bids if bidders are overvalued. We estimate the following system of equations, again separately for bidders and targets:

\[
Y = \beta_0 + \beta_1 \cdot \text{ACTIV} + \beta_2 \cdot \text{StockPay} + \beta_3 \cdot 1_{\text{StockFin}} + \beta_4 \cdot 1_{\text{hostile}} + \{D\} + e \quad (4.7)
\]

In these equations, \(Y\) and \(\{D\}\) are as defined previously. In addition, \(\text{StockPay}\) represents the percentage of consideration paid in stock, measured as the value paid in stock divided by total transaction value. \(1_{\text{StockFin}}\) represents an indicator variable, equal to 1 if the transaction was paid in cash but financed by issuing new equity, and zero otherwise. The
4.7. DEAL-LEVEL RESULTS

indicator variable $1_{\text{hostile}}$ is equal to 1 if the target company's management or board of directors has a hostile attitude toward the transaction or issues a negative recommendation, and zero otherwise. The SDC database does not always have information about the form of payment and, to a lesser extent, the attitude of the target. Hence, the number of observations drops further, compared to previous results.

In Table 4.9, the left (bidder) columns show that stock payment, stock financing, and a hostile attitude are all significant and positively related to bidder mispricing. Overvalued firms are associated with a high average stock pay percentage, and more often finance M&A transactions with equity issues. This indicates that bidders use their overvalued equity to finance their acquisitions cheaply, and may aim to protect themselves from future drops in share price. Overvalued firms also place hostile bids more often, indicating that target firms do not see much value in the merger. These deal characteristics have no relation to the bidders' fundamental growth value. These findings provide further support for Hypothesis 1a. However, nonparametric standard errors are much larger than those under the assumption of i.i.d. residuals, indicating that these results are driven by bidders engaging in multiple bids. We should take caution, therefore, to not read too much in these results.

After controlling for deal characteristics, takeover activity continues to be positively associated with bidder overpricing, providing further evidence that bidders with overvalued equity that anticipate a future price correction. This finding becomes only stronger when standard errors are obtained nonparametrically. This adds further support to Hypothesis 2a.

We also examine how these attributes affect each value component for targets. The right (target) columns of Table 4.9 present results for target firms and show that, from all deal level characteristics, only stock payment explains $V_{F}^*$. This is a strongly significant effect (at a 1% level of significance). M&A transactions that involve stock payments are thus also associated with targets with significant growth value. It implies that overpricing by bidders is strongly and positively related to growth options value from targets. We therefore infer that overpriced bidders primarily select targets with strong growth potential, which provides further support for Hypothesis 1b. It can be seen from Table 4.9 that bootstrapped
Table 4.9: Bidders Buy Smart
Results from Eq. (4.7), i.e. a seemingly unrelated regression of fundamental growth options value \( V^*_F \) and excess pricing \( XSP \) on deal payment, deal financing, and deal attitude, as well as a set \{D\} of 13 sector dummies, 84 bidder country dummies, 129 target country dummies and 12 year dummies. Deal coefficients for sector, nation, and year dummies are not reported, but tested for joint significance. Results for bidders and targets are obtained separately. Normal standard errors are in round parentheses, bootstrapped standard errors are in square parentheses. ** and * and + indicate significance at the 1% level, 5% level and 10% level, respectively, based on standardnormal i.i.d. standard errors. ## and # indicate significance at the 1% level and 5% level, respectively, based on bootstrapped standard errors.

<table>
<thead>
<tr>
<th></th>
<th>Bidders</th>
<th>Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(I)</td>
<td>(II)</td>
</tr>
<tr>
<td>Takeover Activity</td>
<td>( V^*_G ) 0.376</td>
<td>( V^*_G ) 0.0796</td>
</tr>
<tr>
<td></td>
<td>( XSP ) 0.901</td>
<td>( XSP ) -0.0791</td>
</tr>
<tr>
<td></td>
<td>(0.22) + (0.26) **</td>
<td>(0.23) (0.15)</td>
</tr>
<tr>
<td>Deal Payment</td>
<td>[0.228] [0.328] ##</td>
<td>[0.252] [0.153]</td>
</tr>
<tr>
<td></td>
<td>0.00903 0.0157</td>
<td>0.0191 -0.00539</td>
</tr>
<tr>
<td>Deal Financing</td>
<td>-1.842 7.239</td>
<td>0.957 -1.498</td>
</tr>
<tr>
<td></td>
<td>(2.69) (3.17) *</td>
<td>(2.17) (1.38)</td>
</tr>
<tr>
<td></td>
<td>[3.008] [7.470]</td>
<td>[1.590] [1.179]</td>
</tr>
<tr>
<td>Deal Attitude</td>
<td>0.467 7.569</td>
<td>0.500 0.315</td>
</tr>
<tr>
<td></td>
<td>(0.96) (1.13) **</td>
<td>(0.86) (0.54)</td>
</tr>
<tr>
<td></td>
<td>[0.976] [4.868]</td>
<td>[0.777] [0.744]</td>
</tr>
<tr>
<td>Sector</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Country</td>
<td>YES**</td>
<td>YES</td>
</tr>
<tr>
<td>Year</td>
<td>YES*</td>
<td>YES**</td>
</tr>
<tr>
<td>Obs.</td>
<td>771</td>
<td>352</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.37</td>
<td>0.19</td>
</tr>
</tbody>
</table>
standard errors do not affect the validity of this result.

Finally, for targets, takeover activity is not significantly associated with a target’s overpricing after controlling for deal characteristics. This indicates that targets are selected that are less subject to overpricing, which has a cushioning effect on a future price correction. This is further evidence that bidders buy smart by selecting targets that have strong fundamentals, and adds support to Hypothesis 2b. Compared to Tables 4.7 and 4.8, the effect is now significant and has the expected sign. Again, nonparametric standard errors do not affect the validity of this result.

4.8 Conclusions

Considering the vast shifts in capital available for takeovers, the question of what drives these takeovers is of interest to a large group of scholars and practitioners. In answering this question, both rational explanations based on growth opportunities as well as behavioral explanations based on mispricing explanations have strong theoretical underpinnings and are backed by prior research in strategy and finance. We challenge an exclusive claim to wisdom from either strand of literature, and show that mispricing and rational growth options rationale coexist. This distinction explains merger activity by bidders that have high \( M/B \) ratios because they are overpriced, even though genuine growth potential is present. Simultaneously, we explain target selection by targets that have above-average \( M/B \) ratios, primarily because of fundamental growth potential (although some mispricing may remain).

4.8.1 Empirical Implications

First, bidders are overvalued. Bidders have on average less growth potential and more overpriced equity than targets and non-merging firms. When controlling for mispricing, growth options value decreases more for bidders than for other firms. Thus, although bidders seem to have growth options value, it is primarily caused by mispricing. Positive correlations with takeover activity show that bidders are able to time their bids smart; when bidders’ mispricing increases over time, so does the frequency of bidding announcements.
Finally, regressions show that these results persist after controlling for country, industry, and year effects.

Second, bidders buy smart and time smart. Targets possess more growth potential and less mispricing than bidders and non-merging firms. When controlling for mispricing, growth options value decreases to a lesser extent for targets than for other firms. Hence, although some overpricing exists, a target’s growth option value is based on fundamentals. Negative correlations of targets with takeover activity show that bidders time their acquisition smart; targets are undervalued relative to bidders when the bid is made. Buying fundamental growth may cushion bidders against a future drop in market value. Correlations semi-confirm (on a 90% confidence level) that targets are also undervalued relative to their fundamental value, an effect that persists after controlling for country, industry, and year effects.

These results follow only if more precise measures than conventional \( M/B \) or market-based growth options value are used such as fundamental growth option value. This measure is straightforwardly implemented by an intuitive decomposition of a firm’s share price. The market-based growth options measure – i.e., without correcting for mispricing – yields inconsistent results if used for bidders, and the fit can be substantially improved for targets by measuring fundamental growth options value.

Our decomposition of firm value offer new insights into each of the three value components. With respect to real options theory, this study is the first to provide evidence that takeovers confer significant embedded growth opportunities. It also shows, however, that correct application of real options theory is contingent on correct market valuations, takeover activity, involvement in a merger, the role of being a bidder or target and, more generally, time and sector differences. With respect to behavioral financing theory, this study validates untested predictions that follow from Shleifer and Vishny (2003), i.e., that high market values induce firms to bid for targets that are undervalued compared to the bidding firms. Our results are consistent with some firm- and deal characteristics. We have shown that these firms are likely to pay for the deal using their overvalued shares or finance it through equity issuance, and are more likely to conduct hostile takeovers. Bidding firms bid when takeover activity is high, and when future profit is likely to decrease.
The key contribution, however, lies in unifying arguments from both streams of literature and adding nuance to the rationality-irrationality dichotomy. Specifically, while Shleifer and Vishny (2003) argue that bidders select targets merely for being undervalued relative to the bidder, we show that these targets may also possess genuine growth potential. On the other hand, while real options theory predicts that takeovers are motivated by growth options value, we show that they are in fact triggered by overvalued equity. Thus, by considering the behavioral and growth option components simultaneously, this study shows that strategic arguments and behavioral finance are interrelated.

### 4.8.2 Future Research Directions

Integrating the two theories of takeover activity provides interesting directions for future research. We demonstrate the limitations of market-based measures for growth options value and offer a simple solution. While mispricing is a well-known factor in M&A, distinguishing between growth opportunities and mispricing may add further insights to previous studies in growth options value of international joint ventures and firm, industry, or country effects. Beyond the M&A context, the empirical framework is easily applied to other issues in business strategy. Additionally, our results validate real options explanations for takeovers, but call for analyses that pay specific attention to the irrationality in financial markets. Further theoretical development in real options theory may further explore the behavioral opportunities and pitfalls of the option to acquire.

More specific to the complicated nature of M&A transactions, we conjecture that the premium paid for target shares may be an important explanation for why targets go along with overpriced bidders, but future research is needed to address this question. Next, we have partly ignored the complexity of corporate takeovers, and this study does not integrate many previous findings on the selection of targets based on other grounds such as private information and managerial incentives. Since we have not controlled for such alternative explanations, future research could examine how these motives relate to the three components of market value.

The decomposition in this study can be applied to any setting in which market prices may deviate from fundamental value, and simultaneously have good reason to do so. The
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regression model that we use is thin, however, with book value, net income, and leverage being the only covariates. The decomposition of market-based growth options value could depend on other factors that affect growth options and mispricing. We have chosen to stay as close as possible to previous literature, but acknowledge that the specification leaves room for improvement.

We emphasize that fundamental growth options value and excess pricing are two residual terms, which we assume additively separable. However, these components are hard to tease apart or demarcate. For instance, we adjust for market sentiment using \( \hat{P} \) but use a single discount rate to take earnings to perpetuity. However, the market-based discount rate may need to be adjusted too if the markets are irrational.

From a practical perspective, growth options are an important concept for professionals who need to select profitable investment opportunities, and decide when to do so. From the recent burst of the U.S. real estate bubble and the subsequent condition of financial markets, the need to adjust for irrational pricing behavior has become abundantly clear. By incorporating irrationality into a rational decision framework, this study offers a tool to understand value creation in a modern, increasingly turbulent world.
Chapter 5

Real Options Diversification

This paper shows that the conditionality of investment decisions in R&D has a critical impact on portfolio risk, and implies that traditional diversification strategies should be reevaluated when a portfolio is constructed. Real option theory argues that research projects have conditional or option-like risk and return properties, and are different from unconditional projects. Although the risk of a portfolio always depends on the correlation between projects, a portfolio of conditional R&D projects with real option characteristics has a fundamentally different risk than a portfolio of unconditional projects. When conditional R&D projects are negatively correlated, diversification only slightly reduces portfolio risk. When projects are positively correlated, however, diversification proves more effective than conventional tools predict.
5.1  **Introduction**¹

When the future outcomes of a firm’s endeavors are unknown, a key strategy for dealing with such risk is betting on more than one horse. Successful research and development (R&D) policy therefore requires careful portfolio analysis to optimize the selection and the development of several concurrent alternatives. Diversification of risk plays a key role in this process. When the portfolio consists of risky R&D projects, however, conventional diversification arguments do not hold since conditionality causes the payoffs to become nonlinear. This is a direct result of the option characteristics that many R&D projects display.

Option characteristics follow from managerial flexibility to adjust decisions under uncertainty. Any possibility of altering a project as new information becomes available renders a project conditional. For instance, a project that is started now may be abandoned or expanded in the future, a decision based on a given performance criterion and usually taken when new costs need to be incurred. As the investment decision is conditional, it can be regarded as an ‘option’ that is acquired by making the prior investment. We will examine the differences between conditional and unconditional investments below, as well as their implications for portfolio analysis.

This paper examines diversification when conditional investment decisions are present in an R&D portfolio, and shows that reliance on traditional diversification strategies can be misleading. Negative correlation makes diversification a less effective instrument for eliminating risk amongst conditionally financed projects than for unconditional projects. Positive correlation, however, makes diversification more effective. As compared to unconditional projects, a portfolio of conditionally financed projects is less sensitive to changes in correlation when correlation is not highly positive, and risk is therefore more difficult to diversify. Our findings have implications for diversification strategies in portfolio analysis. This includes (but is not limited to) the strategic choice between a focused or diversified portfolio, diversification over time and risk measurement techniques such as Value at Risk (VaR), often used in risk management regulation.

¹This chapter is an updated version of my graduate thesis, required for the M.Phil. degree from Erasmus University. It was published in 2009 under the title “A Real Options Perspective on Portfolio Diversification” in Research Policy, Volume 38, pp. 1150-1158 (with Enrico Pennings and Han Smit).
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Real options analysis has become a well-known R&D project valuation technique for intertemporal risky investments in R&D. In their seminal paper, Black and Scholes (1973) consider equity of a real, levered firm as an option on its entity value. Using financial theory, Myers (1977) was the first to describe real options as "the opportunities to purchase real assets on possibly favorable terms". In the strategy literature, Bowman and Hurry (1993) and Bettis and Hitt (1995) propose real options theory as an alternative lens for looking at technology investments that closely resemble the behavior and characteristics of real options. In the R&D literature, Thornke (1997) indeed shows empirically that flexibility under uncertainty allows firms to continuously adapt to change and improve products. Hartmann and Hassan (2006) find that real options analysis is used as an auxiliary valuation tool in pharmaceutical project valuation. In this context, a basic implementation is provided by Kellogg and Charnes (2000), and more sophisticated option valuation models for pharmaceutical research have been developed by Loch and Bode-Greuel (2001). Lee and Paxson (2001) view the R&D process and subsequent discoveries as sequential (compound) exchange options. Cassimon et al. (2004) provide an analytical model for valuing the phased development of a pharmaceutical R&D project. The empirical literature also confirms that R&D yields the positively skewed distribution of returns that is typical of options. For instance, Scherer & Harhoff (2000) investigated innovations and show that the top 10% returns captured 48% to 93% of total sample returns. They refer to Nordhaus (1989), who postulates that 99.99% of invention patents submitted per year are worthless, but that the remaining 0.01% have high values.

In concurrence with this literature, we analyze conditionally financed projects as options. R&D typically has a high chance of failure and can be deemed risky. High-risk projects in R&D are generally explorative in nature; examples include basic and fundamental research, or R&D in response to important changes in a firm’s strategic environment. We will contrast the option-like projects to unconditional projects that typically

\footnote{The fundamental difference between real options and traditional discounted cash flow (DCF) valuation lies in the flexibility to adapt when circumstances change. Whereas DCF valuation assumes investments are fixed, an option is the right (not the obligation) to invest in R&D at some future date. If future circumstances are favorable, the option will be exercised; if not, the option will expire without any further cost. Such freedom of choice enables an investor to abandon the project in a timely manner so that further losses are avoided. Therefore, many unfavorable investments (with limited downside risk) can be financed by a few highly profitable investments (with unlimited upside potential). Profitable investments will account for the majority of returns, so the return distribution becomes positively skewed.}
behave similarly to equity shares, have a low chance of failure and are subject to less risk. Low-risk projects in R&D are often of an incremental nature; examples include ‘me-too’ inventions that imitate a successful competitor’s invention, or investments into an already commercialized product. We refer to the first group as conditionally financed projects, conditional projects, or real options. We refer to the second as unconditional projects.

Most real options studies have primarily examined projects in isolation. Engwall (2003), however, argues that every project takes off from, or is executed in, an organizational context. Real options should therefore also be considered as part of a portfolio. Brosch (2001) considers the influence of interacting real options within projects. These positive and negative interactions between options make a portfolio’s value non-additive. Our focus, however, is on option interactions between projects, and we focus on the risk of the portfolio.

Smith and Thompson (2003, 2005) postulate a project selection strategy in sequential petroleum exploration, where the outcome of the prior drillings can be observed before investing in the next drilling. We are also involved with real option selection, but focus on simultaneous (non-sequential) development. Multiple assets have been examined by Wörner et al. (2002, 2003), who describe a firm as a ‘baskět option’ that conducts several R&D projects, or as an option on a set of stochastic variables. Yet, as they focus on the value of a single claim that pertains to many random variables, their analysis does not derive results relevant to portfolio management (which inherently deals with the selection between multiple claims). Such rainbow or basket options are often used to describe R&D projects; Paxson (2003) surveys several real R&D option models and utilizes some of them in a case study.

When constructing an R&D portfolio, the selection of candidates comprises many important, non-monetary considerations. For example, Prencipe and Tell (2001) show that firms try to capture synergies that stem from learning processes. Several studies have therefore aimed to integrate risk diversification with expected costs and benefits, inter-project synergies, externalities, R&D quality and overall fit with the business strategy. Taking this angle, Linton et al. (2002) develop a framework that combines both quantitative and qualitative measures to rank and select the projects in a portfolio. In addition, Martino (1995)
describes several methods for R&D project selection including cluster analysis, cognitive modeling, simulation, portfolio optimization, and decision theory. While these sources are suitable for handling technical and physical diversification, they seem less appropriate for allocating financial resources, compared to the Markowitz (1952) diversification principle. Markowitz’s objective is to optimize risk given a return, or vice versa. Chien (2002) includes a survey of selection procedures and shows that several originated from Markowitz’s work. A recent R&D selection model that is based on that of Markowitz (1952) can be found in Ringuest et al. (2004). Unfortunately, the Markowitz diversification strategy only applies when the distribution of project returns is symmetric, an assumption that does not hold for R&D projects with conditionality. Our argument supplements the Markowitz criterion in that it explicitly considers real option characteristics; we create a skewed distribution by simulating many real options.

Using a portfolio of two investment opportunities, we show that although the risk of an R&D portfolio always depends on the correlation between projects, the dependence differs between conditional projects and unconditional projects. In particular, we find that when projects are positively correlated, the overall portfolio risk for conditional projects is lower than for unconditional projects. Diversification is an important argument to create a portfolio of such projects, because it is more effective than one would expect from unconditional investments. In contrast, when projects are negatively correlated, we find that the overall portfolio risk for conditional projects is higher than for unconditional projects. Moreover, under negative correlation, portfolio risk is less sensitive to changes in correlation as compared to unconditional investment projects. Diversification is therefore less effective than one would initially expect from unconditional investments, and more weight should be placed on non-diversification arguments to motivate a portfolio of such projects, such as synergies and spillovers.

This paper is organized as follows: in Section 2, the theory behind a portfolio of real options is conveyed. In Section 3 we present the model and its results. Section 4 is dedicated to the implications of our findings. In Section 5, we conclude and provide directions for future research. In the Appendices A and B, a proof of our findings is provided, as well as a means to extend our analysis to a more realistic setting.
5.2 Conceptual Framework

We analyze a portfolio of individual projects that await conditional investments, and represent each project by a simple call. A portfolio of calls is a valid way to describe reality if the portfolio’s constituents behave similarly to financial options. This happens if a portfolio consists entirely of conditionally financed projects, as is often found in pharmaceuticals, biotechnology, venture capital and software technology.

It is important to note that we examine a portfolio of multiple contingent claims. This differs from a single claim on several underlying stochastic processes, such as an option on the most valuable R&D project in a portfolio. A single claim does not fit our central goal of selecting and managing multiple claims. Each individual portfolio element may well be an R&D project or a venture facing several uncertainties and aiming for multiple markets, such that each element may be a rainbow or basket option. We study portfolios of these elements, however, and such portfolios consist of several claims (not their underlying values).

The symmetry of a project’s value distribution has an impact on portfolio diversification. For unconditionally financed projects, the symmetrical distribution allows for a ‘perfect hedge’, and a riskless portfolio can be created; when two equity shares are perfectly negatively correlated, one goes down by the amount that the other goes up and vice versa\textsuperscript{3}, so that all deviation is offset. In line with Markowitz (1952), we call this hedging mechanism the “diversification effect” on the risk of a portfolio.

However, when the projects are conditionally financed, below-average results are no longer offset by above-average returns and Markowitz’s (1952) diversification principle is no longer valid. Because the payoff from a call cannot fall below zero, an option already provides insurance against the negative payoffs by nullifying those payoffs that are lower than the exercise price. Hence, the value distribution of a portfolio of real call options becomes skewed from the left and ceases to be symmetrical. The would-be-negative payoffs are no longer available for diversification, and constructing a riskless portfolio is no longer possible. Paradoxically, in a portfolio of options, the option to abandon limits downside risk of the individual project, but complicates diversification and does not limit risk when

\textsuperscript{3}That is, when uncertainty is constant and equal for both shares.
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portfolio correlation is negative. In line with Jensen’s Inequality, we call this the ‘convexity effect’, which affects the diversification effect. In Section 6.3.1, we derive this result as we examine the variance of a conditionally financed portfolio more explicitly.

In the next section, we will develop a Monte Carlo simulation model to show the effect of risky projects on a portfolio of R&D projects. The procedure is straightforward and can easily be used in practice with other portfolio selection criteria. Before we proceed, however, a proper description of our research subject is appropriate. This paper exclusively focuses on the risk (not the value) of a portfolio of options, and is therefore a supplement to the previously mentioned portfolio selection criteria. Their importance notwithstanding, for the sake of argument we group all these criteria under the heading of “non-diversification criteria”. “Uncertainty” in our portfolio is completely determined by how the value of projects varies. Portfolio variance is a well-known measure for this dispersion, used in the financial sector under Basel II regulations. We confine our analysis to the relation between market values of projects, and assume the project costs to be independent and known. We prefer this setup because modeling more than one source of uncertainty would cause our results to become confounded. To more accurately reflect reality, the procedure can be easily extended to accommodate two or more related stochastic processes, such as uncertain costs and benefits.

5.3 METHODOLOGY AND RESULTS

5.3.1 Simulation Model

To find the volatility of an option portfolio, we estimate the volatility of payoffs for each option. We model a portfolio with two projects $i \epsilon \{1, 2\}$. Unless we consider the special cases in Section 6.3.1, it is not possible to determine the risk of an option portfolio analytically since the joint distribution of options is not analytically tractable. Instead, we model the behavior of both end-of-R&D values projects $V_i$ by a simple normal distribution, defined as follows:

$$V_i = \mu_i + \sigma_i \varepsilon_i$$  \hspace{1cm} (5.1)
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where $\mu_i$ is the project value, $\sigma_i$ is the standard deviation of project values when the project is completed and $\varepsilon_i$ is a random draw from a standard normal distribution. Assuming no dividend payouts for each project $i$, we calculate the option value $OV_i$:

$$OV_i = \max[V_i - X_i, 0]e^{-rT}$$ (5.2)

where $X_i$ is the investment needed to start or acquire the project, $r$ is the discount rate and $T$ is project $i$’s time to completion. The value of the project can now be calculated by taking the average value of equation (5.2) over $R$ simulation rounds, with $OV_{ij}$ representing the result of a single simulation round for $OV_i$. As the number of rounds increases, this value converges to its true value. To observe how project values are distributed, the volatility of a single option can be found as follows:

$$\sigma_{OV_i} = \sqrt{\frac{1}{R} \sum_{j} (OV_{ij} - OV_i)^2}$$ (5.3)

Extending to a portfolio of two projects, the relation between underlying values (not the option values) is measured by means of a correlation coefficient $\rho_{12}$ between $\varepsilon_1$ and $\varepsilon_2$. Assuming multivariate normality, the correlation between any number of assets can be calculated using the Cholesky decomposition. This process, as well as constructing a consistent variance-covariance matrix for cases where $i > 2$, is described in Section 6.3.2.

For the two variable case, independent samples $y_1$ and $y_2$ are taken from a univariate standardized normal distribution and the correlated samples $\varepsilon_1$ and $\varepsilon_2$ are calculated as follows:

$$\varepsilon_1 = y_1$$ (5.4)

$$\varepsilon_2 = \rho_{12}y_1 + y_2\sqrt{1 - \rho_{12}^2}$$ (5.5)

From one set of independent samples $y_1$ and $y_2$, we generate 21 pairs of correlated samples $\varepsilon_1$ and $\varepsilon_2$ (ranging from $\rho_{12} = -1.0$ to $\rho_{12} = 1.0$ with step size 0.10) by inserting the independent sample values into equations (5.4) and (5.5). Because, under the assumption
of correlation between project values but no interactions between the options, the value of the portfolio is the sum of the project values $i$,

$$p_f = \sum_i OV_i, \quad (5.6)$$

and the value of the portfolio can be calculated for each correlation. However, we are concerned with portfolio risk (measured by the variance of the summed option values) rather than the value of a portfolio of options. Similar to the case for a single option, the estimate of portfolio variance is based on a simulation of portfolios $p_{f_j}$ for $j = 1, ..., R$ and averaging over $R$:

$$\hat{\sigma}_{p_f} = \sqrt{\frac{1}{R} \sum_j (p_{f_j} - \bar{p_f})^2} \quad (5.7)$$

As a numerical example, we can show a potential simulation round using the numbers from the bivariate base case described in Figure 1. Assume one set of draws from the univariate distribution are the following: $y_1 = 0.5$ and $y_2 = -0.25$. Using equation (5.5), this independent pair of draws leads to 21 correlated pairs, including (for $\rho_{12} = -0.2$)

$$\varepsilon_1 = 0.5;$$

$$\varepsilon_{2, \rho=-0.2} = -0.2 \times 0.5 - 0.25 \times \sqrt{0.96} \approx -0.34.$$  

Using equation (5.1), if the underlying values are somewhat negatively correlated and uncertainty is 25%, a feasible realization would be

$$V_1 = 20 + (25\% \times 20) \times 0.5 = 22.5;$$

$$V_2 = 20 + (25\% \times 20) \times -0.34 = 18.3$$

The value of each project and the portfolio is calculated using equation (5.2):

$$OV_1 = \max[22.5 - 25, 0]e^{-rT} = 0$$

$$OV_2 = \max[18.3 - 25, 0]e^{-rT} = 0$$
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\[ pf = 0 + 0 = 0 \]

This procedure is repeated \( R \) times for each of the 21 correlations. Of the resulting 21 correlation-specific sets of \( R \)-sized portfolio values, we calculate portfolio risk using the variance of the portfolio values and plot it against the correlation. In all graphs, portfolio risk is normalized by dividing over the summed variance of two independent calls. If we treat the two projects as unconditional, we would have used equation (5.3), leading us to calculate a ‘naive’ portfolio variance, as described below.

### 5.3.2 Simulation Results

The curved, solid line \( \sigma_{pf}^2 \) in Figure 5.1 shows the cumulative variance of 21 \( \rho \)-specific option pairs. As this paper is exclusively concerned with portfolio risk and our results cannot be compared with other pricing methods such as the seminal Black–Scholes equation\(^4\), no further option values are reported. Nevertheless, values have been used in equation (5.7) to construct the variance, our measure for dispersion. To illustrate the difference between the actual portfolio risk and the calculated risk when using Markowitz diversification, we add a dashed line \( \tilde{\sigma}_{pf}^2 \) that shows the variance of the projects if we (wrongly) assume Markowitz diversification to be valid. This would only be appropriate if the separate projects are unconditional and behave as equity shares. The solid line connects the portfolio variance for 21 different correlations and for the dashed line, the following well-known formula to calculate portfolio variance is used:

\[
\sigma_{pf}^2 = \sigma_{OV1}^2 + \sigma_{OV2}^2 + 2\rho \sigma_{OV1} \sigma_{OV2} \tag{5.8}
\]

Using equations (5.2) and (5.3), this line has the variance of individual option values \( OV_1 \) and \( OV_2 \) as inputs for \( \sigma_{OV1}^2 \) and \( \sigma_{OV2}^2 \). We observe that at \( \rho = 0 \), the variance of unrelated projects is the same for both \( \sigma_{pf}^2 \) and \( \tilde{\sigma}_{pf}^2 \). A third, dotted line \( \sigma_0^2 \equiv \tilde{\sigma}_{pf,\rho=0}^2 = \sigma_{OV1}^2 + \sigma_{OV2}^2 \) shows that the first line \( \sigma_{pf}^2 \) is cushioned towards a special case of \( \tilde{\sigma}_{pf}^2 \), which

\(^4\)Our results also persist for other stochastic processes such as the geometric Brownian motion, on which the Black & Scholes option pricing model is built. Under this process, the project value’s changes, instead of levels, would be normally distributed. This process is arguably more suitable for modeling skewed R&D project values, but causes an additional asymmetry in the distribution of portfolio values. To isolate the effects of the (also nonlinear) investment option, we choose a symmetrically distributed process; this makes it no longer possible to compare our results with other models.
Figure 5.1: Simulated Risk for Two Identical Investment Opportunities
Using portfolio variance as a measure for risk, the cumulative variance of two simulated call options changes along with the correlation between the underlying values. Using Equation (8) for calculating portfolio risk would be naive, as it neglects option characteristics. The correct portfolio risk is graphed by the variance of the sum of option values (values are obtained through simulation and not reported); portfolio risk is normalized by dividing over the summed variance of two independent calls. The correct variance develops similar to naive variance, but is compressed towards the horizontal line, i.e., portfolio variance when projects are independent ($\rho = 0$). Simulation parameters are the number of trials ($R = 50,000$), number of options ($n = 2$), project volatility ($\sigma_1 = \sigma_2 = 25\%$), amount invested ($X_1 = X_2 = 25$), project market value ($V_1 = V_2 = 20$), a discount rate ($r = 20\%$) and time to completion: ($T = 18$ months). No intermediate (dividend) payments are made.
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represents a portfolio of completely unrelated options or options that are both separate and unrelated.

The difference lies in the interpretation of the correlation coefficient $\rho$ that measures the correlation between projects (the horizontal line $\sigma_0^2$ illustrates the degenerate case where $\rho$ is zero). In the case of the naïvely calculated variance $\tilde{\sigma}^2_{Pf}$, the projects are correlated one-to-one with the projects’ market values and $\rho$ is a constant. In the case of the correct variance $\sigma^2_{Pf}$, however, co-movement between real option projects is a function of market value and the probability that a project is terminated\(^5\). This probability, in turn, depends on the moneyness of the call options, the correlation between project values and the volatilities of each project value. A manager who doesn’t recognize real option

\(^5\)This fact has also been used in the theoretical derivations of our results in Section 6.3.1.
characteristics would end up calculating risk naively, and Figure 5.1 illustrates how naively calculated risk may differ from correctly simulated risk.

In Figure 1, the naive portfolio variance at $\rho = 0$ is equal to the simulated variance of the portfolio and the separate options. We also see that both $\tilde{\sigma}_{p_f}^2$ and $\sigma_{p_f}^2$ are reduced when projects are less than perfectly positively correlated, and that two perfectly positively correlated projects have a variance of 200% compared to $\sigma_0^2$, as proven in Section 6.3.1. When the projects are negatively correlated, both $\tilde{\sigma}_{p_f}^2$ and $\sigma_{p_f}^2$ are less than $\sigma_0^2$. All of these diversification effects are in line with the theory proposed by Markovitz.

The ‘convexity effect’, however, limits the most severe value drops but leaves all positive development intact, so that project payoffs are non-linear and the value distribution becomes skewed. Figure 5.1 and Section 6.3.1 both show that when individual projects can no longer be offset, naively applying Markowitz diversification may lead to significant miscalculations of risk. This is caused by the interaction between the diversification and convexity effects, which has both positive and negative consequences. When projects are positively correlated, the cushioning of convexity enhances diversification and overall risk becomes lower than under Markowitz diversification. When the projects are negatively correlated, however, the cushioning of convexity hampers the diversification effect, leading to a less effective hedge. As a consequence, options are more complex instruments for diversification than stock. In terms of the effect that correlation has on risk, the sensitivity of unconditional risk to changes in correlation is generally smaller than for unconditional risk, up to a correlation of about $\rho = 0.60$. For negatively correlated projects in particular, diversification changes the portfolio’s risk only slightly. Stated more precisely, the variance of a conditionally financed portfolio is compressed towards the cumulative variance of two independent options. The range of a conditionally financed portfolio is smaller than the range of an unconditional portfolio, but the minimum is higher than the unconditional portfolio’s minimum. We can formulate the following hypotheses:

**H1:** For positively correlated project values, conditionally financed projects diversify risk better than unconditional projects.

**H2:** For negatively correlated project values, unconditional projects diversify risk better.
than conditionally financed projects.

5.3.3 Robustness Analysis and General Applicability

The base case (Figure 5.1) shows what happens when two simple and identical options are out of the money. This setting is typical of many R&D projects. Four panels in Figure 5.2 show results of simulated options that have a lower volatility (Panel A), a different volatility (Panel B), are at the money (Panel C) or in the money (Panel D). In all these situations, the convexity effect persists. Changes in other parameters such as the discount rate have no effect on the results. In Panel A, we halve the volatility so that the project is not in the money until the value is equal to $\mu + 2\sigma$. In R&D, this means that the project is not continued in about 97.5% of the cases and hardly any of these projects are available for risk diversification. As a consequence, the diversification effect is nearly absent and all we see is the convexity effect; we might just as well not diversify at all. In the less extreme case when volatilities differ, Panel B shows that portfolio risk is less sensitive to changes in correlation than in Figure 5.1 and diversification is still quite ineffective. The unit change on the y-axis indicates that in this case, zero variance cannot be achieved by naive calculation either. When the moneyness increases in Panel C and Panel D, the curves move towards the straight line and our results become less distinct. This reflects the familiar fact that deeply in the money options will behave similarly to the underlying stock. As a consequence, the convexity effect becomes less pronounced and the diversification effect starts to dominate. In R&D, this means that if the value of the project is much higher then its costs, conditional financing doesn’t make a large difference because the project will be exercised anyway.

Some general remarks can be made on applying our model to practice. Many projects are funded by multiple finance or subsidy rounds and our simple calls represent the last phase. A more complex example involves an R&D project that is split up into stages such that certain requirements must be met before it can enter the next development phase. This project design involves several ‘compound’ options, as each conditional investment is an option on the next phase. R&D in the pharmaceutical industry, for example, is typically characterized by six stages of development. This means that investing in the sixth phase is
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conditional upon completion of the fifth phase, which requires investments conditional on
the fourth phase, etc. These more realistic features can easily modeled by using compound
options in the simulation. In the compounded case, we are stacking ‘effect on effect’. This
is not demonstrated here since such simulation results are highly dependent on the success
of entering the next round. Arbitrarily chosen input parameters (especially for several
stages) will have a critical influence on the portfolio variance and conceal the convexity
effect. Compound options can easily be put to practice by means of the closed-form model
of the successive phases from R&D to commercialization, developed by Cassimon et al.
(2004). Likewise, simulation makes implementing other realistic features such as uncertain
costs or time-to-completion straightforward. That, however, would also drive us away
from the essential portfolio diversification problem.

For ease of exposition, we have limited the analysis to the smallest portfolio possible-
a portfolio of two projects. The effect is also observable when we increase the number of
assets. If we introduce a third asset and keep the step size fixed at 0.10, for example, then
21 correlated samples are ranked similarly for every random variable. For the 3-variable
case we have a grid of 21 correlation points between variable 1 and 2, 21 between 1 and
3 and 21 between 2 and 3. Section 6.3.2 describes how a simulation procedure can be
developed for three and more projects by constructing a consistent correlation structure,
as in Hull (2006)\(^6\).

5.4 IMPLICATIONS

The implications of our results can be readily applied to any research policy that concerns
simultaneous development of projects, subject to conditional financing. While various ex-
amples may illustrate this, we limit ourselves to three: static diversification, diversification
over time and capital reserve regulations that protect an organization from bankruptcy.

\(^6\)At the same time, the number of possible correlations is smaller than 63. If, for instance, two projects
\(c_1\) and \(c_2\) have a negative correlation of 0.99, the third cannot be highly correlated with both at the same
time. In this three-variable case, the correlation between \(c_1\) and \(c_2\) and a third, single option can only be
defined on the complete interval \([-1, 1]\) when the correlation of the two projects \(c_1\) and \(c_2\) is held constant
at \(\rho = 0\).
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5.4.1 Focus or Diversify?

An example of an application of our framework lies in resource allocation for a geographical area, in order to effectively spur innovation. For instance, a government may want to stimulate economic activity in a certain area. Does a government prefer to focus business activities, in order to create a specialized technology area such as Silicon Valley? Or would it diversify in order to prevent over-dependence on a few industries, which has proven problematic in Detroit, an area focused on construction and car manufacturing?

Our results provide an argument based on the risk characteristics of individual firms in both areas. Especially in an innovative field such as information technology, a start-up is often a risky business with option characteristics. This is not true for construction and manufacturing. We have shown that the risk of a group of positively correlated start-ups is lower than one would expect if conditionality is ignored. Hence, diversification can be a good argument for grouping innovative companies, as risk is more effectively reduced than within industries with a more stable cash flow. Therefore, total risk in Silicon Valley is not easily increased, even when moderate positive correlation exists between the value drivers of the region’s companies. In Detroit, however, diversification is an important factor in the region’s development.

5.4.2 Diversification Over Time

An important implication concerns the different effects of diversification as the portfolio matures: when positively correlated projects are still young and in the R&D phase, a portfolio consisting of such projects is less risky than one would expect. But as successful projects mature, uncertainty resolves and option characteristics become less relevant, so that the same correlation between projects leads to more diversification risk. As a result, portfolios need restructuring when projects evolve and policy makers need different diversification criteria over time. Each individual project’s milestone will modify the risk characteristics of the portfolio as a whole. To minimize overall portfolio risk, for instance, some of the matured projects may therefore be sold in exchange for more negatively correlated projects with low-risk.

Put differently, Figure 5.1 indicates that risk first develops as the curvature, and later
as the straight, dotted line. The gentle slope of the curve shows that although the risk of positively correlated ventures is still higher than the risk of negatively correlated ventures, the difference doesn’t matter as much as standard portfolio theory predicts. Therefore, structuring a portfolio to minimize variance is not as important in the early stages: non-diversification arguments may still provide good reason to combine these projects, but risk reduction isn’t one of them. Until the projects mature and risk diminishes, negatively correlated risky projects are less attractive portfolio candidates for risk diversification. When ventures mature, diversification becomes more important and the risk characteristics of positively and negatively correlated ventures become more pronounced.

This can be observed in the pharmaceuticals sector, where many small firms successfully focus on a few drugs, rather than become part of a portfolio of a large, diversified company. Why is risk diversification not necessary for small research ventures to be successful in such a risky business? One well-known argument is that in the early stages of development, economies of scale (for example in marketing) are not feasible yet. Another is that the R&D process is differently organized for small ventures than for big companies. Our results provide an additional argument for this phenomenon: under conditional financing, a strong focus only marginally increases the risk of the portfolio while it may strongly contribute to non-diversification criteria (such as synergies and spillovers) and preserve the upward potential. Only after several milestones have been completed do the results of these R&D programs become less uncertain; the cushioning by the convexity effect disappears and the projects behave more like stocks. In these later stages, the risk becomes more sensitive to changes in correlation, diversification of risk becomes important and the venture may well be sold to a diversified company.

In this context, it may be useful to provide examples of positively and negatively correlated risk. Positively correlated risk can be partially ascribed to non-diversifiable market risk. Another part may be ascribed to the medical context, if projects develop drugs for ‘complementary treatment’. An example is the treatment of HIV, where a combination of three drugs is prescribed; if the side effects of one drug become less severe or effectiveness improves, the value of all three drugs will increase, since the quality of the treatment increases. Another example are drugs that treat closely related disorders such as lung
cancer and cardiovascular diseases. Often, both have a common cause, such as an unhealthy lifestyle. When a patient can be treated for one illness, he or she will live longer and odds increase that he or she will suffer from the second illness. Ironically, this is good news for investors as the market value of both drugs increases. An example of negatively correlated risk are two development programs that aim to cure similar diseases; if one program yields a major discovery, the value of the other program automatically goes down.

The problem in both examples can be described by a trade-off between focus and diversification; when focusing, $\rho > 0$, and conditional portfolio risk is lower than than standard portfolio theory might suggest because the diversification effect is cushioned by the convex nature of options. When diversifying, $\rho < 0$, and the cushioning of convexity causes diversification to be less effective than would be expected from standard diversification arguments.

The implications of diversification over time can be summarized by the effectiveness of risk management; risk diversification is not important until other uncertainties (that justify conditional financing) have been resolved. In other words, when an investor’s risk is minimized by a milestone financing requirement, choosing negatively correlated projects will not diversify the risk much further. Rather, having a strong focus is not as risky as one would expect, and non-diversification arguments are more important selection criteria. Until the correlation becomes more than moderate, diversification has an insignificant effect on total risk as long as other factors justify conditional investment decisions.

5.4.3 Capital Reserves

Using variance as a measure of risk lies at the basis of common financial risk measures such as Value at Risk (VaR). Over the period that a portfolio is held, it measures the value of the portfolio at risk that for a given confidence interval. Similar to our ‘naively’ constructed portfolio, the most common VaR model assumes portfolio value to be linearly dependent on the value of the underlying assets. In the R&D setting, however, this relationship is linear only between portfolio value and the value of the options.

When the number of conditional projects is sufficiently large, the value of the portfolio becomes normally distributed. If the number of conditional projects is not sufficiently
large, our results imply that the linearity assumption is inappropriate. To determine the VaR correctly, the variance of a portfolio should be simulated to construct the confidence interval. We show that the standard deviation is significantly higher if projects are negatively correlated, and naively calculated variance leads to an underestimation of VaR. As an international standard for creating capital reserves regulations, the Basel Accords may recommend simulation as a tool for risk assessment. This is true particularly for industries in which conditional investment decisions are common practice.

5.5 Conclusion and Future Research Directions

In this article we have shown that the presence of conditional financing in R&D may invalidate diversification strategies for portfolio construction. Under negative correlation, emphasis should be placed on other (non-diversification) arguments when constructing a portfolio. Under positive correlation, by contrast, the advantages of diversification are larger than one may expect using Markowitz diversification. We have also demonstrated that due to the convexity of high-risk projects, the sensitivity of portfolio risk to correlation is smaller for high-risk projects than for low-risk projects.

The difference in risk between high-risk and low-risk projects can be quite substantial; for two negatively correlated risky projects of about $\rho = -0.5$, the uncertainty is reduced by only 10%/50% = 20% as compared to low-risk uncertainty reduction. For $\rho = +0.5$, the uncertainty is increased by only 30%/50% = 60% as compared to low-risk uncertainty. These differences can easily become more dramatic (Figure 2A shows that diversification may become impossible for negative correlations), and our findings are robust to changes in the parameter structure of the model. We have provided examples to show why this is important for R&D portfolio analysis.

An important implication of our work is that when evaluating the risk of a portfolio of risky R&D opportunities, it is not sufficient to merely examine the risk-return properties between projects. It is also important to determine the presence of conditional investment decisions before drawing conclusions on how effective a project will be at reducing the risk of the portfolio. Furthermore, policy makers may need to change their selection criteria over
time. As companies mature and the need for conditional financing disappears along with uncertainty, diversification of successful projects becomes more important in the future.

Extending the model in several ways facilitates the analysis of portfolio risk under more specific circumstances. As we have shown, one can easily construct a portfolio with projects that differ in volatility, time to maturity and moneyness. It is also possible to compound several options when additional parameters (such as success probabilities) are known. Using Section 6.3.2, it is easy to extend the analysis to a large portfolio, with each project having its own distinct features such as the required investment outlay, estimated date of completion and volatility of market value.

Applying our model in real-world case studies may yield interesting results in the future. The simulation procedure remains the same for several underlying stochastic processes and may include other case-specific properties such as mean reversion, barriers or autocorrelation. It is also possible to account for synergies on the cost side. To explore these directions, however, and to compare empirical results with our framework, real-life data is needed to provide realistic input parameters. Our study demonstrates the complexity of options in a portfolio context, but when additional information on project parameters is available to tailor the model to a specific problem, our framework can be helpful in formulating and assessing research and development policy by public and private parties.
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6.1 Appendix Chapter 2

Growth Options and Market Risk (Cao, Simin and Zhao 2006)

To link idiosyncratic risk to growth options, Cao et al. (2006) use the Galai and Masulis (1976) model, which expresses the value of equity $S$ as a European call option on the value of the firm’s assets $V$:

$$ S = VN(d_1) - e^{-r f T} DN(d_2) $$

(6.1)

where $D$ is the face value of debt, $r_f$ is the risk-free rate, $T$ the time to maturity, $d_1 = [\ln(V/D) + r_f T]/\sigma \sqrt{T}$, $d_2 = d_1 - \sigma \sqrt{T}$ and $N(.)$ is the cumulative normal probability of the unit normal variate $d_1$. In the presence of debt, all equity investments have only limited liability: as financial leverage increases, equityholders have an increasingly valuable option to default and more risk is borne by debtholders. Cao et al. (2006) show that the risk of equity $\sigma_{s}^2$ is increasing in idiosyncratic variance of the firm’s assets $\sigma_{s}^2$:

$$ \sigma_{s}^2 = \left( \frac{\partial S}{\partial V} \right)^2 \left( \frac{\partial V}{\partial S} \right)^2 \left( \frac{\partial S}{\partial V} \right)^2 \sigma^2_{eV}. $$

(6.2)

Here, total asset variance $\sigma^2$ is decomposed into a systematic part correlated with market return variance, $\beta^2_{s} \sigma^2_{eM}$, and a nonsystematic part $\sigma^2_{eV}$. Eq. (6.2) implies that the idiosyncratic volatility of equity increases when the idiosyncratic variance of the firm increases. Because of the contingent claim nature of equity, shareholders of the firm are better off
when investments are selected that increase idiosyncratic firm variance, as growth options do.

From the Galai and Masulis (1976) representation in Eq. (6.2), one can express the change in firm equity value by the standard Black-Scholes differential equation,

\[ dS = \frac{\partial S}{\partial V} dV + \frac{\partial S}{\partial t} dt + \frac{\partial^2 S}{2\partial V^2} V^2 dt. \]

Dividing by \( S \) and letting \( dt \) go to zero, they obtain

\[ \lim_{dt \to 0} \frac{dS}{S} = \frac{\partial S}{\partial V} \frac{dV}{V} - \frac{\partial S}{\partial V} \frac{dV}{V} \frac{V}{S}. \]

where \( dS/S \) can be interpreted as the rate of return on equity \( r_s \) and \( dV/V \) as the rate of return on a firm’s assets \( r_V \):

\[ r_s = \frac{\partial S}{\partial V} \frac{V}{S} r_V. \]

This implies that \( \sigma_S^2 = (\frac{\partial S}{\partial V} \frac{V}{S})^2 \sigma_V^2 \). Since project beta and equity beta are (scaled) covariances between the market’s return \( r_M \) and, respectively, asset and equity returns, the equality can be re-written as

\[ \beta_S \equiv \frac{\partial S}{\partial V} \frac{\text{cov}(r_s, r_M)}{\text{var}(r_M)} = \frac{\partial S}{\partial V} \frac{V}{S} r_V. \] (6.3)

If we differentiate the Black-Scholes equation, we obtain

\[ \frac{\partial S}{\partial V} = N(d_1) + V N'(d_1) \frac{\partial d_1}{\partial V} - X e^{-r_f T} N'(d_2) \frac{\partial d_2}{\partial V}, \]

where it can be shown from the definition of \( d_1 \) and \( d_2 \) and their derivatives that \( \partial d_1 / \partial V = 1/V \sigma \sqrt{T} = \partial d_2 / \partial V \) (e.g. Hull, 2002). As a result, the latter two terms cancel and

\[ \frac{\partial S}{\partial V} = N(d_1). \]

We can substitute this result into Eq. (6.3) and obtain

\[ \beta_S = N(d_1) \frac{V}{S} \beta_V. \]
If we now substitute Eq. (6.1) for $S$ and divide by $VN(d_1)$, the result becomes

$$\beta_S = \frac{VN(d_1)}{VN(d_1) - D e^{-r T} N(d_2)} \beta_V$$

or

$$\beta_S = \frac{1}{1 - (D/V)e^{-r T} N(d_2)/N(d_1)} \beta_V.$$ 

Since $0 \leq N(d_1) \leq 1$, it follows that $\partial S/\partial V > 0$ and since $D/V < 1$ and $e^{-r T} < 1$ and $N(d_1) \geq N(d_2)$, it follows that $\beta_S \geq \beta_V \geq 0$ and $\frac{\partial S}{\partial S} < 0$. 
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6.2 Appendix Chapter 4

Growth Options Value and Economic Profit

The value of the firm can be expressed as the sum of (1) invested capital that creditors and shareholders have entrusted to the firm over the years (CI), defined as

$$V = CI + PV(EP),$$

and (2) the present value (PV) of all of the firm’s expected economic profit (EP)

where $PV(EP)$ consists of a current-level EP component, as well as an EP growth component that depends on the firm’s investments in future growth opportunities:

$$PV(EP) = PV(Current\ EP) + PV(EP\ Growth)$$

Combining these equations, firm value ($V$) can be rewritten as

$$V = CI + PV(Current\ EP) + PV(EP\ Growth)$$

where CI and PV of Current-Level EP are the value of assets in place (i.e., $V_{Alp}$), and PV of EP Growth measures the value of growth options (i.e., $V_{GO}$). To calculate $V_{GO}$, we solve and scale by firm value ($V$):

$$V_{GO} = \frac{[V - CI - PV \ of \ Current-Level\ EP]}{V}.$$  

The PV of Current-Level EP is current-level EP, perpetually discounted by the cost of capital. For a single year, current-level EP can be expressed as\(^1\)

\(^1\)EP can be negative, if capital $CI \times Wacc$ is larger than NOPLAT. In economic terms, this means that the invested capital (or retained earnings invested in capital) will cost a shareholder money, and that this investment should be better been paid out as a dividend. The present value of current-level EP is an annuity, and value destruction (i.e., negative EP) will lead to a negative present value. As a consequence, value destruction will lead to growth options that exceed firm value.
\[ EP = NOPLAT - CI \times WACC \]

where NOPLAT is the firm’s net operating profits less adjusted taxes. It is calculated by deducting all income taxes from operating profit and adjusting for increases/decreases in deferred taxes (from the balance sheet), which is a source of cash. If deferred taxes are known from the previous year are not known, no adjustment is made. WACC is the weighted average cost of capital, defined as

\[ WACC = \frac{D}{D+E} (1 - T) k_d + \frac{E}{D+E} k_e \]

where total debt \((D)\) is the sum of long and short term debt, the market value of equity \((E)\) equals share price x total common shares outstanding, and income tax \((T)\) is set at 30%.

The cost of debt \((k_d)\) is calculated iteratively using interest coverage ratios and default spreads, as in Damodaran (2002). If the earnings are negative, we average earnings over the past five years. When companies are small (i.e., assets worth less then $10m), we use different spreads. For financial firms, we also use different spreads.

The cost of equity \((k_e)\) is found using a standard capital asset pricing model using five-year adjusted betas.\(^2\) The most recent date is the same as for determining market value (see Section 4.1). The index used is the S&P 500 Composite Index. The market risk premium is assumed to be 8%. For each year, the corresponding average 10-year Treasury Bill rate is added to the spreads.

---

\(^2\)Beta is the slope of regressing the security returns on the index. We therefore estimate beta over a rolling window of the current year and the 4 preceding years. Using weekly data, we have about 250 observations per estimate, while daily volatility does not affect the estimates. If less than 4 years are available, a one-to-three year estimate of \(\beta\) or \(k_e\) is used. We use Bloomberg’s adjusted betas, which yield the most realistic \(k_e\)s of about 10-20%, and estimates future instead of historical betas. Adjusted betas equal \(0.67 \times \) Raw Beta + 0.33 \(\times\) 1, to adjust for their long-term tendency to converge toward 1.
6.3 Appendices Chapter 5

6.3.1 Explicit Derivation of Main Results

To examine the variance of a risky R&D portfolio more closely, an analytical treatment of our theoretical framework will convey what happens when the correlation is perfectly positive, negative or absent. Because of the nature of options (i.e., the max operator), the variance of a single call option consists of two properly weighted variances, namely one variance in case the call value is positive — which we will denote by \( \text{Var}(c^+) \) — and one for the case the outcome is zero:

\[
\text{Var}(\max(V - I, 0)) = w_1\text{Var}(V - I) + w_2\text{Var}(0) = w_1\text{Var}(c^+) \tag{6.4}
\]

where \( w_1 \) and \( w_2 \) are the appropriate weights. The key to an analytical derivation of the variances is recognizing the outcome possibilities that exist in each of the three correlation scenarios, and construct a single variance from there, using a variance decomposition formula that is defined as:

\[
\text{Var}(X) = E[\text{Var}(X|Y)] + \text{Var}(E[X|Y]) \tag{6.5}
\]

We will consider a portfolio of two simple investment opportunities (calls) that are exactly equal two each other. Both require an investment \( X \) that is, by assumption, equal to the expected value of the project (for ease of notation, we drop the subscript \( i \) that we introduced in Section 3.1):

\[
X_1 = X_2 = X = E[V_T] \tag{6.6}
\]

As a consequence, for at the money options, each call will be distributed around \( E[V_T] \) (again, we drop the subscript \( i \)):

\[
\Pr(V_T > X|X = E[V_T]) = \Pr(\varepsilon > 0) = 0.5; \varepsilon \sim N(0,1) \tag{6.7}
\]

Furthermore, since both calls are identical, we know that the probability of being in
the money is equal for both calls $i, j$:

$$Pr(V_{i,T} > X) = Pr(V_{j,T} > X) \quad (6.8)$$

The cases of perfectly positive, negative or absent correlation differ only in the correlation that exist between two projects, and each will yield a different expression for the portfolio variance, as expressed in terms of the option components’ variance in 6.4.

Perfectly positively correlated projects

For $\rho = 1$, either both calls are in the money or both calls are out of the money. This means that the portfolio consists of two possible outcomes:

$$Pf = (c_1^+ + c_2^+ | V_1 > X, V_2 > X) + (0 | V_1 < X, V_2 < X)$$

Because of equation 6.7 and equation 6.8, each outcome is equally likely. In this case (denoting the positive part of the portfolio by $Pf^+$ and the negative by $Pf^-$), the variance composites on the right-hand side are:

$$Var_{pf^+} = Var(2c^+ | V > X) = 4 \times Var(c^+ | V > X)$$
$$Var_{pf^-} = 0$$

Furthermore, we know that $E[pf^+] = 2E[c^+]$ since both projects are identical. From equation 6.5, it follows that the portfolio variance of a portfolio is:

$$Var(pf | \rho = 1) = \frac{4Var(c^+) + 0 + (2E[c^+] - E[c^+])^2 + (0 - E[c^+]^2)}{2}$$
$$= 2 \times Var(c^+) + E[c^+]^2$$

Perfectly independent projects

For $\rho = 0$, we know from equation 6.7 and equation 6.8 that each option can be in the money or out of the money with equal probability. In this case, we can therefore distinguish 4
possible outcomes:

\[
P_f = (V_1 - X | V_1 > X, V_2 < X) + (V_2 - X | V_1 < X, V_2 > X) + (V_1 - X + V_2 - X | V_1 > X, V_2 > X) + (0 | V_1 < X, V_2 < X)
\]

The variance of the first two terms on the right hand side is equal to \(\text{Var}(c^+)\), and the expected value for both is \(E[c^+]\). Since the non-linear payoff is accounted for in the last term, we can use Markowitz to find the variance of the third term, which is simply the sum of the variances \(\text{Var}(c_1^+)\) and \(\text{Var}(c_2^+)\) because \(\rho = 0\). Furthermore, we know that the expected value of this term equals the sum of the expected values \(E[c_1^+]\) and \(E[c_2^+]\). It follows from equation 6.5 that

\[
\text{Var}(P_f | \rho = 0) = \frac{\text{Var}(c^+) + \text{Var}(c^+) + 2\text{var}(c^+) + 0}{4} + \frac{0 + 0 + (2E[c^+] - E[c^+])^2 + (0 - E[c^+])^2}{4} = \text{Var}(c^+) + 0.5(E[c^+])^2
\]

This is exactly half of the variance found at \(\rho = +1\), a finding that corresponds with the simulation results.

**Perfectly negatively correlated projects**

For \(\rho = -1\) and at the money options, we know that either one call or the other is in the money. But because both projects can never jointly be in- or out of the money at \(\rho = -1\), this simply means that the variance is equal to either the variance of one call, or that of the other. More precisely, we can state that:

\[
P_f = (c_1^+ + 0 | V_1 > X, V_2 < X) + (0 + c_2^+ | V_1 < X, V_2 > X) = c_1^+ = c_2^+ = c^+.
\]
We can write the last line because the calls are identical under the given conditions. It follows directly that we can write:

$$Var(Pf | \rho = -1) = Var(c^-)$$

This demonstrates why in our results, the variance of a perfectly negatively correlated portfolio doesn’t go to 0% in the limit but is of a magnitude between zero and the variance at \( \rho = 0 \). Indeed, diversification under these circumstances does not permit risk to be diversified away.

### 6.3.2 How to Generate Random Samples from a Multivariate Normal Distribution

In case a third stock enters our model, a third sample is drawn; \( \rho_{13} \) and \( \rho_{23} \) need to be defined in such a manner that the variances and covariance are consistent, for instance, if asset 1 and asset 2 strongly move together as well as asset 1 and 3 (i.e., the correlations \( \rho_{12} \) and \( \rho_{13} \) are highly positive), then the dynamics of asset 2 and 3 need to be positively related to some extent (i.e., \( \rho_{23} \) needs to have a high positive value) as well. If we require 3 correlated samples from normal distributions, the required samples are defined as follows:

\[
\begin{align*}
\varepsilon_1 &= \alpha_{11}x_1 \\
\varepsilon_2 &= \alpha_{21}x_1 + \alpha_{22}x_1 \\
\varepsilon_3 &= \alpha_{31}x_1 + \alpha_{32}x_1 + \alpha_{33}x_1
\end{align*}
\]

The Cholesky decomposition procedure sets \( \alpha_{11} = 1 \) and requires \( \alpha_{21} \) to be chose such that \( \alpha_{21}\alpha_{11} = \rho_{21} \) and \( \alpha_{21}^2 + \alpha_{22}^2 = 1 \). This yields

\[
\alpha_{21} = \rho_{21}
\]

and

\[
\alpha_{22} = \sqrt{1 - \rho_{21}^2}.
\]
For the third sample, $\alpha_{31}$ is to be chosen such that $\alpha_{31}\alpha_{11} = \rho_{31}$, yielding $\alpha_{31} = \rho_{31}$. Then $\alpha_{32}$ is to be chosen such that

$$\alpha_{31}\alpha_{21} + \alpha_{32}\alpha_{22} = \rho_{32}, \quad (6.13)$$

leading to

$$\alpha_{32} = \frac{\rho_{32} - \rho_{12}\rho_{13}}{\sqrt{1 - \rho_{12}^2}}. \quad (6.14)$$

We conclude by the requirement that

$$\alpha_{31}^2 + \alpha_{32}^2 + \alpha_{33}^2 = 1, \quad (6.15)$$

leading to

$$\alpha_{33} = \sqrt{1 - \rho_{13}^2 - \left(\frac{\rho_{23} - \rho_{12}\rho_{13}}{\sqrt{1 - \rho_{12}^2}}\right)^2}. \quad (6.16)$$

We can simply generalize this case to $n$ by expanding the Choleski matrix in equation 6.10, for example to

$$\varepsilon_4 = \alpha_{41}x_1 + \alpha_{42}x_2 + \alpha_{43}x_3 + \alpha_{44}x_4 \quad (6.17)$$

and repeat this procedure. But correlations need to be chosen with more and more care as the number of projects increases. In case of 2 projects, the restriction imposed by (B2) implies that $\rho_{12}$ must be smaller than 1. Although not very demanding in the two-variable case, the requirements above pose more restrictions on the correlated projects for every project that enters the simulation. We initially consider a single drug. If we want to simulate two additional projects that both are correlated to this drug $\rho_{12} = \rho_{13} = -0.9$, then these projects need to be positively correlated. More specifically, if we let the third variable enter the simulation, it must satisfy:

$$\alpha_{31}^2 + \alpha_{32}^2 + \alpha_{33}^2 = 1 \quad (6.18)$$

or

$$\alpha_{33}^2 = \sqrt{1 - \alpha_{31}^2 - \alpha_{32}^2} = \sqrt{1 - 0.9^2 - \alpha_{32}^2} > 0. \quad (6.19)$$
Hence, the Choleski-variable $\alpha_{32}^2$ must not be larger than $(1 - 0.81 = ) 0.19$ and

$$\sqrt{0.19} \leq \alpha_{32} \leq \sqrt{0.19}.$$  \hspace{1cm} (6.20)

Using this condition in the other requirement 6.13, we find the following range:

$$\rho_{23} \leq 0.90 \times 0.90 + 0.19 \times 0.19 = 0.88$$

$$\rho_{23} \geq 0.90 \times 0.90 - 0.19 \times 0.19 = 0.62.$$  

If a fourth project enters the story and $\rho_{14} = \rho_{12} = \rho_{13} = -0.9$, it is required that

$$\alpha_{44}^2 = \sqrt{1 - \alpha_{41}^2 - \alpha_{42}^2 - \alpha_{43}^2} = \sqrt{1 - 0.9^2 - \alpha_{42}^2 - \alpha_{43}^2} > 0$$

and, similarly to equation 6.20, that

$$-\alpha_{22} \leq \alpha_{42} + \alpha_{43} \leq \alpha_{22},$$

meaning that $\alpha_{42} + \alpha_{43}$ are subject to the same constant as was $\alpha_{32}$. So any newly entering simulation variable is subject to all previous constraints plus 1. For instance, if we choose

$$\rho_{42} = \rho_{32} (\text{so } \alpha_{42} = \alpha_{32} \text{ and } \alpha_{41}, \alpha_{42}, \alpha_{43} = \alpha_{31}, \alpha_{32}, \alpha_{33}),$$

it must be true that

$$\alpha_{44}^2 = \sqrt{1 - \alpha_{41}^2 - \alpha_{42}^2 - \alpha_{43}^2} = \sqrt{1 - 0.81 - 0.19 - \alpha_{43}^2} > 0$$

and the fourth project needs to be uncorrelated with the others for consistency.
Chapter 7

RECAPITULATION

In the first chapter of this book, I described the difference between fundamental value and market value and provided two alternative explanations for why the two measures for firm value do not coincide in reality. Either fundamental value does not reflect all information relevant to prices, or share prices contain more than value alone. In the first case, the difference exists because ex post calculations of fundamental value do not incorporate the ex ante expectations of investors about future value creation. This explanation assumes expectations are rational, so that prices contain valid information that is relevant to the value of the firm. In the second case, the difference exists because of changes in the investors’ willingness to buy shares, leading to higher (or lower) prices than the value of a firm. This explanation assumes expectations are irrational, and implies that the difference between market value and fundamental value is not related to the value of the firm, and has no economic justification.

The previous chapters have shown that it is hard to find unambiguous evidence for one case or the other. One of the major problems in empirical work is the fact that the value of a firm to investors is unobserved. Moreover, while prices are generally available to the public and fairly unambiguous, the notion of “value” is evasive and may vary over time and between individuals. From the viewpoint of a “buyer” (whether he is an individual shareholder, an institutional investor, or an acquirer firm), firm value at any point in time depends not only on current firm performance, but also on the buyer’s unique history, experience and sentiment that shape his/her expectations about future value.
The results above show that the rational expectations hypothesis holds in some cases but is violated in others, and describe investors that may be smart but are not without error. In Chapter 2, we show that the pricing residual has statistical properties that are similar (and behaves analogously) to a portfolio of real options. In Chapter 3, however, we have seen that this does not imply that the value residual can be interpreted as the value of growth opportunities. The measure is noisy and does not lead to reliable estimates that are consistent between firms, sectors and countries. Furthermore, in Chapter 4, we found that market frictions and investor psychology may cause share prices to deviate from fundamental value without economic justification, which hints at more problems than just measurement error.

The assumption of rational behavior allows us to simplify subtle and complicated issues, and economists have historically been fascinated by revealing hidden logic that shapes and changes the world that we observe. As demonstrated in chapters 2 and 5, even an oversimplified rational view can be helpful to detect unexpected implications, to uncover inconsistencies in a line of reasoning, and to test ideas against empirical evidence. But as we have seen in chapter 3, some ways of simplifying do not provide more insight than is destroyed. An important implication that follows from these studies is therefore the lack of conclusion in the field, and the joint validity of rational and irrational expectations as explanations for the price–value divergency. This perspective has found empirical support in chapter 4.

Considering the two co-existing explanations, an interesting question that immediately arises is why there are two reasons for such divergencies, and what causes them. This is left largely unexplored in this dissertation, so I will now loosely discuss some recent developments in which different views on the world co-exist. For instance, a potential explanation could be the existence of two groups of investors, where each investor trades according to fundamentals-based or market-based decision rules. Research on heterogeneous agent models has found that this setup explains many empirical observations that have previously puzzled researchers. The interested reader is referred to Hommes (2006) for an introduction to this literature.
CHAPTER 7. RECAPITULATION

Heterogeneous agents can take different decisions at different points in time, and a noteworthy study in a similar context is John List's (2003) work on the *endowment effect* (Thaler 1980). Thaler observed that individuals require much more to give up a good than they would pay to acquire it. This seems irrational, and has been explained by people who prefer avoiding losses over acquiring gains (Tversky and Kahneman 1981) or by people's preference to maintain the status quo (Samuelson and Zeckhauser 1988). By examining trading patterns of sports memorabilia and collector pins in an actual marketplace, List shows that experienced traders are more likely to trade goods than inexperienced traders, and are therefore less susceptible to the endowment effect. This suggests the existence of two different groups of investors, similar to the bidding firm's shareholders and its managers in Chapter 4. In both situations, it is likely that one group is better informed, more familiarized, and/or better skilled than the other.

Lack of experience not only explains why irrational expectations exist; it also allows rational behavior and psychological mistakes to co-exist and interact. On the one hand, the endowment effect exists and has a substantial effect on individuals. On the other, however, it doesn't influence more experienced traders. Heterogeneous agent models build on the existence of two distinct groups, and List (2003) provides a psychological explanation for how these groups come about. Or as Financial Times columnist Tim Harford put it in his 2009 book "The Logic of Life": heterogeneous groups will emerge as long as people are taken out of their comfort zone.

Clearly, experience is just one of many (non-)psychological mechanisms that may lead to heterogeneity, and heterogeneity can take many more forms than the one described here. However, this example illustrates that the difference between price and value can be plausible at times and questionable at others. This leaves the truth to lie somewhere in the middle.
Chapter 8
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