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Abstract: Model selection can involve several variables and selection criteria, A simple method to detect observations possibly
influential for model sclection is proposed, The potentials of this method are illustrated with thres examples, each of which is taken

from related studies.

Keywords: Model selection criteria, influential observations.

Introduction

Observations influential for regression results have
been extensively studied in Cook and Weisberg
(1982) and Belsley, Kuh and Welsch (1980). Typi-
cally such observations influence the sums of
squared residuals, and because several model
selection criteria are functions of these sums, the
choice between linear regression models may de-
pend on one or more data points,

The detection of choice influencing observa-
tions is studied in e.g. Weisberg (1981) and Chat-
terjee and Hadi (1988). In Weisberg (1981), a
model is selected with Mallows’ C, statistic. By
partitioning this statistic into individual compo-
nents, one can assess the influence of observations
on subset model selection. In Chatterjee and Hadi
(1988, Chapter 6) the impact of simultaneously
omitting one variable and one observation on a
model is considered. The simple method proposed
in the present paper tries to extend these ap-
proaches because model selection can involve more
than one variable, and also more than one selec-
tion criterion, The latter issue is of particular
interest for it gives an opportunity to compare
model selection criteria (see also Jungeilges, 1989).

Furthermore, the method results in a single scat-
terplot for inference, assuming there is an in-
tended model selection of interest.

The outline of this paper is as follows. In
Section 1, first, some notation is given with re-
spect to model selection for the nested case and,
second, a simple method is discussed to detect
possibly influential observations. In Section 2, the
proposed method is illustrated by means of three
examples, each of which is taken from ome of the
above studies. The final section contains some
concluding remarks.

1. The detection of influential observations

Consider the nested hypotheses

Hy y=X8+ Xh +¢, (1.1)
Hy: y=XB + ey, (1.2)
where y, g, & are (nX 1)-vectors, X, are (n X
k,)-matrices and B, are (k, X 1)-vectors, for i=
1, 2. It is assumed that the disturbances are i.i.d.

distributed with zero mean and variance ¢ The
choice between H, and H, can be made using
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Table 1
Selection criteria and their respective g values
Selection criterion q value
Schwarz (1978) nka/n
[N
F-test * 1+n-—k,—k2
Rice (1984 _z_ki_.
ce (1984) Y3k, ~2k,
2k, ky 2
Craven and l+m+(n—k‘—k1)
‘Wahba (1979)
. ko (20 =2k, =2k, —1)
Hocking's SP (1976) 1+ (n—kl—kz)("—kl-'kz"l)

. 2nk,,
Amemiya's PC (1980) 1+ mm}‘

Akaike's IC (1974) gka/n

. 9 14 k2
Shibata (1981) + PET
k
. p2 2
adj.R ]+_—n—k,—kz

® ¢, denotes here the 5% critical value of the F(ky, n—ky=
ke, )-distribution.

model selection criteria belonging to the class of’
criteria which are functions of the estimated resid-
ual sums of squares. A typical form of these
criteria is to choose the alternative hypothesis Hy
if

88, ¢- 8% (13)

where ¢ is a function of n, k; and k, (see Engle
and Brown, 1986; Franses, 1989), and ¢>1. A
summary of g values for several well-known
criteria is presented in Table 1. It should be noted
that the C, statistic is equivalent to the adjusted
R?, and is therefore not mentioned in the table.
From (1.3) it is easily seen that a larger ¢ reduces
the probability of choosing H.

With respect to the influence of a single ob-
servation two distinct situations can be recog-
nized. The first is that H, is chosen with n ob-
servations and ¥, with n—1 observations (case
1). The second case is that after deletion of one
observation H, is preferred, while H, is chosen on
the whole data set (case 2). Denote 2, as the
scalar which is computed without using the ith
row of the data set, and z, as the ith element of a
vector. Furthermore, denote h,;, as the (i, i)th
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element of the matrix X(X'X)"1X’, where X =
[X,: X,), and hy, as the corresponding element of
X(X X,)7X{. Case 1 occurs for observation i
when

8E,> g 84

and (1.4)
(8582 )y < 9 - &Ry

Since g, and g exceed 1, and (8781 y = 88, -
(/A — hyy)) for Jj=12, (14) can be trans-
formed into

88>q 88> (a/9m) BE+q-fy
"(‘l/‘](l)) “fai (19)

where fy; = (8,/(1 — hy)) and fo,=(&,/(1 -
#24)). This inequality can not hold when

fu< (1 - (q(i)/q)) B8+ g0y Ju- (1.6)

An analogous result applies to case 2 which occurs
when

#e,<q &g
and %)}
(880 > ECIOE

Rewriting this as above gives that this is not
possible when

fu> (1= (90y/9)) - B2 g0y e (1.8)
The line L, with

L={(fu h)ERXR]
f2=(1 - (q(l)/q)) B8y + q(l)'f‘l]'

can be drawn in the (7, f,)-space. For case 1, all
points which lie under this L are certainly not
influential for model choice. And all combinations
(fin fa1) lying above L deserve our attention for
they may be influential. For case 2 the reverse
argument will hold, Anyway, for both cases it will
be true that observations with the largest distance
from L will have the laxgest probability of being
influential. Furthermore, clusters of such observa-
tions may be recognized as will be seen in forth-
coming examples, although the impact of the
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masking phenomenon car blur correct recognition,
The method needs only two regressions, the com-
putation of the g and g, values and the points in
the (f;, f,)-space, and these are all straightfor-
ward calculations. The final scatterplot may then
contain the lines L belonging to the extreme ¢
valued criteria.

2. Examples

Three examples for the proposed method to detect
possibly influential data points will be given in
this section. Extensive computational results are
omitted for the sake of readability, but they can
be obtained from the author on request. The first
example is taken from Belsley et al. (1980) and
deals with an intercountry life-cycle savings func-
tion. The model relates the aggregate personal
savings rate in country i (SR,) to the percentages
of the population under 15 and over 75 (POP15,
and POP75)), to the level of real per-capita dis-
posable income (DPI;) and to the percentage
growth rate of DPI, (ADP,), all averaged over

Table 2
Model selection results when observations are deleted
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the period 1960-1970. The observations for 50
countries are given in Belsley et al. (1980, p. 41).
For model H,, where SR is explained by a con-
stant and the four explanatory variables, the
estimated parameters for POP75 and DPI appear
to be insignificant, and hence the deletion of these
variables results in model H,. The choice between
the models is made with criteria as in (1.3). The ¢
and g, values of these criteria for this case,
where k; =3, k, =2, can be calculated from Ta-
ble 1. It can be inferred that the Schwarz criterion
and the adjusted R? obtain the highest and lowest
values respectively. Comparing the residual sums
of squares of both models it is clear that model H,
is preferred with all nine criteria (see Table 2, first
row).

To investigate if there are any observations
influencing this choice, 50 pairs of (fy,, fy;)-values
have been calculated. In Figure 1 these are plotted
and also the line L is drawn for the two extreme
valued criteria,

It appears that observation number 24 might be
important, and as demonstrated in Table 2 it is
indeed. Furthermore, it is worth mentioning that

Example ¥ n Iy ky QObservation(s) gt Model choice ©
deleted (# of criteria)
Belsley, Kuh and Welsch (1980) ¢ 50 3 2 none 1.0214 H, (21}
7 1.0323 H, (all)
a6 1.0148 H, (all)
24 1.1010 H, (2)
H, (1)
Weisberg (1981) ® 20 4 2 none 1.2634 H, @)
H, (5)
1,20 25362 H, (all)
3,17 1.0063 H, (al)
Chatterjee and Hadi (1988) ¢ 40 4 2 none 2,1326 H, (alt)
2, 15, 31, 40 1.8721 H, (all)
2,7,8,15, 16, 1.1414 H, (5)
31, 40 H, 4

 The examples and the model selection of interest are more extensively discussed in the text,

® For notational convenience, the 4 is defined as 238, /8{8,.

¢ Model H, is chosen when § > g. The ¢ values for the several criteria can be found using Table 1.

4 For n = 50(49), k; =3 and k, =2, the g values for Schwarz to adj.R? range from 1.1694(1.1722) to 1.0444(1.0455).

® For n=20(18), &, =4 and k, =2, the ¢ values for F-test to Shibata range from 1.5343(1.6467) to 1.1429(1.1538), although the
highest ¢ value for n=18 is 16667 and is obtained for the Rice criterion,

! For n= 40(33), k, =4 and k, =2, the ¢ values for Schwarz to adj, R* range from 1.2026(1.2360) to 1.0588(1.0741), although the

highest ¢ value for =33 is 1.2489 and is obtained for the F-test.
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Fig. 1. Detection of influential observations for model selec-
tion. Example from Belsley, Kuh and Welsch (1980).

the observations 7 and 46, both having large
estimated residuals for model H, (and also for
H,), and which have been found to be influential
from the regression diagnostics in Belsley et al.
(1980), do not seem to be decisive in model selec-
tion (see Table 2). The impact of the various
criteria in combination with single observations
can also be depicted, because with the Schwarz-
criterion and the F-test model H,, s still preferred
when observation 24 is deleted, while the other
criteria indicate another choice.

The second example is taken from Weisberg
(1981, Section 4), where a certain variable ¥ might
be explained by a constant and explanatory varia-
bles X, through X. Suppose that the model selec-
tion of interest is whether this model can be
simplified by deleting X; and X;. The result for
all 20 observations, which are numbered 1 through
20 here for convenience, is displayed in Table 2, It
can be concluded that with e.g. the F-test model
H, is preferred, while with e.g, the AIC (and, of
course, the C, (see Weisberg, 1981) model H, is
chosen. To investigate whether some observations
determine these model choices, consider Figure 2,

Now, possibly influential observations may le
at both sides of the lines. The observations (1, 20)
and (3, 17) can be important for they may stimu-
late a preference for model H, and H,, respec-
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tively. From Table 2 one can conclude that these
suggestions are confirmed. Moreover, subset model
H, would also be chosen with the C, statistic in
case observations (3, 17) are deleted, and hence
our method yields an additional insight to those
already presented in Weisberg (1981).

In Chatterjee and Hadi (1988, p. 236) the data
for the last example can be found. Again, an
endogenous variable Y is explained by 5 exoge-
nous variables X;,..., X and a constant, and now
model selection considers the simultaneous dele-
tion of X; and X;. Using all 40 observations, the
model with all explanatory variables is chosen
with all criteria (see Table 2). In Chatterjee and
Hadi (1988, p. 244) it is concluded that observa-
tions 2, 15, 31 and 40 are influential with respect
to the omission of one variable, Deleting these
observations simultaneously, however, yields for
our case that model selection is not altered. So,
although they individually are influential for one
variable, they jointly do not have an effect on the
omission of more than one variable.

The scatterplot in Figure 3 may confirm this
finding by indicating that there are possibly some
more influential observations. Deleting data points
2,7, 8, 15, 16, 31, and 40 provides that with e
the F-test the simplified model is chosen, although
deletion of some subsets of these 7 observations

0.4
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o

0.2
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0.0 T r
0.0 0.1 0.2 0.3 0.4 0.3
Fi
Fig. 2. Delection of influential observations for model selec-
tion. Example from Weisberg (1980).
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Fig. 3. Detection of influential observations for model selec-
tion. Example from Chatterjee and Hadi (1988).

yields comparable results. Moreover, from Figure
3 one can observe that most points lie above the
lines, which is an indication of the fragility of the
intended model selection.

3. Concluding remarks

The method to detect observations possibly in-
fluential for model choice, as is developed and
illustrated in this paper, seems to meet its purpose.
In principle, it seems possible to detect the impact
of the simultaneous omission of more than one
observation and more than one variable on a
regression model. Together with the aspect that
model selection can be done with several criteria,
the proposed method seems to extend the ap-
proaches developed in Weisberg (1981) and Chat-
terjee and Hadi (1988). Application of our method
to examples presented in these studies seems to
confirm its potentials.

Finally, some inference can be made with re-
spect to the robustness and preferable use of model
selection criteria (see also Jungeilges, 1989, for a
related study). From Bxample 1 it can be seen that
in case H, is chosen with all observations, the
highest ¢ valued criterion is most robust in the
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sense that model choice is the least affected by
influential observations. Analogously, this applies
to the choice of H;, and the lowest ¢ valued
criterion, as can be seen from Example 3. Intui-
tively, one would be more confident in model
selection results when a certain model is chosen
with all criteria (see also Franses, 1989), and when
there are no observations influential enough to
change this. So, in case k possibly influential
observations can be depicted, then it seems prefer-
able to choose the same model on the basis of n
and n — k observations with all criteria.
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