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Abstract

Periodically integrated time series require a periodic differencing fil-
ter to remove the stochastic trend. A non-periodic integrated time senes
needs the first-difference filter for similar reasons. When the changing sea-
sonal fluctuations for the non-periodic integrated series can be described
by seasonal dummy variables for which the corresponding parameters are
not constant within the sample, such a series may not be easily distin-
guished from a periodically integrated time series. In this paper, nested
and non-nested testing procedures are proposed to distinguish between
these two alternative stochastic and non-stochastic seasonal processes,

1461

Copyright © 1997 by Marcel Dekker, Inc.



1462 FRANSES AND MCALEER

when it is assumed there is a single unknown structural break in the sea-

sonal dummy parameters. Several empirical examples using quarterly real
macroeconomic time series for the United Kingdom illustrate the nested
and non-nested approaches.

1 Introduction

Many quarterly observed macroeconomic time series have the following three
properties: (1) after trend removal, seasonal variation is the dominant source
of variation, (11) seasonal variation 1s not constant over time, and (i11) sea-
sonality 1s often related to the trend and the stage of the business cycle, see
Hylleberg (1994) and Franses (1996a) inter alia. In Franses (1996b) it is shown
that the class of the periodically integrated autoregressive [PIAR] time series
model allows the joint description of these three features, which goes beyond
the capabilities of the standard seasonal ARIMA model (see, e.g., Prothero and
Wallis, 1976) and the structural model (see, Harvey and Todd, 1983). A key
property of PIAR time series is that they need a seasonally varying differencing
filter to remove the stochastic trend. Given the results in, e.g., Perron (1989),
1t 1s concelvable that this seasonal variation in the differencing filter i1s due to
neglecting seasonal mean shifts in a periodic model for an otherwise regular first
difference series. In fact, such mean shifts may mimic seasonal diverging trends,
which in turn are then picked up by the PIAR model.

In this paper, attention is focused on the selection between such an inte-
grated process with non-constant intercept parameters and a PI process. Since
these two processes may be interpreted as non-nested models, non-nested testing
procedures may be appropriate. Furthermore, given that a PI model with shifts
in the intercept parameters may also be regarded as a reasonable description of
the data, a nested testing procedure is also considered. It i1s assumed, without
loss of generality, that there i1s a single unknown one-time parameter change for
the seasonal dummy variables. A simple method to test for the presence of such
a change 1s also presented.

The outline of the paper 1s as follows. In section 2, the research question
1s motivated by highlighting specific aspects of the two models. Nested and
non-nested testing procedures are proposed in section 3, and both procedures
are 1llustrated for six quarterly real macroeconomic time series for the United
Kingdom in section 4. One of the main findings 1s that the PIAR model is often
improved by allowing for seasonal mean shifts. Some concluding remarks are
given 1n section 9.

2 Motivation

2.1 Periodic integration

Consider a macroeconomic time series y; which i1s observed at quarterly intervals
over N years, where { 1s the quarterly index running from 1,..,n, and n = 4N.
A periodic autoregressive process of order p, PAR(p), can be represented by
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T TE R R O (1)

where the index s denotes the parameter values that can vary over the four
seasons, s = 1,...,S, where S 1s set equal to 4. The expression in (1), and all
subsequent representations, can also be useful when S takes such values as 2,
6 or 12, but in this paper the analysis concentrates on quarterly series. The ¢,
are assumed to follow a standard white noise process. In some applications, it
may be useful to replace ¢; by ¢, but this extension does not affect the analysis
except for the application of a straightforward modified estimation method to
allow for seasonal heteroskedasticity. Concise discussions of estimation aspects
of periodic time series models can be found in, e.g., Pagano (1978) and Vecchia
and Ballerini (1991), inter alia. The parameters in model (1) can be estimated
by applying ordinary least squares to
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where the D,; are seasonal dummy variables which equal one in season s and
zero in all other seasons, and the number of parametersis (p+1)5.

For the purpose of investigating stochastic trend properties of y;, a more
convenient representation of (1) relies on stacking the y, observations in the
(4 x 1) vector Yr = (Yi1,...,Yar)', where T runs from1,..., N, N = n/4 and
Y, T is the observation in season s in year T (see, e.g., Osborn (1991), Franses
(1994), and Tiao and Grupe (1980)). Note that equation (1) is already a non-
stationary process in the sense that the autocorrelation function varies with the
season. Using the stacked observation notation, model (1) can be rewritten as

AYr =p+ A\Yro1+ ...+ AnYrom + €7 (2)

where the A;, 7 =0,...,m, are (4 X 4) parameter matrices, with Ag being lower
triangular with ones on the diagonal, and the x4 and er containing the stacked
i, and ¢;. The value of m depends on p in (1) according to m < [1 + (p—1)/4].
To check for unit roots in the PAR(p) process, it is necessary to investigate
whether the solutions to

IAU—-Alz—*'*—Amzm‘ZO (3)

are on or outside the unit circle. Boswijk and Franses (1996) propose a test for
the presence of at most a single unit root in a PAR(p) process, while Boswijk,
Franses and Haldrup (1996) extend their method to multiple umt roots. Franses
and Paap (1994) find empirical support for the presence of only a single unit
root in a large number of illustrative series for the UK economy.

In the case of a single unit root, the three cointegrating relations among the
YJ‘T variables are Y*!,T - G4Y3,T: Y31T == 0:3Y21T and Ygr’}" 310 &y YI,T- Since Y4_T =
YaT-1 1s a stationary variable, 1t follows that Y, » — a;Ys 77—, 1s a stationary
process, where a; = 1/ajazas. This implies that in the case of a single unit
root the model in (1) can be rewritten as

(1—055)1/: — I—ls+ﬁls(l"as—15)yt—l+‘ : ‘+ﬁp—l,s(1_as—p+lB)yt-—-p+l+ft (4)
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subject to the non-linear restriction

d1QoQx3ryg — l, (5)

where B 1s the familiar backward shift operator. Note that a_x = a4_x for
k = 0,1,2.... The parameters o, and [;, are functions of the parameters ¢,,
in (1). The (1 — a;B) filter is called the periodic differencing filter. When y;
can be described as (4) with (5), while a; # 1 for all s, the y, series is said
to be periodically integrated [PIAR]. The model in (4) subject to (5) can be
estimated using non-linear least squares [NLS]. Since (1—aB)y, 1s a periodically
stationary time series, where &, 1s the non-linear least squares estimator of ay,
the ¢ ratios for the estimated f;; parameters in (4) can be compared with the
fractiles of the asymptotic standard normal distribution, see Franses (1996b).

2.2 Regular differencing and seasonal mean shifts

Model (4)-(5) with p, # 0 implies that Y, 7 —a,Y,_1 7 =4, (s = 1,2,3,4) are
stationary time series. When é; # 0 and a, # 1, this imples that Y; r and
Y,_1 7 may have diverging or converging trends, depending on the values of a;
and d,. Hence it is clear that the PIAR model allows for changing seasonality,
whereby seasons can even switch. The latter feature, however, may be caused
by changing seasonal means instead of by seasonally varying a, values. In other
words, it may be that Y;» — Y,y — 4, — I(tzf)é: are stationary time series
instead, where I(;>r) 1s an indicator function which is equal to 1 when t > 7.
Notice that a; = 1 in (4) also amounts to a single unit root in the Y vector
series, implying that the latter set of stationary variables also amounts to only
a single stochastic trend 1n y;.

[t seems therefore reasonable to contrast the PIAR model in (4)-(5) with
a model that considers the first-order differenced time series, (1 — B)y,, when
It can be described using a (periodic) autoregression and allows for a one-time
structural break at given time 7, namely

(1=B)yt = b+ [(t>r)0; +P1s(1 — B)ye—1+ - +Bp-1,s(1 = B)yt—p4+1 + €. (6)

In this case, y, 1s a periodic autoregressive integrated time series [PARI]. Notice
that (4)-(5) and (6) can give quite different out-of-sample forecasts, particularly
for longer horizons. In (6), the number of parameters is 8 +4(p —1). For conve-
nience, 1t 1s assumed that the model remains periodic so that the # parameters
vary seasonally. The 4} parameters have values that may be different from zero,
which 1mplies that the growth rates can change at time 7. Of course, before
testing (6) against (4)-(5), it should be verified whether the model in (6) is sta-
tistically adequate in terms of uncorrelated and homoskedastic errors and the
absence of non-normality. In the next section, testing procedures are proposed
for choosing between (4)-(5) and (6) when they are both nested within a more
general model and also when they are non-nested.
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3 Nested and non-nested testing procedures

3.1 Nested Procedures

[f the time series models given in (4)-(5) and (6) are essentially based on em-
pirical observation, then the theoretical foundations of the competing models
may not be of great substance. In such a context, when the two models are
simply competing empirical explanations which do not preclude a more general
explanation, a straightforward method of testing each of these models is to nest
both in the more general model, with 3 + 8 + 4(p — 1) parameters, given by

(1-a:B)yy = BPis(l —as1B)ye—1+ -+ Bp-1,5(1 — @5—p41B)Yt—pt1
+ K+ lu>n)K; + € (7)

which 1s to be estimated subject to (5). It is assumed, in the first instance,
that 7 is known. Equation (7) is not only a convenient and obvious method of
testing both (4)-(5) and (6), but is also useful in that it might be an empiri-
cally acceptable model. The validity of (7) rests in its ability to accommodate
both periodic integration and a structural break. It should be noted that the
structural break is accommodated within the periodically integrated model, so
that the non-linear restriction i1s imposed in estimating (7). The general model
(7), in which all variables are (periodically) stationary, may be estimated using
NLS, which yields a residual sum of squares RSS¢. |

The PI model in (4)-(5) implies that there is no structural break, so that
the i parameters in (7) are equal to zero. Since the k] are coefficients of
stationary variables, the residual sum of squares of the PI model, say RSSpy,
can be compared with RSS¢ from (7) using the standard F test. This test will
be denoted Fp;(4,n — k), where k i1s the number of parameters in the general
model and PI in (4)-(5) 1s the null hypothesis.

The PARI time series model (6) implies that each of the a, in (7) is equal to
one, in which case the non-linear restriction is satisfied automatically. Hence,
(6) also assumes there is a single unit root in the multivariate representation
(2). Comparing these models does not involve a change in the number of unit
roots. When each a, 1s equal to one, the k, and &} in (7) equal é, and 0%
respectively. Denoting the residual sum of squares from estimating (6) by OLS
as 557, model (6) can be tested against (7) using the standard F test, denoted
as Fr(3,n—k), where k =4p+ 7 in (7) and [ is the null hypothesis. The three
restrictions to be tested arise from the fact that (7) is estimated under the
non-linear restriction (5), in which case there are only three free a, parameters.

A further restriction to be tested on (7) is that each of the a, is equal to
one and that the s} are equal to zero, wherein the integrated model with no
structural break is the null hypothesis. Such a test is different from testing each
of the d; i1n (6) to be equal to zero, since (6) has already imposed the restriction
that the a, are equal to unity. Consequently, the powers of the tests are likely
to differ, depending on which of (6) or (7) is correct. In the context of nested
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tests, (7) is the maintained hypothesis, whereas (4)-(5), (6), and (6) with the
6 set to zero are the respective null hypotheses.

The interpretation to be given to these test statistics 1s straightforward. A
significantly large value of Fp;(F;) leads to the rejection of the PI (I) model
in (4)-(5) ((6)) in favour of the general model with both periodic integration
and a structural break. A significant test statistic for the null hypothesis of an
integrated model with no structural break also leads to the general model (7).
Insignificant test statistics in each of these three cases leads to non-rejection
of the respective null hypotheses. It should be emphasized that, in the nested
case, the general model given in (7) may not only be statistically valid but may
also be interpreted as a useful model 1n 1tself.

3.2 Non-nested procedures

When the models in (4)-(5) and (6) are non-nested, in that using the standard F
test in a model such as (7) cannot be entertained, non-nested testing procedures
should be used. Dastoor and McAleer (1989) propose four classifications of tests
for competing non-nested linear regression models, depending on whether there
are exactly two or more than two competing linear regression models. For linear
regression models in the absence of linear or non-linear parametric restrictions,
several procedures are available. In the case of two non-nested models consid-
ered here, a distinction is made between the Cox-type tests of Pesaran (1974),
Davidson and MacKinnon (1981) and Fisher and McAleer (1981), and the non-
nested F tests of Deaton (1982), Dastoor (1983), Gourieroux et al. (1983),
Mizon and Richard (1986) (based on encompassing), and McAleer and Pesaran
(1986) (based on Roy’s (1953) union-intersection principle). It should be noted
that the nested F' test given in (7) is not a non-nested test of (4)-(5) versus (6)
based on the non-nested procedures just mentioned. Moreover, Monte Carlo
results indicate that non-nested tests are generally more powerful than nested
F tests based on a general model such as (7).

Pesaran and Hall (1988) derive Cox-type tests of two non-nested linear re-
gression models subject to linear restrictions, and incorporate small sample
adjustments for the mean and variance of the statistic under the assumption
of non-stochastic regressors. If the models are subject to non-homogeneous
linear restrictions, substituting the restrictions yields transformed dependent
variables which differ between the two non-nested models. In testing (4)-(5)
and (6) against each other, it is possible to obtain several asymptotically equiv-
alent Cox-type tests, but small sample adjustments are not appropriate given
the nature of the regressors. For present purposes, the most computationally
convenient method of testing the two models is to use weights (1 — A) and A for
the models given in (4) and (6), respectively, to yield

(l — /\)(1 = a,B)yt -+ )«(1 — B)yt =
(1 = ).)[,_1, -+ ﬂ“(l = ﬂf;—lB)yt-—l P AR - ﬁp-—l,s(l = ﬂfs-p+15)y£——p+1] +
Alds. + Lies2y05 4 6L = B)ye—a + - Fp—14(1 = B)yi-p+1] +e (8
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which 1s to be estimated subject to (5). In (8), A is not identifiable without
imposing restrictions. Since there are several methods for identifying A (see
McAleer and Pesaran (1986) for further details), the method adopted here is
to use sample information. Where such information is obtained from the al-
ternative non-nested model, the outcome is a J-type test (see Davidson and
MacKimnon (1981)). Specifically, to test Hp : A = 0 in (8), estimates of the
parameters from (6) are used to replace the unknown parameters as follows:

(1 =A)(1 —asB)ye + A(1 = B)y, =
(1 =A)[ps +brs(l —as—1B)ye—1 + -+ Bp-1s(1 — Qs —p41B)Yt—p+1] +
AO; + I>n)85 + Bra(l = B)yemr + -+ Bpo1,s (1 = B)ye—ppi] + € (9)

which is to be estimated subject to (5). See Davidson and MacKinnon (1981) for
a Justification of this procedure. Since all the variables in (9) are (periodically)
stationary, NLS applied to (9)-(5) yields a t ratio for the estimate of A\ which
1s asymptotically distributed as standard normal. Let the ¢ ratio for the test of
PI in (4)-(5) against I in (6) be denoted as tp;.

A test of Hy : A = 1 in (8), namely testing (6) against (4)-(5), may be
obtained by replacing the unknown parameters of (4) with estimates from (4)-
(5) as follows:

(1 —A)(l—-a:B)ye + A(1 — B)y: =

(l e )‘)[[15 = ﬁls(l = ds—lB)yt—-l i 5 Bp—-l,a(l == E‘i'.s!—p+1B)Ht—p-{—-l] 45
Alds + Jie>r)85 + Brs(1 = Bye—1 + -+ -+ Bp—1,5(1 — B)yt—p41] + € (10)

which 1s not estimated subject to (5). Since all the variables in (10) are (pe-
riodically) stationary, NLS applied to (10) yields a t ratio for the estimate of
(1 — A) which 1s asymptotically distributed as standard normal. Let the ¢ ratio
for the test of [ 1n (6) against PI in (4)-(5) be denoted as t;.

There are four possible outcomes for the non-nested testing procedure. First,
tps 1s significant while ¢; 1s not, so PI 1s rejected while I is not. Hence, the inte-
grated time series model (6) is selected. Second, t; is significant while tp; is not,
in which case the PI model is selected over the I model. Third, neither tp; nor
t; 1s significant, so the tests may lack power because neither model is rejected.
Consequently, both the PI and I models may be adequate representations of
the data. Fourth, both tp; and t; are significant, which implies that neither of
the models (4)-(5) nor (6) adequately describes the series, even though misspec-
ification may not have been detected for either of the models using standard
diagnostic checks. This outcome indicates that each of the models should be
modified 1n some way.

[t should be noted that equations (8), (9) and (10) are not models for in-
terpretation, but are simply devices for obtaining test statistics for the two
non-nested models. Therefore, neither (9) nor (10) has an interpretive value,
unlike the more general model (7) in the nested case.

In the theoretical derivation of the tests above, it has been presumed that
the value of 7 1s known. When 7 is not known exactly, an important practical
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question which would arise i1s the determination of the value of 7 empirically.
Suppose that a PI model has been estimated and it 1s then desired to check
whether (6) i1s more appropriate. The value of 7 may be determined by applying
parameter constancy tests to (4)-(5). Such a procedure necessarily involves a
series of tests, which will affect the overall significance level of the tests in an
unknown way. An alternative proposal 1s to use the likelihood ratio (LR) test
statistic

LR = nlog(RSS/(RSS; + RSS>)) (11)

for each subsample defined by various choices for 7, where RSS 1s the residual
sum of squares that corresponds to the entire sample, while RSS; and RSS
correspond to the first and second subsamples. This LR statistic concerns a
test for coefficient stability conditional on variance equality (see Pesaran et al.
(1985) for an overview of parameter constancy tests). In the case of an unknown
change-point, it i1s possible to use the test statistic sup(LR), which is the largest
LR value over all possible 7. The distribution of sup(L R) 1s derived in Andrews
(1993) for a wide class of models, including non-linear models. However, it must
be recognized that determining the value of 7 endogenously has a non-vanishing
effect on the asymptotic distribution of the proposed tests.

4 Empirical applications

In this section the nested and non-nested testing procedures developed above are
applied to six empirical applications. These applications concern the logarithms
of quarterly real macroeconomic time series for the United Kingdom over the
effective sample period 1956.1-1988.4. The variables are GDP, Total Investment
("Investment”), Exports, Imports, Total Consumption (”Consumption”) and
Consumption of Nondurables ("Nondurables”). In Franses and Paap (1994),
these variables are found to be periodically integrated of order one, see also
Franses (1996b). The variables GDP, Investment and Exports can be described
using PIAR(2) models, while the other three variables can be described using
PIAR(1) models. To obtain an impression of typical o, values, their estimates
are reported in Table I. [t is evident that these values are very close to unity. The
standard errors are usually smaller than 0.01, although these should be treated
with care since the time series contain a stochastic trend. Formal tests for the
adequacy of the (1 — B) filter are performed in Franses and Paap (1994), and
the overall result 1s that this restriction on the a, parameters can be rejected,
with probability values typically smaller than 0.01.

The proposed tests require that 7 be known exactly. A common value of
7 would be to select the break-point at 7 = 1969.1, corresponding to the year
following a major VAT increase in the UK. However, to test for a structural
break at an unknown change-point in each of the six PITAR models, the LR test
statistic (11) was calculated for various values of 7. Since it is desired to estimate
each parameter with the same number of observations, 7 was always set equal to
the first quarter of each year. The L R test is calculated for 7 ranging from 1960.1
through to 1984.1, which ensures that there are at least 20 observations in the
subsamples to estimate the parameters. The largest value of the LR statistics,
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Table I
Periodic Differencing Filter (1 — a;B) based on PIAR(p) Models
for Six UK Macroeconomic Time Series over 1956.1-1988.4

Variable Order of PIAR &, s 3 Q4

GDP 2 1.007 0.916 1.069 1.014
[nvestment 2 1.000 0.880 1.074 1.003
Exports 2 0.947 1.026 1.036 0.994
Imports ] 0965 1.028 0.983 1.025
Consumption ] 1.036 0.912 1.058 1.000
Nondurables ] 1.002 0.929 1.033 1.039

Note: The periodic differencing filter i1s estimated under the non-linear restric-
tion aq = 1 / (ajaza3). The statistical package MicroTSP (version 7.0) is used
for these computations. The PIAR models pass diagnostic checks for first and

first-to-fourth order residual autocorrelation, first order periodic autocorrelation
and first order ARCH.

denoted sup(LR), is reported in Table II, and the corresponding value of 7 is
given in the next column. The final column of Table II contains the 5% critical
values for sup(LR), which have been interpolated from the asymptotic critical
values displayed in Table I in Andrews (1993).

In Table III are reported the results of the nested and non-nested test pro-
cedures for the six UK variables. The third and fourth columns of Table III
provide the nested test statistics. It is concluded from these results that the
PI model with breaks, 1.e. the nesting model, is preferred over the nested PI
and I models for five of the six variables, since both the PI and I models are
rejected. For Exports, the PI model is preferred since the I model is rejected
but the PI model is not. Except for Exports and Nondurables, where the PI
model 1s preferred and both models are rejected, respectively, the non-nested
test results in columns five and six of Table III give different results from those
using the nested testing approach. It should be emphasized that, in contrast
to the rejection of both the PI and I models in favour of the general model for
Nondurables in the nested case, rejection of PI and I using non-nested tests does
not suggest whether an appropriate model exists. For Investment, the statistics
do not reject either the PI model or the I model. For Imports and GDP, the PI
specification is rejected in favour of the I model with a structural break, while
for Consumption it is the reverse.

Since the nested and non-nested test procedures do not generally lead to
agreement, the values of the Schwarz model selection criterion for the models
(4)-(5), (6) and (7) are also calculated, and are reported in Table IV. From



Table 11

Testing for a Structural Break in PIAR Models

Variable Order of PIAR sup(LR)(Y)  7(2) 5% level ()
GDP 2 42.718* 969.1 29.2
[nvestment 2 34.855% 1964.1 27.6
[Exports 2 29.585% 1979.1 27.0
Imports I 16.001 1967.1 19.4
Consumption 1 16.906 1969.1 18.8
Nondurables | 30:815% 1969.1 18.8

* Significant at the 5% level.

Notes

(1) The Likelihood Ratio test, LR, refers to a test for coefficient stability con-
ditional on variance stability in PIAR models, under the non-linear restriction
ayarazas = 1. Sup(LR) refers to the largest value of the LR test values for
all break-points considered. The LR test corresponds to the familiar analysis of
covariance Chow test (see Pesaran et al. (1985)).

(2) This value of 7 is the first quarter of the second sample period and is used
to calculate the LR test statistics. The LR test compares the residual sum of
squares of the PIAR model for 1956.1-(7 — 1) with that of 7-1988.4.

(3) Critical values at the 5% level for the sup(LR) test in case of an unknown
break-point. These values are interpolated from the asymptotic critical values
displayed in Table I in Andrews (1993). There are 7 parameters to be estimated
in the PIAR(1) model and 11 in the PIAR(2) model. The fraction of the sample

1956.1-1988.4 for which there may be a brea
Table I) can be calculated using the value o

Table 111

k-point (denoted as mp in Andrew’s
T

Nested and Non-nested Test Statistics for Six UK Macroeconomic

Time Series

Variable Break-point Nested tests'’)  Non-nested tests
T Fpj I Lpr L

GDP 1969.1 6i152% L 6:394% 3083 % 1738
Investment 1964.1 3:233% . d4.161%£1:939.5.1:891
Exports 1979.1 163170, o3 266841 14235 5 2:(89F
Imports 1967.1 3194 3:3:999% 00 2. 164 Te 1::827
Consumption 1969.1 36252 vil5:97 % .- -0:0334556:083%
Nondurables 1969.1 4.874% 4i10:45%052.213% 1:14:4167

* Significant at the 5% level.

Note:

()T heFp; test has (4,117) and (4,121) degrees of freedom for PIAR(2) and
PIAR(1) models, respectively, while the Fy test has (3,117) and (3,121) degrees

of freedom, respectively.
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Table IV
Schwarz Criteria for Nested and Non-nested PIAR Models
Model
Variable Break-point Pl [ with break PI with break
T

GDP 1969.1 -1029.9 -1030.1 =1035.5"%
[nvestment 1964.1 -843.51** -839.09 -837.82
Exports 1979.1 -833.37%* .. 2823.72 -819.66
[mports 1967.1 -835.54** -831.43 -829.26
Consumpticn 1969.1 -1083.8** -1048.4 -1077.8
Nondurables 1969.1 -1162.8 -1147.2 -1163.0**

Note:
* Smallest value of the Schwarz criterion, 1.e. the corresponding model 1s se-

lected.

these values, the PI model yields the most parsimonious description of the data
for four of the six variables, while the PI model with a break in (7) 1s selected

for GDP and Nondurables. The I model with a break in (6) 1s not chosen for

any variable. Overall, 1t can be concluded that the various testing and model
selection methods do not lead to a specific model being preferred. In general,
it seems that the PI model with a structural break may be useful for GDP
and Nondurables. The estimation results for the latter variable, by way of

1llustration, are
(l—{lsB)yt :J.,-i-]([z-,)ff;-{-(; (12)

where 7 1s 1969.1

(i’l = 11091 61“2 ="0.929 L:lfg — 1022 Ek’q —- 1/((]1:'_1'3(::1'3) = 1002
(0.015) (0.013) (0.014) (0.015)

and

5, = —0.617 &, = 0.789 3 = —0.214 b4 = 0.018

(0.151) (0.137) (0.148) (0.144)
§: =—0.024 45 =0.000 43=0.005 4;=0.019
(0.007) 0.006) (0.006) (0.006)

where the asymptotic standard errors are given in parentheses. It might be
desired to simplify this model even further since not all ; and d; are statistically

significant. It is clear, however, that 67 and §; are significantly different from
zero, and that the estimates of the a, parameters are close, though not equal,

to unity.
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For Investment, Exports and Consumption, it might be concluded that a PI
model without a break 1s useful, although the evidence 1s not equally strong for
all variables. For Imports, a model like (6) might be specified. The correspond-

ing results, after deleting insignificant 4] estimates, are 4, = 0.014(0.007),4, =

-

0.035(0.007),83 = 0.032(0.009),d5 = —0.037(0.009) and d3, = 0.030(0.009).

where 63, refers to the variable with -1 in the third quarter and +1 in the
fourth quarter, starting in 1967. Hence, the total seasonal variation has not
changed, since the seasonal component in quarter 3 has decreased by the same
amount as the increase in the seasonal component 1n quarter 4.

5 Concluding remarks

This paper has been concerned with testing alternative specifications of inte-
erated time series. Two specifications were considered, namely one which is pe-
riodically integrated with periodic differencing filter given by (1 — a,B) (where
not all as equal unity), and an integrated time series with filter (1 — B) which
requires seasonal dummy variables with corresponding parameters subject to

change over the sample. Simple nested and non-nested testing procedures were
proposed to distinguish between the two stochastic and non-stochastic seasonal
processes. When the two specifications are not based on strong theoretical
foundations, both may be nested within a more general framework and stan-
dard (asymptotic) F tests may be used to test the appropriate restrictions.
Insignificant test statistics lead to non-rejection of the respective null hypothe-
ses, whereas significant test statistics for both null hypotheses leads to rejection
of both in favour of the more general model. In the non-nested case, where
differences in theoretical approaches, in the auxiliary assumptions or in the ap-
proaches to econometric modelling predominate, a more general model is not
entertained 1n the testing process. Therefore, rejection of the two non-nested
models indicates that both are misspecified in ways not detected by standard
(and possibly less powerful) diagnostic checks. However, there is no indication
as to how to correct or accommodate the apparent misspecifications.

The procedures seem to work well in practice. Six empirical examples, using
quarterly real macroeconomic time series for the United Kingdom highlighted
various Interpretations. In the case of Imports, the I model with a structural
break was preferred to the PI model using the non-nested procedure, whereas
the nested tests rejected both in favour of the general model. For Nondurables,
both the PI and I models were rejected 1n favour of the general specification
incorporating both PI and a structural break, using the nested and non-nested
procedures. Thus, in the case of several variables, time series models which
had passed standard diagnostic checks were rejected on the basis of evidence
provided by a non-nested alternative or by a more general model not implied
by the diagnostics.

Extensions of the tests proposed in this paper may take various forms. It
was assumed throughout the analysis of the integrated model with a structural
break that the value of 7, the breakpoint, can be determined using a test for
parameter constancy. Preferably, a joint test of 7 and the non-nested alternative
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of PI simultaneously would obviate the need to be concerned with the sequential
testing problem, and would also extend the applicability of the procedure (see
Bera et al. (1992) for the derivation of a joint test of non-nested models together
with departures from the auxiliary assumptions regarding the errors of a linear
regression model). Extensions to multiple structural breaks, slowly changing
breaks and continuous breaks could also be examined within the context of the
problem analysed here. In each case, the PI model may be non-nested with
respect to i1ts I counterpart with known or unknown structural breaks.
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