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1 INTRODUCTION

Although in the early eighties several researchers recognized the need to integrate vehicle and crew scheduling, most of the algorithms published in the literature still follow the sequential approach where vehicles are scheduled before, and independently of, crews. Algorithms incorporated in commercially successful computer packages use this sequential approach as well, while sometimes integration is dealt with at the user level (see e.g. [1]). In the operations research literature, only a few publications address a simultaneous approach to vehicle and crew scheduling. None of those publications makes a comparison between simultaneous and sequential scheduling. Hence, they do not provide any indication of the benefit of a simultaneous approach.

In this paper, we consider a complete integration of vehicle and crew scheduling. To evaluate the effectiveness of this approach, we also consider the traditional sequential approach and the opposite sequential approach of scheduling crews before, and independently of, vehicles.

The paper is organized as follows. Section 2 deals with problem definitions and discusses the need for integration of vehicle and crew scheduling. An overview of the literature on simultaneous vehicle and crew scheduling approaches is provided in section 3. In section 4, we propose mathematical formulations for complete integration of vehicle and crew scheduling and for independent crew scheduling. For the integration, separate approaches are developed for the situation where a crew is allowed to work on more than one vehicle during a duty, and for the situation where this is not allowed. The independent crew scheduling approach can serve as a stand alone algorithm, but it can also be used to measure the potential effectiveness of integrating vehicle and crew scheduling. This measure consists of comparing solution values of the traditional sequential approach with solution values of independent vehicle and crew scheduling.

All algorithms proposed in this paper rely on column generation applied to set partitioning type of models (see e.g. Freling [2] and Desrochers and Soumis [3]). In section 5, we discuss algorithms for solving the models. We use Lagrangian relaxations and Lagrangian heuristics with column generation and we discuss quality guarantees for both the integration and independent crew scheduling. The column generation (pricing) problem, topic of section 6, allows us to exploit the network flow structure of the crew scheduling problem, and is decomposed in two or three phases, each consisting of (constrained) shortest path type of problems. The paper is concluded with a computational study using real life data from a mass transit company in the Netherlands (section 7).
2 INTEGRATED VEHICLE AND CREW SCHEDULING

In this section we define the vehicle and crew scheduling problem and we discuss the potential benefits of an integrated approach to this problem.

2.1 Problem Definition

The vehicle and crew scheduling problem (VCSP) is the following: given a set of service requirements or trips within a fixed planning horizon, find a minimum cost schedule for the vehicles and the crews, such that both the vehicle and the crew schedule are feasible and mutually compatible. Each trip has fixed starting and ending times, and the traveling times between all pairs of locations are known. A vehicle schedule is feasible if (1) each trip is assigned to a vehicle, and (2) each vehicle performs a feasible sequence of trips, where a sequence of trips is feasible if it is feasible for a vehicle to execute each pair of consecutive trips in the sequence. From a vehicle schedule it follows which trips have to be performed by the same vehicle and this defines so-called vehicle blocks. The blocks are subdivided at relief points, defined by location and time, where and when a change of driver may occur. A task is defined by two consecutive relief points and represents the minimum portion of work that can be assigned to a crew. These tasks have to be assigned to crew members. The tasks that are assigned to the same crew member define a crew duty. Together the duties constitute a crew schedule. Such a schedule is feasible if (1) each task is assigned to one duty, and (2) each duty is a sequence of tasks that can performed by a single crew, both from a physical and a legal point of view. In particular, each duty must satisfy several complicating constraints corresponding to work load regulations for crews. Typical examples of such constraints are maximum working time without a break, minimum break duration, maximum total working time, and maximum duration. The cost of a duty is usually a combination of fixed costs such as wages, and variable costs such as overtime payment.

We make the following assumptions:

1. The vehicle scheduling characteristics correspond to one depot, identical vehicles, and no time constraints. It is well known that the single depot vehicle scheduling problem with these characteristics is polynomially solvable.

2. The cost function for the VCSP is the summation of the vehicle and crew scheduling cost functions, where the primary vehicle scheduling objective is to minimize the number of vehicles, while the primary crew scheduling objective is to minimize the number of crews. An additional term can be added to the cost function which corresponds
to variable vehicle costs (e.g. distance travelled) and variable crew costs (e.g. overtime payment).

3. The fact whether or not a sequence of tasks on one vehicle block can be performed by a single crew member without interruption only depends on the duration of this sequence. Such a feasible sequence is called a piece (of work), and the duration is limited by a minimum and maximum piece length.

The three assumptions make our approach in principle applicable to bus and driver scheduling.

We distinguish between two types of tasks, viz., trip tasks corresponding to (parts of) trips, and dh-tasks corresponding to deadheading. A deadhead is a period that a vehicle is moving to or from the depot, or a period between two trips that a vehicle is outside of the depot (possibly moving without passengers). All trip tasks need to be covered by a crew, while the covering of dh-tasks depends on the vehicle schedules and determines the compatibility between vehicle and crew schedules. In particular, each dh-task needs to be assigned to a crew if and only if its corresponding deadhead is assigned to a vehicle. Note that more than one trip task may correspond to a single trip, depending on the relief points along that trip. Similarly, more than one dh-task may correspond to a single deadhead. For example, a deadhead between the end location of trip \( i \) and the starting location of trip \( j \) which passes by the depot corresponds to two dh-tasks, one from the end location of trip \( i \) to the depot and the other from the depot to the starting location of trip \( j \). Here we assume that waiting at the depot is not a task because vehicle attendance at the depot is not necessary.

### 2.2 Potential Benefits of Integration

It is an obvious observation that the specification of vehicle schedules will put certain constraints on the crew schedules (and vice versa). Because vehicles are often much more flexible to schedule than crews, it may be inefficient to schedule vehicles without considering crew scheduling. An overview of the potential benefits of integration is provided in Freling, Wagelmans and Paixão [4].

We can measure the potential benefit of integration with respect to cost efficiency, without solving the VCSP. To this end, we define the independent crew scheduling problem (ICSP) as follows: given a set of trip tasks corresponding to a set of trips, and given the traveling times between each pair of locations, find a minimum cost crew schedule such that all trip tasks are covered in exactly one duty and all duties satisfy crew feasibility constraints. Note that vehicles are completely ignored in this problem. Now consider the solution values of the following three approaches:
1. Traditional sequential approach (solution value $v_1$): first solve the SDVSP and then the CSP.

2. Independent approach (solution value $v_2$): independently solve the SDVSP and the ICSP.

3. Integrated approach (solution value $v_3$): solve the VCSP.

The solutions of the independent approach are of no practical use since the resulting vehicle and crew schedules are usually not compatible. However, it is easier to obtain solutions for the first two approaches than for the third approach, and we know that $v_2 \leq v_3 \leq v_1$. Thus, if $v_2 \ll v_1$, it may be that the crew scheduling solution will improve significantly when considering integration as compared to the sequential approach. On the other hand, we know that there is no need to integrate if $v_2$ and $v_1$ do not differ much. Because the vehicle schedules are identical for the sequential and independent approach, the potential benefit can be measured by comparing the the cost of the crew schedules only.

3 LITERATURE REVIEW

The traditional sequential strategy is strongly criticized by Bodin et al. [5]. This is motivated by the fact that in North American mass transit organizations the crew costs dominate vehicle operating costs, and in some cases reach as high as 80% of total operating costs. Although simultaneous vehicle and crew scheduling is of significant practical interest, only a few approaches of this kind have been proposed in the literature. They mainly deal with bus and driver scheduling and fall into one of the following three categories:

1. Scheduling of vehicles during a heuristic approach to crew scheduling.

2. Inclusion of crew considerations in the vehicle scheduling process; the actual crew scheduling is only carried out afterwards.

3. Complete integration of vehicle and crew scheduling.

Most of the approaches are of the first category and are based on a heuristic procedure proposed by Ball et al. [6]. This procedure involves the definition of a scheduling network, which consists of vertices characterized by parts of trips called d-trips that have to be executed by one vehicle and crew, and two vertices $s$ and $t$ representing the depot. Several types of arcs can be grouped into two categories, those which indicate that a crew and vehicle proceed from one d-trip to another and those which indicate that only the crew proceeds from one d-trip to another (crew-only arcs). The solution procedure is decomposed into three components, emphasizing the crew
scheduling problem: a piece construction component, a piece improvement
compontent and a duty generation component. All three components are
solved using matching algorithms. The piece construction routine generates
a set of pieces whose time duration is less than some constant $T$. (Note that
this corresponds to vehicle scheduling with time constraint.) In the second
step pairs of short pieces are combined into partial duties, while in a third
step pairs of these duties and longer pieces are combined into 2 and 3-piece
duties. Vehicle schedules are generated simultaneously by deleting the crew-
only arcs and fixing arcs used by pieces in the solution. This procedure is
applied to large size VCSP instances which correspond to the entire physical
network, i.e., all lines are considered at once, while no restrictions are placed
on interlining, i.e., a crew may work on an arbitrary number of lines.

Other heuristic approaches of the first category are proposed by Tosini
and Veroelis [7], Falkner and Ryan [8], and Patrikalakis and Xeroostas [9].
All these approaches use a similar crew scheduling network as in [6].

Approaches of the second category are proposed by Darby-Dowman et al.
[1] as an interactive part of a decision support system, and by Scott [10] who
heuristically determines vehicle schedules which take crew costs into account.
An initial vehicle schedule is heuristically modified according to estimated
marginal costs associated with a small change in the current vehicle schedule.
The estimated marginal costs are obtained by solving the linear programming
dual of the HASTUS crew scheduling model (see [11]). Results obtained with
public transport scheduling problems in Montréal, show a slight decrease in
estimated crew costs.

Only very recently, approaches of the third category, that is, a complete
integration of vehicle and crew scheduling, have been proposed. The first
mathematical formulation is proposed by Freling, Boender and Paixão [12].
This formulation is similar to the one considered in this paper (see also
Freling, Wagelmans and Paixão [4]). Haase and Friberg [13] propose an
approach of an exact algorithm for the VCSP. Both the vehicle and crew
scheduling aspects are modelled by using set partitioning type of constraints.
A branch-and-cut-and-price algorithm is proposed, that is, column generation
and cut generation are combined in a branch-and-bound algorithm. The
column generation master problem corresponds to the LP relaxation, while
the pricing problem corresponds to a shortest path problem for generating
vehicle schedules and a constrained shortest path problem for generating
duties. The constrained shortest path problem is solved using the algorithm
proposed by Desrochers [14]. Preliminary computational results indicate that
problems with 10 trips can be solved within one minute, problems with 20
trips can be solved in more than an hour, and problems with 30 trips could
not be solved.

Haase, Desaulniers and Desroiers [15] propose an approach which solves
a crew scheduling problem that incorporates side constraints for the buses.
This is done in such a way that the solution of this problem guarantees that an overall optimal solution is found after constructing a compatible vehicle schedule. The solution approach is based on a multi-commodity network flow formulation for the crew scheduling problem with side constraints, which is solved by a branch-and-price algorithm. For larger problem instances a heuristic version of the algorithm is used. Computational experiments with random data instances, simulating a urban mass transit environment, show that instances with up to 200 trips can be solved within 40 minutes of CPU time (on a SUN ULTRA-2/2300 workstation) and with an optimality gap of less than 3.1%. Furthermore, out of 10 instances with 120 trips, 5 instances could be solved to optimality within 1 hour of CPU time. We note, however, that Haase, Desaulniers and Desrosiers make the simplifying assumption that every duty has to start and end at the depot. Because of this and several other reasons (see section 7) it is not straightforward to compare their results with ours.

Finally, Gaffi and Nonato propose a heuristic algorithm based on Lagrangian relaxation with column generation for an integrated approach to multiple-depot vehicle scheduling and crew scheduling. They also propose a mathematical formulation similar to the formulation presented in this paper, with some modifications for the multiple-depot case. Their approach is developed for the ex-urban mass transit setting, where crews are tightly dependent on the vehicle activities or dead-heading of crew is highly constrained. Computational results are provided for Italian public transit operators, which show some improvements over the results of a sequential approach. CPU times (on a Power PC 604, 180 Mh) are over 24 hours for cases with up to 257 trips, and on average 2 to 6 hours.

4 MATHEMATICAL FORMULATIONS

In this section, we propose and review mathematical formulations for the VSP, CSP, VCSP and ICSP. For the VCSP we deal separately with the situation where changeovers are not allowed. A changeover is the change of vehicle of a bus driver during his break. An important consideration when formulating the VCSP or ICSP is the way crew tasks are defined without knowing the vehicle schedules in advance. Recall that we consider two types of tasks, namely a set of trip tasks of which we can be sure that they have to be serviced by a crew, and a set of dh-tasks (task between two trips or to/from the depot) that need to be covered by a crew if and only if a vehicle is traversing this deadhead.
4.1 Vehicle scheduling

Let $N = \{1, 2, ..., n\}$ be the set of trips, numbered according to increasing starting time, and let $E = \{(i, j) \mid i < j, i, j \text{ compatible}, i \in N, j \in N\}$ be the set of deadheads. Let $s$ and $t$ both represent the depot at location $d$. We define the vehicle scheduling network $G = (V, A)$, which is an acyclic directed network with nodes $V = N \cup \{s, t\}$, and arcs $A = E \cup (s \times N) \cup (N \times t)$. A path from $s$ to $t$ in the network represents a feasible schedule for one vehicle, and a complete feasible vehicle schedule is a set of disjoint paths from $s$ to $t$ such that each node in $N$ is covered. Let $c_{ij}$ be the vehicle cost of arc $(i, j) \in A$, which is usually some function of travel and idle time. Furthermore, a fixed cost $K$ for using a vehicle can be added to the cost of arcs $(s, i)$ or $(j, t)$ for all $i, j \in N$. For the remainder of this chapter, we assume that the primary objective is to minimize the number of vehicles. This means that $K$ is large enough to guarantee that this minimum number will be achieved.

Using decision variables $y_{ij}$, with $y_{ij} = 1$ if a vehicle covers trip $j$ directly after trip $i$, $y_{ij} = 0$ otherwise, the SDVSP can be formulated as follows as an quasi-assignment problem:

$$\min \sum_{(i,j) \in A} c_{ij} y_{ij} \quad \text{(1)}$$

$$\sum_{\{j: (i,j) \in A\}} y_{ij} = 1 \quad \forall i \in N, \quad \text{(2)}$$

$$\sum_{\{i: (i,j) \in A\}} y_{ij} = 1 \quad \forall j \in N, \quad \text{(3)}$$

$$y_{ij} \in \{0, 1\} \quad \forall (i, j) \in A. \quad \text{(4)}$$

In terms of the underlying network, $y_{ij} = 1$ means that the corresponding arc $(i, j) \in A$ is used by a vehicle. Constraints (2) and (3) assure that each trip is assigned to exactly one predecessor and one successor, that is, these constraints guarantee that the network is partitioned into a set of disjoint paths from $s$ to $t$. The binary condition on the variables can be relaxed to $y_{ij} \geq 0$ because it is well-known that a simplex algorithm produces optimal 0/1-solutions for the LP-relaxation.

A bottleneck for solving VSP when using a network such as $G$ is the large size of those networks due to a large number of arcs in $E$. When a vehicle has an idle time between two consecutive trips which is long enough to let it to the depot, we assume that is does so. In that case the arc between the trips is called a long arc; the other arcs between trips are called short arcs.

4.2 Crew Scheduling

In this subsection we give a mathematical formulation for the crew scheduling problem. Let $d_k$ be the cost of duty $k \in K$, where $K$ is the set of all
feasible duties, and define $K(i) \in K$ as the set of duties covering task $i \in I$. Consider binary decision variable $x_k$ indicating whether duty $k$ is selected in the solution or not. In the set partitioning formulation of the CSP, the objective is to select a minimum cost set of feasible duties such that each task is included in exactly one of these duties. This is the following 0-1 linear program:

$$\min \sum_{k \in K} d_k x_k$$  \hspace{1cm} (5) $$

$$\sum_{k \in K(i)} x_k = 1 \quad \forall i \in I, \hspace{1cm} \text{ (6)}$$ $$

x_k \in \{0, 1\} \quad \forall k \in K, \hspace{1cm} \text{ (7)}$$

where constraints (6) assure that each task will be covered by exactly one duty. When solving the CSP, one often replaces constraints (6) by

$$\sum_{k \in K(i)} x_k \geq 1 \quad \forall i \in I. \hspace{1cm} \text{ (8)}$$

This yields the set covering formulation of the problem. The advantage of working with this formulation is that it is easier to solve than the set partitioning formulation (a similar remark can be made for relaxations of the respective problems). After solving the set covering formulation, we can always change the solution into a set partitioning solution by deleting over-covers of trips. In fact, this boils down to changing some of the selected duties. Instead of being the driver, the person who is assigned to such a duty will make the trip as a passenger. Note that such changes affect neither the feasibility nor the cost of the duties involved.

4.3 Complete Integration: General Case

Patrikalakis and Xerocostas presented in [9] the first mathematical formulation for the VCSP. This is a simplified version of the model presented here. Our formulation is valid under the assumptions that short arcs correspond to only one dh-task and continuous attendance is required, i.e., there is always a driver present if the bus is outside the depot. If these assumptions are not met, we can use a slightly different formulation; for details we refer to [16].

The mathematical formulation we propose for the VCSP is a combination of the quasi-assignment formulation for vehicle scheduling based on network $G = (V, A)$ defined in subsection 4.1, and the set partitioning formulation for crew scheduling discussed in subsection 4.2. The quasi-assignment part assures the feasibility of vehicle schedules, while the set partitioning part assures that each trip task is assigned to a duty and each dh-task is assigned to a duty if and only if its corresponding deadhead is part of the vehicle
schedule. Before providing the mathematical formulation, we need to recall and to introduce some notation. As before, \( N \) denotes the set of trips, \( K \) denotes the set of duties, and \( A^s \subset A \) and \( A^l \subset A \) denote the sets of short and long arcs, respectively. We assume that deadheads to and from the depot correspond to one dh-task each. Suppose \((i, j) \in A^l\) and let \(el_i\) and \(bl_j\) denote the ending and starting location of trips \(i\) and \(j\), respectively. Then we let \(K(i, t)\) and \(K(s, j)\) denote the dh-task from \(el_i\) to the depot and from the depot to \(bl_j\), respectively. Furthermore, \(I_1\) denotes the set of trip tasks and \(K(p)\) is the set of duties covering trip task \(p \in I_1\), where we assume that a trip corresponds to one task. \(K(i, j)\) denotes the set of dh-tasks corresponding to deadhead \((i, j) \in A^s\). Decision variables \(y_{ij}\) and \(x_k\) are defined as before, that is, \(y_{ij}\) indicates whether a vehicle covers trip \(j\) directly after trip \(i\) or not, while \(x_k\) indicates whether duty \(k\) is selected in the solution or not. The VCSP can be formulated as follows.

\[(VCSP1):\]

\[
\begin{align*}
\min & \quad \sum_{(i,j) \in A} c_{ij}y_{ij} + \sum_{k \in K} d_kx_k \\
\text{s.t.} & \quad \sum_{\{j: (i,j) \in A\}} y_{ij} = 1 \quad \forall i \in N, \\
& \quad \sum_{\{i: (i,j) \in A\}} y_{ij} = 1 \quad \forall j \in N, \\
& \quad \sum_{k \in K(p)} x_k = 1 \quad \forall p \in I_1, \\
& \quad \sum_{k \in K(i,j)} x_k - y_{ij} = 0 \quad \forall (i, j) \in A^s,
\end{align*}
\]

As before, the objective coefficients \(c_{ij}\) and \(d_k\) denote the vehicle cost of arc \((i, j) \in A\), and the crew cost of duty \(k \in K\), respectively. The objective is to minimize the sum of total vehicle and crew costs. The first two sets of constraints, (10) and (11), correspond to the quasi-assignment formulation for the SDVSP discussed in subsection 4.1. Constraints (12) assure that each trip task \(p\) will be covered by one duty in the set \(K(p)\). Furthermore, constraints (13), (14) and (15) guarantee the link between dh-tasks and deadheads in the solution, where deadheads corresponding to short and long arcs in \(A\) are considered separately. In particular, constraints (13) guarantee that each deadhead from \(i\) to \(j\) is covered by a duty in the set \(K(i, j)\).
if and only if the corresponding short arc is in the vehicle solution. The other two constraint sets, (14) and (15), ensure that the dh-tasks from ei to t and from s to blj, possibly corresponding to long arc (i, j) ∈ A, are both covered by one duty if and only if the corresponding deadheads are in the solution. Note that the structure of these last three sets of constraints is such that each constraint corresponds to the possible selection of one duty from a large set of duties, where the fact whether or not a duty has to be selected depends on the values of the corresponding y variables. We will refer to these constraints as partitioning type of constraints. The model contains |A| + |K| variables and 4 |N| + |A*| + |I| constraints, which is already a huge number of variables and a very large number of constraints for instances with a small number of trips. This is probably the main reason why complete integration has previously received very little attention.

4.4 Complete Integration: No Changeovers

The formulation presented in the preceding subsection is valid irrespective of the fact whether or not changeovers are allowed. It only differs in the set of feasible duties K. However, if changeovers are not allowed, we can also use a different formulation. We define a combined duty as a feasible vehicle duty and one or more corresponding feasible crew duties. The compatibility of vehicle and crew duties is guaranteed by the definition of a combined duty. Therefore, the VCSP without changeovers can be modelled as a set partitioning problem, where each trip must be covered by a combined duty. The cost of a combined duty k, denoted by ck, is defined as the sum of the cost of the vehicle duty and the costs of the corresponding crew duties. Let N be the set of trips, K the set of all combined duties, and K(i) the set of combined duties covering trip i. Furthermore, binary variable xk indicates whether combined duty k is selected in the solution or not. The VCSP without changeovers can be formulated as follows.

\[(VCSP2): \]
\[
\begin{align*}
\min & \quad \sum_{k \in K} c_k x_k \\
\sum_{k \in K(i)} x_k & \geq 1 \quad \forall i \in N, \\
x_k & \in \{0, 1\} \quad \forall k \in K,
\end{align*}
\]

Note that, for similar reasons as mentioned in subsection 4.2, we use a set covering formulation, i.e., constraints (18) require that each trip must be covered by a combined duty, but possibly more than once.
4.5 Independent Crew Scheduling

For the ICSP we propose the same formulation as for the CSP, but the difference is that the set of possible duties is much larger, because the vehicle schedule is not given in advance. Furthermore, we know that some duties will never appear in the optimal solution. For example, consider two duties $i$ and $j$ which are equivalent except that $j$ contains an extra dh-task from the depot to the first relief point. Then, duty $j$ will never appear in an optimal solution if $d_i < d_j$. In general, if the cost of a duty increases with the duration, in an optimal solution no duty begins or ends at the depot. So vehicle movements to and from the depot are not covered. In particular, only duties beginning and ending with a trip task need to be considered.

5 ALGORITHMS

We propose Lagrangian heuristics with column generation for obtaining feasible solutions with quality guarantee for models CSP, VCSP1, VCSP2 and ICSP. We assume that the reader is already familiar with the techniques of Lagrangian relaxation and subgradient optimization (survey on these topics are [17], [18] and [19]). In subsection 5.1 we give a general introduction to column generation and we give a motivation for using a combination of Lagrangian relaxation and column generation. In the subsequent subsections we discuss the Lagrangian relaxation and heuristic for each problem. Details on the solution of the column generation problems are postponed to section 6.

5.1 Column generation in combination with Lagrangian relaxation

Column generation is a technique that is used for problems with a huge number of variables (see e.g. Barnhart et al. [20]). The general idea is to solve a sequence of reduced problems, where each reduced problem contains only a small portion of the set of variables (columns). After solving a reduced problem a new set of columns is obtained by using dual information of the solution. The column generation algorithm converges once it is established that the optimal solution based in the current set of columns can not be improved upon by adding more columns. Then the optimal solution of the reduced problem is the optimal solution of the overall problem. We will refer to the reduced problem as the master problem and to the problem of generating a new set of columns as the pricing problem.

Usually column generation is used in the context of linear programming, but here we will use it in combination with Lagrangian relaxation (see also...
Freling [2] and Carraresi et al. [21]) to compute lower bounds on the optimal solution. Furthermore, we will use the columns which are generated to compute the lower bound to construct a feasible solution. This approach has been chosen to solve CSP, VCSP1, VSCP2 and ICSP for the following reasons:

1. in general, a set of columns generated to compute the lower bound turns out to be a set from which we can select a good feasible solution;

2. since we compute a lower bound on the optimal solution, we obtain an indication about the quality of the constructed feasible solution;

3. Lagrangian relaxation has shown to provide tight bounds for set partitioning type of problems (see e.g. Beasley [19]);

4. because of the number of constraints, using a linear programming relaxation is not a realistic option for the VCSP1 model.

We mention also that Carraresi et al. [21] proposed a similar algorithm for the CSP. The only difference between their and our approach is that in subsequent reduced problems they replace the set of columns by a completely new one, while we only add columns.

5.2 CSP

Before we can solve the CSP, we have to solve the VSP and to generate all feasible pieces and (optional) all feasible duties first. To solve the VSP, we use a very efficient auction algorithm, which is described in detail in Freling, Wagelmans and Paixão [22].

As mentioned before, we solve the CSP as a set covering problem. A global description of the Lagrangian heuristic is given in figure 1.

Suppose that, at some point, $K$ is the set of columns (dues) that we are considering in the master problem. We compute the lower bound with respect to these columns as follows. Associate non-negative Lagrangian multipliers $\lambda_1, \lambda_2, \ldots, \lambda_{|I|}$ with the constraints (8). This yields the following Lagrangian subproblem:

$$\Phi(\lambda) = \min \sum_{k \in K} d_k x_k - \sum_{i \in I} \lambda_i \left( \sum_{k \in K(i)} x_k - 1 \right)$$

$$= \min \sum_{k \in K} \tilde{d}_k x_k + \sum_{i \in I} \lambda_i$$

$$x_k \in \{0, 1\}, \quad \forall k \in K, \quad (20)$$

where $\tilde{d}_k = d_k - \sum_{i \in I(k)} \lambda_i$ is the Lagrangian cost or reduced cost with respect to the Lagrangian multipliers $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{|I|})$, and $I(k)$ is the set of tasks
Step 0: Initialization
Generate a set of pieces such that each task can be covered by at least one piece. The initial set of columns consists of these pieces.

Step 1: Computation of lower bound
Solve a Lagrangian dual problem with the current set of columns.

Step 2: Generation of columns
Generate columns with negative reduced cost. If no such columns exist (or another termination criterion is satisfied), go to Step 3; otherwise, return to Step 1.

Step 3: Construction of feasible solution
Use all the columns generated in Step 0 and Step 2 to construct a feasible solution.

Figure 1: Solution method for CSP

in duty $k \in K$. Let $\pi(\lambda)$ be an optimal solution to this problem for a given $\lambda$. Then the problem amounts to pricing out the $x$ variables to yield $\pi(\lambda)$. That is, for each $k \in K$, $\pi_k = 1$ if $\overline{d}_k \leq 0$ and $\pi_k = 0$ otherwise.

We use subgradient optimization to solve the Lagrangian dual problem $\max_{\lambda \geq 0} \Phi(\lambda)$ approximately. Besides a good lower bound, we also obtain a final set of Lagrange multipliers. These are used to compute the reduced cost $\overline{d}_k$ of columns $k \notin K$ in the column generation step. We add a number of duties with negative reduced cost to $K$ and repeat the subgradient optimization. Actually, to assure that we do not generate columns twice, we modify the Lagrange multipliers before we generate new columns. The modifications are such that all columns already in $K$ get non-negative reduced cost. For details on the greedy heuristic that we use, we refer to [2].

We stop if there are no duties left with negative reduced cost or if the lower bound obtained by the subgradient optimization does not significantly change for a number of iterations. In the first case we obtain a true lower bound; in the second case we do not have this guarantee.

Finally we compute a feasible solution by solving a set covering problem in which we consider all the columns which have been generated along the way. We can either do this exactly, using a general or specialized integer programming solver, or heuristically. Most often we use the set covering heuristic of Caprara et al. [23] with a few changes proposed in Freling [2].

5.3 VCSP1
The algorithm for VCSP1 is shown in figure 2.

We use the relaxation of model VCSP1, where all set partitioning type of constraints (12)-(15) are first replaced by set covering constraints, which are subsequently relaxed in a Lagrangian way. That is, we associate non-negative
**Step 0:** Initialization
Solve VSP and CSP (using the algorithm of figure 1) and take as initial set of columns the duties in the CSP-solution.

**Step 1:** Computation of lower bound
Solve a Lagrangian dual problem with the current set of columns.

**Step 2:** Generation of columns
Generate columns with negative reduced cost.
Compute an estimate of a lower bound for the overall problem.
If the gap between this estimate and the lower bound found in Step 1 is small enough (or another termination criterion is satisfied), go to Step 3; otherwise, return to Step 1.

**Step 3:** Construction of feasible solution
Based on feasible vehicle solution(s) from Step 1, construct corresponding feasible crew solution(s) using the algorithm of figure 1.

Figure 2: Solution method for VCSP1

Lagrangian multipliers $\lambda_p$, $\mu_q$, $\nu_i$ and $\xi_j$ with constraints (12), (13), (14) and (15), respectively. Furthermore, we define the corresponding $|I_1|$-vector $\lambda$, $|A^s|$-vector $\mu$, $|N|$-vector $\nu$, and $|N|$-vector $\xi$. The Lagrangian subproblem becomes:

$$\Phi(\lambda, \mu, \nu, \xi) = \Phi_x(\lambda, \mu, \nu, \xi) + \Phi_y(\mu, \nu, \xi) + \sum_{p \in I_1} \lambda_p$$

with

$$\Phi_x(\lambda, \mu, \nu, \xi) = \min \sum_{k \in K} d_k x_k$$

$$x_k \in \{0, 1\} \quad \forall k \in K,$$

and

$$\Phi_y(\mu, \nu, \xi) = \min \sum_{(i,j) \in A} c_{ij} y_{ij}$$

$$\sum_{\{j: (i,j) \in A\}} y_{ij} = 1 \quad \forall i \in N,$$

$$\sum_{\{i: (i,j) \in A\}} y_{ij} = 1 \quad \forall j \in N,$$

$$y_{ij} \in \{0, 1\} \quad \forall (i, j) \in A,$$

where

$$c_{ij} = \begin{cases} c_{ij} + \mu_{ij} & \forall (i,j) \in A^s, \\ c_{ij} + \nu_i + \xi_j & \forall (i,j) \in A^l, \\ c_{ij} + \nu_j & j = t, \forall t \in N, \\ c_{ij} + \xi_j & i = s, \forall j \in N, \end{cases}$$
is the reduced cost of arc \((i, j) \in A\), and
\[
\bar{d}_k = d_k - \sum_{p \in I_1(k)} \lambda_p - \sum_{(i,j) \in A^s(k)} \mu_{ij} - \sum_{i \in N^s(k)} \nu_i - \sum_{j \in N^s(k)} \xi_j,
\]
is the reduced cost of duty \(k \in K\), where the sets are defined as follows:

- \(I_1(k)\) denotes the set of trip tasks \(I_1\) in duty \(k\).
- \(A^s(k)\) denotes the set of short arcs \(A^s\) in duty \(k\).
- \(N^s(k)\) denotes the set of trips that have a corresponding task in duty \(k\), with the end of this trip as starting location and the depot as ending location.
- \(N^s(k)\) denotes the set of trips that have a corresponding task in duty \(k\), with the depot as starting location and the start of this trip as ending location.

Let \(\pi(\lambda, \mu, \nu, \xi)\) and \(\gamma(\mu, \nu, \xi)\) denote optimal solutions corresponding to \(\Phi_\lambda(\lambda, \mu, \nu, \xi)\) and \(\Phi_\gamma(\mu, \nu, \xi)\), respectively, for given \(\lambda, \mu, \nu\) and \(\xi\). Then \(\gamma(\mu, \nu, \xi)\) is obtained by solving an instance of the SDVSP, and \(\pi(\lambda, \mu, \nu, \xi)\) is obtained by pricing out each variable, that is, for each \(k \in K\), \(\tau_k = 1\) if \(\bar{d}_k \leq 0\) and \(\tau_k = 0\) otherwise. We can again use the auction algorithm proposed in Fredling, Wagelmans and Paixão [22] for solving the SDVSP. Notice that we get a feasible vehicle solution every time we solve the SDVSP.

As before, we need an additional procedure to update the Lagrangian multipliers after solving the Lagrangian relaxation. This is necessary to ensure that all duties in the current master problem have non-negative reduced cost so that these duties will not be generated again in the pricing problem.

In contrast to our approach to the CSP, we cannot generate the complete set of duties before we run the actual optimization algorithm, because we do not have a vehicle solution in advance. Therefore, we have to generate the duties during the process. Details on how this is done will be given in section 6.

In every iteration \(i\) we compute an estimate \(LBT_i\) of the lower bound for the overall problem. Let \(LBS_i\) denote the value of the Lagrangian lower bound in iteration \(i\), then the estimate is computed as
\[
LBT_i = LBS_i + \sum_{k \in K_i} \bar{d}_k
\]  
(28)

where \(K_i\) is the set of duties added in iteration \(i\).

\(LBT_i\) is a lower bound for the overall problem if all duties with negative reduced cost are added to the master problem. Of course, we can stop if \(LBT_i\) is equal to \(LBS_i\), but in practice we stop earlier, namely if the relative
difference is small or if there is during a number of iterations no significant improvement in $LBS_i$.

At the end we compute a feasible crew schedule given the (feasible) vehicle schedule which resulted from solving the last Lagrangian subproblem. We do this by solving the CSP (using the algorithm described in in figure 1). Of course, it is also possible to compute more feasible solutions by solving the CSP not only for the vehicle solution from the last iteration, but also for vehicle solutions which were encountered earlier on. A reason to actually do this could be that the gap between the lower and upper bound is quite large, which is an indication that the upper bound could be improved upon.

### 5.4 VCSP2, ICSP

A global description of the solution method for solving the models VCSP2 and ICSP is given in figure 3.

**Step 0: Initialization**
Solve VSP and CSP without changeovers and take as initial set of columns the duties in the CSP-solution.

**Step 1: Computation of lower bound**
Solve a Lagrangian dual problem with the current set of columns.

**Step 2: Generation of columns**
Generate columns with negative reduced cost. Compute an estimate of a lower bound for the overall problem. If the gap between this estimate and the lower bound found in Step 1 is small enough (or another termination criterion is satisfied), go to Step 3; otherwise, return to Step 1.

**Step 3: Construction of feasible solution**
Use all the columns generated in Steps 0 and 2 to construct a feasible solution.

Figure 3: Solution method for VCSP2 and ICSP

For the model VCSP2 we have to take in account that no changeovers are allowed in the initial solution. We do this by solving the CSP where the set of duties consists only of duties without changeovers. Since models VCSP2 and ICSP are pure set covering models, Lagrangian relaxations can be obtained in a similar way as discussed in subsection 5.2. For the model VCSP2 we must generate combined duties instead of duties. How this can be done, will be discussed in detail in section 6. We obtain a feasible solution in a similar way as for CSP by solving a set covering problem.
6 THE COLUMN GENERATION PROBLEM

For the CSP all feasible pieces of work can simply be enumerated on each vehicle block. In subsection 6.2, we will discuss how one can generate duties given a set of pieces.

For the VCSP and ICSP, vehicle blocks are not known and a huge number of feasible pieces of work may exist. Although Ball et al. [6] have proposed a duty generation network that does not consider pieces of work explicitly, this approach is not interesting for column generation purposes due to the size of the network. Therefore, for model VCSP1 and ICSP, we propose a two phase procedure for the column generation pricing problem: in the first phase, a piece generation network is used to generate a set of pieces of work which serve as input for the second phase where duties are generated. The second phase is equivalent to generating duties for the CSP.

The column generation pricing problem for model VCSP2 needs an additional procedure in order to generate combined duties using previously generated crew duties as input. This results in a three phase procedure. While the piece and duty generation networks are created only once, the combined duty generation network needs to be built every time combined duties are generated, using the duties generated previously.

Figure 4 demonstrates the procedures.

![Diagram of column generation process]

Figure 4: Column generation problem

A disadvantage of the two- or three-phase procedure is that it is possible to generate a duty twice in the second phase, and to generate a combined duty twice in the third phase. For example, a duty containing the same tasks can be constructed from two different pieces of work. It is very time consuming to check for each new duty generated if it has been generated before. However, we have implemented an efficient procedure to check for double duties after a fixed number of iterations of our duty generation algorithm. The current
list of generated duties is then updated so that it contains no double duties, and the algorithm for generating duties is continued.

Next, we discuss networks and algorithms for piece, duty and combined duty generation, respectively.

6.1 Generation of Pieces of Work

Recall that we have defined a piece of work as a continuous sequence of trip tasks and dh-tasks corresponding to (a part of) one vehicle block, and that this sequence of tasks is only restricted by its duration.

6.1.1 Network Structure

The network for piece generation is an extension of the network $G$ for vehicle scheduling (see subsection 4.1). Let a start point (end point) be defined as the relief point corresponding to the start (end) of a vehicle trip. We define the acyclic network $G^p = (N^p, A^p)$, where nodes correspond to the relief points on each trip, and the source $s$ and the sink $t$ represent the depot. Arcs in $A^p$ correspond to dh-tasks and trip tasks. Figure 5 illustrates network $G^p$ with four trips and two trip tasks per trip, and one dh-task for each deadhead.

Let $b_{ij}$ be the cost associated with each arc $(i, j) \in A^p$. Recall from subsection 5.3 that we associate Lagrangian multipliers $\lambda_p$, $\mu_i$, $\nu_i$ and $\xi_j$ with constraints (12), (13), (14) and (15), respectively. Then, for model VCSP1, the reduced cost is defined as

$$
\overline{b}_{ij} = \begin{cases} 
  b_{ij} - \lambda_p, & \text{for each arc } (i, j) \text{ corresponding to a trip task } p, \\
  b_{ij} - \mu_{ij}, & \text{for each arc } (i, j) \text{ corresponding to a short arc } (i, j), \\
  b_{ij} - \xi_i, & \text{for each arc } (i, j) \text{ with } i = s \text{ and } j \text{ the start point of trip } r, \\
  b_{ij} - \nu_i, & \text{for each arc } (i, j) \text{ with } j = t \text{ and } i \text{ the end point of trip } r.
\end{cases}
$$

Let $\lambda_p$ be the Lagrangian multiplier corresponding to a trip or trip task, and associated with the set covering constraints in model VCSP2 or ICSP. Then, for model VCSP2 or ICSP, the reduced cost is defined as

$$
\overline{b}_{ij} = \begin{cases} 
  b_{ij} - \lambda_p, & \text{for each arc } (i, j) \text{ corresponding to a trip or trip task } p, \\
  b_{ij}, & \text{otherwise}.
\end{cases}
$$

Thus, the costs on the arcs are defined such that the cost of a path is equal to the reduced cost of the corresponding piece of work. Let $tp_i$ be the point in time associated with node $i \in N^p \setminus \{s,t\}$. Each path $P(u,v)$ between two nodes $u$ and $v$ in network $G^p$ corresponds to a feasible piece of work if its duration satisfies the time constraint

$$
dur_{\text{min}} \leq tp_v - tp_u \leq dur_{\text{max}},
$$
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where $\text{dur}_{min}$ and $\text{dur}_{max}$ denote the minimum and maximum allowed duration of a piece of work, respectively. The duration of a piece of work starting at $s$ and/or ending at $t$ is determined by incorporating travel times. For example, a path $s, u, ..., v, t$ corresponds to a feasible piece of work if the inequalities

$$
\text{dur}_{min} \leq t_{p_v} - t_{p_u} + \text{trav}(d, bl_u) + \text{trav}(el_v, d) \leq \text{dur}_{max}
$$

hold, where $\text{trav}(d, bl_u)$ and $\text{trav}(el_v, d)$ denote the travel times (possibly including sign-on and sign-off times) from $d$ to $bl_u$ and from $el_v$ to $d$, respectively.

### 6.1.2 An All-Pairs Shortest Path Algorithm

In this subsection, we propose a polynomial all-pairs shortest path algorithm for generating a set of pieces. As before, we assume that the nodes are numbered according increasing time. Hence, $G_P$ is acyclic. A set of pieces is generated by solving a shortest path problem between each pair of nodes in $G_P$. 

Figure 5: Example - network $G_P$
network \( G^p \) that satisfy the constraints on the piece duration. For all feasible paths \( P(u, v) = u, ..., v \) between nodes \( u \neq s \) and \( v \neq t \) three additional paths are considered, namely path \( s, u, ..., v \), path \( u, ..., v, t \) and path \( s, u, ..., v, t \). In some applications, all crew breaks need to be assigned to the depot and all crew starts and ends their duty at the depot. In this case, only paths of the form \( s, u, ..., v, t \) are considered. The algorithm is shown in figure 6.

```
for \( i \in N^p \setminus \{s, t\} \) do
begin
    Determine \( k = \arg \max \{j \in N^p \setminus \{s, t\} \mid tp_j - tp_k \leq dur_{\max} \} \).
    SHORTESTPATHS\((i, k)\).
    RETRIEVEPIECES\((i, k)\).
end.
```

Figure 6: Piece Generation Algorithm

The procedure \( \text{SHORTESTPATHS}(i, k) \) returns the shortest paths \( P^*(i, j) \) from \( i \) to \( j = i + 1, ..., k \) in \( O(m) \) time because \( G^p \) is acyclic, where \( m \) is the number of arcs in the network \( G^p \). The procedure \( \text{RETRIEVEPIECES}(i, k) \) is shown in figure 7.

```
for \( j = i + 1, ..., k \) do
begin
    if \( tp_j - tp_i \geq dur_{\min} \) then accept \( P^*(i, j) \).
    if \( dur_{\min} \leq tp_j - tp_i + trav(d, bl_i) \leq dur_{\max} \) then accept \( s + P^*(i, j) \).
    if \( dur_{\min} \leq tp_j - tp_i + trav(el_j, d) \leq dur_{\max} \) then accept \( P^*(i, j) + t \).
    if \( dur_{\min} \leq tp_j - tp_i + trav(d, bl_i) + trav(el_j, d) \leq dur_{\max} \)
        then accept \( s + P^*(i, j) + t \).
end.
```

Figure 7: Procedure \( \text{RETRIEVEPIECES}(i, k) \)

The term \( s + P^*(i, j) \) denotes the extension of path \( P^*(i, j) \) by adding \( s \) as the initial node, and the term \( P^*(i, j) + t \) denotes the extension of path \( P^*(i, j) \) by adding \( t \) as the terminal node. Accepted pieces are stored in a set of potential pieces to be used for the duty generation phase. The running time of procedure \( \text{RETRIEVEPIECES}(i, k) \) is \( O(n) \), where \( n \) equals the number of trips. Thus, the overall running time of the piece generation algorithm is \( O(nm) \).

When generating sets of pieces we have to assure that the column generation optimality condition is satisfied, that is, no negative reduced cost duties exist at convergence of the column generation procedure. To facilitate the discussion, we do not consider \( s \) and \( t \) as relief points. Hence, the first
relief point of a path \( s, i, \ldots, j \) is the point corresponding to node \( i \). Let \( S \) denote the set of pieces containing all pairs of shortest paths generated by the algorithm in figure 6. Furthermore, we assume that the duty generation algorithm satisfies the column generation optimality condition, that is, negative reduced cost duties are detected as long as corresponding paths exist in the duty generation network. Recall that we have assumed that the resource consumption feasibility of a piece of work depends on the starting and ending relief point only. We now have the following proposition.

**Proposition 1** If the duty generation algorithm with set \( S \) as the set of pieces does not return a negative reduced cost duty under the assumptions stated above, then the relaxation has been solved to optimality.

**Proof.** Consider an arbitrary feasible duty with pieces not in \( S \), and suppose that this duty has negative reduced cost. Any piece in this duty that is not in \( S \) can be replaced by a piece in \( S \) with the same starting and ending relief point and with lower or equal reduced cost, while the duty remains feasible due to the assumptions stated above. Thus, if at least one duty with negative reduced costs exist, then at least one such duty exists with pieces in \( S \) only. Hence, if no negative reduced cost duties are found with pieces in \( S \) only, then no negative reduced cost duties exist when considering all pieces, and this means that the relaxation has been solved to optimality. ■

### 6.2 Generation of duties

Duties consists of a number of pieces with a given maximum number of pieces. In practice this maximum is very often equal to 2 or 3. This is the reason why we simply enumerate all possible combinations of pieces and check if such a combination is feasible. (To generate duties consisting of more than 3 pieces, one may use a duty generation network, as proposed by Freling [2].) The reduced cost of a duty can be easily computed if the reduced cost of a piece is already known: the reduced cost of a duty is equal to the sum of the reduced cost of the pieces it is built from, plus the reduced cost of the breaks between the pieces.

### 6.3 Generation of Combined Duties

An additional procedure is necessary to generate combined duties for model VCSP2. The input for this procedure is a set of duties generated by the two phase procedure, that is, pieces of work are generated as described in subsection 6.1, while duties are generated as described in the preceding subsection. The purpose of the third phase is to find combined duties with negative reduced cost. This is done by constructing a combined duty generation network
Figure 8: Example - combined duty with two interrupted crew duties

based on the given duties, and solving a sequence of (unconstrained) shortest path problems in this network. The negative reduced cost combined duties generated in this way are added to the master problem, while convergence of the column generation algorithm is attained once no negative reduced cost combined duties are obtained.

Combined duty generation network $G$ is constructed as follows. Nodes correspond to the set of duties previously generated plus a source and a sink. An arc from the source to a duty node exists if the starting relief point of the duty is located at the depot, while an arc from a duty to the sink exists if the ending relief point of the duty is located at the depot. Furthermore, an arc between two duty nodes $i$ and $j$ exist if duty $i$ and $j$ form a compatible pair of duties on one vehicle, that is, if $d_i = b_j$ and $e_i \leq b_j$. In addition, an arc exists if two duties can serve together on one vehicle while interrupting each other. Suppose for example that two duties $i$ and $j$ each contain two pieces $p_i, q_i$ and $p_j, q_j$, respectively. Then, arc $(i, j)$ exists if pairs $(p_i, p_j), (q_j, q_i)$ and $(q_i, q_j)$ form compatible pairs of pieces. This example is illustrated in figure 8.

Reduced vehicle trip costs and vehicle deadhead costs are incorporated in the reduced cost of pieces and duties. This is achieved by adjusting arc costs in the piece generation network. The costs of arc $(i, j)$, $i \neq s$ in network $G$ equals the reduced cost of duty $j$ plus the vehicle cost of the corresponding deadhead. If $i = s$ then the fixed vehicle cost is added as well. A path starting at $s$ and ending at $t$ is denoted by an $(s, t)$-path. We can determine the combined duty corresponding to the shortest $(s, t)$-path in network $G$ in $O(m)$ time, where $m$ is the number of arcs. This shortest path is added to the master problem if its cost is negative, while the column generation procedure is terminated otherwise. In the first case, more shortest $(s, t)$-paths are determined for multiple pricing purposes. The nodes and arcs corresponding to the current shortest path are deleted from the network and the shortest path problem is resolved. This process is repeated until no $(s, t)$-path exists in the current network. The advantage of this strategy (in comparison to, for instance, deleting only one arc in the path) is that we generate really different combined duties in every iteration and that the generation process terminates very fast.

We next show that optimality can be guaranteed at convergence of the column generation procedure. Assume that the set $S$ of pieces is generated
as described previously, that is, all-pairs shortest paths are included. Furthermore, assume that all feasible duties which can be constructed using the pieces in $S$ are input for the combined duty generation.

**Proposition 2** If the shortest path in the combined duty generation network has non-negative reduced cost under the assumptions stated above, then the relaxation has been solved to optimality.

**Proof.** The replacement argument in the proof of Proposition 1 remains valid here due to the assumptions. ■

7 COMPUTATIONAL TESTS FOR BUS AND DRIVER SCHEDULING

In this section we present a computational study of integrated bus and driver scheduling. The aim of this study is to investigate

1. the effectiveness of integration as compared to the traditional sequential approach;

2. the applicability of the proposed techniques in practice.

7.1 Data and parameter settings

We have used data from the RET, the public transport company in Rotterdam, the Netherlands, that provides passenger service by bus, metro and tram. The data corresponds to bus and driver scheduling of individual bus lines. Instead of using the actual restrictions that the driver duties at the RET have to satisfy, we have changed some RET specific restrictions into more general restrictions. In a second paper [24], we will consider the real RET restrictions, which will make the problem much more difficult.

The restrictions that we have taken into account, are as follows. A driver can only be relieved by another driver at the start or end of a trip or at the depot and continuous attendance is required. This implies that a trip always corresponds to exactly one trip task. If a driver starts/ends his duty at the depot, there is a sign-on/sign-off time of 11 and 12 minutes, respectively. Another restriction is that every bus waits at least 3 minutes after a trip at the end location before starting the next trip. There are four different types of duties and their properties are given in figure 9.

The following points are relevant for all the different approaches proposed in this section:
<table>
<thead>
<tr>
<th></th>
<th>Type 1 (Tripper)</th>
<th>Type 2 (Early Duty)</th>
<th>Type 3 (Normal Duty)</th>
<th>Type 4 (Late Duty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of pieces</td>
<td>minimum</td>
<td>maximum</td>
<td>minimum</td>
<td>maximum</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>start time (min.)</td>
<td>645</td>
<td>1177</td>
<td>646</td>
<td>914</td>
</tr>
<tr>
<td>end time (min.)</td>
<td>1177</td>
<td>1334</td>
<td>240</td>
<td>915</td>
</tr>
<tr>
<td>piece length (min.)</td>
<td>30</td>
<td>300</td>
<td>30</td>
<td>300</td>
</tr>
<tr>
<td>break length (min.)</td>
<td>15</td>
<td>90</td>
<td>15</td>
<td>90</td>
</tr>
<tr>
<td>duty length (min.)</td>
<td>30</td>
<td>532</td>
<td>420</td>
<td>570</td>
</tr>
<tr>
<td>work time (min.)</td>
<td>30</td>
<td>532</td>
<td>420</td>
<td>570</td>
</tr>
</tbody>
</table>

Figure 9: Properties of all different types of duties

1. The primary objective is to minimize the sum of buses and drivers used in the schedule. For bus scheduling we have a secondary objective of minimizing a combination of travel and idle time as defined in subsection 4.1. For crew scheduling we do not have a secondary objective. We use fixed costs in order to assure that the minimum number of buses and drivers is the primary objective. For the computational results presented in this section, we only report the number of buses and drivers since these are relevant for our study.

2. The pricing problems are solved separately for each type of duty. We work with reduced networks for each type of duty, that is, only nodes corresponding to pieces of work are considered which could be part of a duty of a certain type.

3. The Lagrangian multipliers are initialized to zero. The maximum number of iterations $k_{\text{max}}$ is initially set to 100 for problem instances with a small number of trips; for instances with a larger number of trips, we take for the independent approach $k_{\text{max}} = 1000$. In every iteration of the column generation algorithm, after solving the master problem, $k_{\text{max}}$ is increased by 3. A greedy heuristic is used to get only non-negative Lagrangian cost variables in the master problem. The initial values of the Lagrangian multipliers for a new master problem are set to the values resulting from the previous master problem, before the greedy heuristic was applied.

4. The column generation is stopped once the difference between the estimate of the lower bound for the overall problem and the current lower bound is less than one percent (0.1 percent for VCSP1) or if no improvement in the lower bound is obtained for 5 iterations (250 iterations for VCSP1). The latter is the so-called tailing-off criterion.

5. For the integrated approach with changeovers allowed, we generate 10 feasible solutions, where 5 follow from the last iterations of the column generation and the other 5 follow from the last iterations of a subgradi-
ent optimization after the convergence of the column generation step. We choose the best feasible solution. If the gap between the lower bound and the best feasible solution is large, we can easily adapt our approach to compute some additional feasible solutions in the last sub-gradient optimization, i.e., the one after the convergence of the column generation step.

6. The strategies for generating columns in the pricing problem have been obtained after extensive testing and tuning on different types of problems (see Freling [2]). We add for all types of duties the first 200 duties with negative reduced cost that we find. This means that we do not take the duties with the most negative reduced cost. The advantage of this strategy that we do not have to generate all the duties in all iterations. The disadvantage is that the convergence process goes slower, but overall this is faster than the alternative strategy.

7. All tests are executed on a Pentium 400 pc with 128Mb of computer memory.

We cannot compare our test results with the results of others, because — to the best of our knowledge — only Haase, Desaulniers and Desrosiers [15] perform a computational study for simultaneous scheduling of vehicles and crews, but they have different problems. There are four important differences between their random data and our real life data:

- their trip lengths are much longer than ours; on average they have between 2 and 3 trips per duty and about 4 per vehicle, whereas we have, for the largest problem, on average more than 10 trips per duty and 25 per vehicle;

- they consider a network of four lines, while we consider individual bus lines; note that this means that for the same total number of trips, the (average) frequency per line is higher for our problem instances;

- they assume that bus drivers are only allowed to start and end their duty at the depot, whereas in our case drivers can start and end at every relief point (i.e., at the start/end of every trip and at the depot);

- they have only one duty type with 2 pieces and one consisting of a single piece, while we consider three duty types with 2 pieces and one with a single piece.
7.2 Results of different approaches

In this section we show the results of the sequential, independent and integrated approach. For the sequential and the integrated approach we look at the cases with and without changeovers.

7.2.1 Sequential approach

In figure 10 we present the computational results for the sequential method with and without changeovers. The number of trips for prob24 is equal to 24 and so on.

<table>
<thead>
<tr>
<th>problem</th>
<th>changeovers</th>
<th>no changeovers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low</td>
<td>upp</td>
</tr>
<tr>
<td>prob24</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>prob42</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>prob72</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>prob113</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>prob148</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>prob238</td>
<td>27</td>
<td>29</td>
</tr>
</tbody>
</table>

Figure 10: Results sequential approach RET data

Because the initial step of the integrated approach is the sequential approach, the difference in the computation time between the sequential and integrated approach is equal to the computation time of the lower and upper bound phase of the latter approach (which we will present later on). Moreover, the computation times of the sequential approach is negligible. For these reasons, we have not mentioned them here.

7.2.2 Independent approach

In figure 11 we show the computational results for the independent crew scheduling. The top part of the figure focuses on the lower bound phase and the bottom part on the upper bound phase. For the lower bound phase, we report the number of nodes and arcs in the piece generation network $G^p$, the number of column generation iterations, the average number of pieces of work during the column generation, the number of duties in the final master problem, the total computation times in seconds required for the master problems, the pricing problems, and the lower bound phase, and the resulting lower bound on the number of drivers in the solution, respectively. For the upper bound phase, we report the cost (number of drivers) of the feasible solution, the relative gap between lower and upper bounds and the computation times in seconds for the upper bound phase.

As can be seen from figure 11, the gap between the lower and upper bounds for the independent crew scheduling is zero for smaller problem instances, but it increases for the larger instances prob113 (7.14%), prob148
(13.64%) and prob238 (11.11%). As mentioned before, for the larger problem instances we perform more iterations of the subgradient optimization than for the smaller instances. By doing so, we obtain improved lower bounds for these problems. For example, for prob148 we improved the lower bound from 17 to 19. This is possible, because only a small part of the computational effort is in the master problem and the major part is in the pricing problem.

Recall from subsection 2.2 that we can measure the potential benefit of integration by comparing solutions obtained by the sequential approach with solutions obtained by the independent approach. The minimum number of drivers resulting from model ICSP is a lower bound on the minimum number of drivers overall. Thus, if we compare the number of drivers resulting from the independent approach with the number of drivers in the CSP solution, taking the gap with the lower bound into account, we also have an indication of the potential benefit. That is, we have an indication of how many drivers could be saved from the sequential approach by changing the bus schedule.

### 7.2.3 Integrated approach

In figure 12 we show the computational results for the integrated approach with and without changeovers. We report the same information as in figure 11, except that we also report the number of combined duties in the case of "no changeovers" and the number of buses in the solution.

The gap between the lower and upper bounds is at most 3.57% for the approach with changeovers and 7.32% if changeovers are not allowed. However, we should note that we do not have a guaranteed lower bound in all cases, because of the tailing-off criterion. For prob72 we have computed an additional feasible solution, as described in the preceding subsection. If would not have done this, the best solution was 15 and the gap 6.67%. In the case where changeovers are allowed we have computed the feasible solution for prob148 and prob238 with integer programming solver of CPLEX instead of the heuristic of Caprara et al. [23], because for these problems the heuristic
performed poorly. By doing this, we saved one vehicle and three drivers for prob148 and one vehicle and one driver for prob238.

Again, the major computational effort is in the pricing problem. For prob148 (with changeovers), the computation time of the lower bound phase is about 86 minutes. About 80% is spent on the pricing problem, where an average number of 16,237 pieces of work and a total number of 29,667 duties are generated. In the next subsection we give a comparison between the different approaches.

7.3 A Comparison of Different Approaches

In this subsection, we are interested in a comparison of the approaches discussed in this paper. In figure 13 we present the results obtained by the sequential, the independent and the integrated approach for the RET data. For the sequential approach, the upper bounds (lower bounds) are obtained by the summation of the minimum number of vehicles obtained by solving the SDVSP and the (lower bound on the) number of drivers resulting from the Lagrangian heuristic for the CSP.

Figure 12: Results integrated approach on RET data

<table>
<thead>
<tr>
<th>changeovers</th>
<th>no changeovers</th>
</tr>
</thead>
<tbody>
<tr>
<td>prob24</td>
<td>prob42</td>
</tr>
<tr>
<td>nodes</td>
<td>48</td>
</tr>
<tr>
<td>arcs</td>
<td>132</td>
</tr>
<tr>
<td>iterations</td>
<td>5</td>
</tr>
<tr>
<td>average pieces</td>
<td>463</td>
</tr>
<tr>
<td>duties</td>
<td>512</td>
</tr>
<tr>
<td>combined duties</td>
<td>213</td>
</tr>
<tr>
<td>cpu m.</td>
<td>0</td>
</tr>
<tr>
<td>cpu p.</td>
<td>1</td>
</tr>
<tr>
<td>cpu t.</td>
<td>1</td>
</tr>
<tr>
<td>real lower</td>
<td>12</td>
</tr>
<tr>
<td>upper</td>
<td>12</td>
</tr>
<tr>
<td>buses</td>
<td>6</td>
</tr>
<tr>
<td>drivers</td>
<td>6</td>
</tr>
<tr>
<td>gap (%)</td>
<td>0.00</td>
</tr>
<tr>
<td>cpu</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 13: Comparison between different approaches for RET data

The number of buses is not mentioned for the independent approach
because it is the same as for the sequential approach. The results for the integrated approach correspond to the best lower and upper bounds obtained using different column generation strategies (as mentioned in the previous subsection). For the case with changeovers, comparing the sequential with the integrated approach shows that the savings when integrating bus and driver scheduling are at most one driver. This confirms the expectation based on the potential savings resulting from comparing the sequential with the independent approach. In 4 out of 6 test cases, the integrated solution was better than the sequential solution due to the saving of one driver. However, for the case without changeovers a significant saving is obtained with the integrated approach. This also confirms the expectation based on the potential savings resulting from comparing the sequential with the independent approach. In 4 out of 6 test cases, the integrated solution was better than the sequential solution due to the saving of up to 5 drivers at the cost of only one additional bus. Interestingly, for the small problems the integrated approach gives the same results for the cases with and without changeovers, but for the larger problems allowing changeovers can save many drivers and buses.

8 CONCLUSIONS

The results reported in the previous section show that we can get good solutions within reasonable computation times on a personal computer. We did not expect that it would be useful to integrate under every circumstance. Based on the results we can conclude that the benefit of integration may be significant when changeovers are not allowed. In practice, it often occurs that either changeovers are not possible due to long distances or changeovers are not allowed for legal or technical reasons. When changeovers are allowed in our test problems, one driver may be saved by considering an integrated approach. Of course, the saving of one driver is considerable when taking into account that we investigated instances for one bus line each. The interpretation of the computational results depends on the ratio between the fixed vehicle and crew costs. If fixed vehicle costs are much higher as compared to crew costs it becomes less attractive to apply the integrated approach. On the other hand, if crew costs are higher the integrated approach becomes more attractive.

Furthermore, we have seen that the results of the independent approach give a good indication of the potential benefit of integration.

Finally, we would like to remark the following. Although, from an employment point of view, it may be interpreted negatively when we say that drivers can be saved by using integration, a different point of view is that the cost savings may allow for an increase in service while no driver needs to
loose his or her job.
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