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9Introduction to circadian and seasonal rhythms

I1 Biological Rhythms 

We all know it when we wake mere moments before an alarm clock is scheduled to wake us: our 
body clock made the alarm clock redundant. This phenomenon is driven by an endogenous 
timer known as the biological, or circadian clock. Each revolution of the Earth about its own 
axis produces periods of light and dark which define what we all experience as a ‘day’. This 
profound cyclic variation in solar energy is responsible for driving the evolution of adaptive 
responses as early as 3.8 billion years ago (Ditty et al., 2003), as identified in the ancient 
freshwater cyanobacterium Synechococcus elongatus (Kondo et al., 1993). Since this time the 
circadian clock appears to have arisen independently in prokaryota and eukaryota (Young 
and Kay, 2001) underscoring the importance of the circadian clock for reproductive fitness 
under daily rhythmic environments (Woelfle et al., 2004; Johnson et al., 2008). In theory, a 
time keeper might have been needed to temporally segregate incompatible processes such as 
nitrogen fixation and photosynthesis which both occur in the same cell, e.g. in Oscillatoria 
(Stal and Krumbein, 1987). Or to hide cellular processes vulnerable to disruption by solar 
(i.e. UV) radiation like DNA replication in the night- to ‘escape from light’ (Darwin, 1868; 
Pittendrigh, 1993; Crosthwaite et al., 1997). Whatever the reason, their ubiquity within cells 
and across taxa suggests a clear advantage for life able to anticipate and coordinate internal 
biological processes to the daily light-dark cycle. ‘Circadian’ derives from the Latin circa 
dies, roughly translating to, ‘approximately a day’. Careful consideration was given creating 
this term (Halberg et al., 1959): since daily endogenous rhythms are typically precise to the 
minute (Richter, 1968), but rarely exactly 24 hours. More often the internal or ‘subjective 
day’ of an organism is slightly faster or slower than 24 hours. In essence, circadian rhythms 
have been defined thus (Pittendrigh, 1960):

1. repeat once a day,
2. persist in the absence of environmental timing cues,
3. persist irrespective of temperature or temperature fluctuations, and
4. synchronize to local environmental timing cues.

The day is not the only cyclic variation in environmental conditions. Seasonal variation 
arises from the 23.44° tilt of the Earths axis from the plane of its rotation around the Sun 
combined with its annual solar orbit. This seasonal, or circannual, variation in day length 
and temperature brings with it a profound variation in resources needed to sustain life 
which is proportional to the distance biota are from the equator. As a circadian clock 
evolved to anticipate and adapt to daily changes, to segregate opposing or incompatible 
biological process like energy capture and energy expenditure, so too a circannual timer 
which is dependent on the circadian timer evolved to temporally segregate processes like 
reproduction to specific times of the year which maximizes reproductive success (Cooke, 
1984; Bradshaw et al., 2004). The principles of the circadian clock defined above also apply 
to the circannual clock, namely self-sustainability and entrainment (Johnston, 2005). 
Under constant photoperiodic conditions circannual rhythms persist with a period of 9 
– 15 months (Dawson, 2002). As such circannual rhythms are analogous in many ways 
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I to circadian rhythms including their prevalence throughout nature, found in diverse taxa 
from rotifers, through plants to animals.

1.1 The history of circadian rhythms
The study of circadian rhythms is as old as science itself: Androsthenes of Thasos recorded 
the diurnal behavior of the Tamarind tree (Tamarindus indica) circa 4th century BC (Bretzl 
and Bretzl, H., 1903), but it was the French astronomer Jean-Jacques d’Ortous de Mairan 
who was credited with the first circadian experiment, wresting his gaze from the heavens 
briefly to observe heliotropes (Mimosa pudica) diurnally opening and closing their leaves 
in his basement, in constant darkness (De Mairan, 1729). The taxonomist Carolus Linnaeus 
designed the first biological clock based, naturally, on flowers to create the Horologium 
Florae or ‘flower clock’ which cycled by the daily opening and closing times for different 
flower species (Figure 1; Linnaeus, 1751) and whilst botanists recapitulated de Mairan’s 
observations in plants (Duhamel du Monceau, 1758; Candolle, 1832). The evolutionary 
relevance of a circadian clock did not escape the notice of Charles Darwin and his son 
Sir Francis who found the internal daily rhythms of plants were heritable and perhaps 
selected for to avoid harmful solar radiation (Darwin, 1868). The Cold Spring Harbor 
Symposium of 1960 on ‘Biological Clocks’ was a defining moment in the study of circadian 
rhythms. Organized and attended by those pioneering the field, a blueprint was drawn up, 
carefully delineating circadian rhythms and distilled by Colin Pittendrigh (Pittendrigh, 

Figure 1. Floral clock, Horologium Florae. Carolus Linnaeus recorded the flower opening and closing 
times of local flowering plants at different times throughout the day. Using this knowledge he designed 
a clock based on the sequential flower opening times with a precision of half an hour (1751).
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I1960) into a reference which remains in use today and summarized in the aforementioned 
four-point definition.

At the time two questions tantamount to progress remained unanswered - where is 
this ‘clock’ and what are its cogs made of? Discrete, central ‘pacemakers’ responsible for 
generating and synchronizing daily rhythms in behavior to local time were identified first 
in the pineal gland of birds (Gaston and Menaker, 1968) and the optic lobes of cockroaches 
(Nishiitsutsuji-Uwo and Pittendrigh, 1968) and finally, in the suprachiasmatic nuclei 
(SCN) of the mammal brain (Stephan and Zucker, 1972; Moore and Eichler, 1972). As 
to the cogs which compose the clock: a model positing gene expression as the basis of 
rhythm generation (Ehret and Trucco, 1967) was convincingly demonstrated in fruit flies, 
Drosophila melanogaster, harboring a period (Per) gene mutation (Reddy et al., 1984; 
Hardin et al., 1990) which became the darling model organism for unraveling the workings 
of the clock in organisms with complex behavior. Orthologous genes were subsequently 
identified in SCN neurons of hamsters (Ralph and Menaker, 1988) and ultimately across 
much of the animal kingdom (reviewed in (Dunlap, 1999).

1.2 Circadian Phenotypes
The study of circadian rhythms in mammals runs on rodents. With the invention of the 
wheel , specifically the running wheel (Richter, 1922), rodents provided free access to these 
devices display ‘spontaneous running wheel activity’, i.e. a propensity to engage the running 
wheel during most waking moments. When housed with rodents thus, and in combination 
with a device measuring the number of revolutions in time, they provide a precise assay of 
circadian locomotor activity; the essence of behavioral rhythms. Recorded over days, weeks 
or months, these daily recordings comprise an actogram (Figure 2A), which is typically 
‘double plotted’ for clarity of complex rhythmic phenotypes. With a small logistic overhead, 
rodents in running wheels propelled the study of the mammalian clock forward, quickly 
hammering out the fundamentals of mammalian circadian behavior (Pittendrigh and 
Daan, 1976a; Daan and Pittendrigh, 1976a; Pittendrigh and Daan, 1976b, 1976c). Timing 
cues, or zeitgebers (German for ‘time giver’) are used by circadian clocks to synchronize, 
or entrain internal rhythms to external environmental time. Light is the primary zeitgeber 
in most mammals, although food (Richter, 1922; Stephan, 2002), temperature (Barrett and 
Takahashi, 1995) and social cues (Aschoff et al., 1971) are also effective, and occasionally 
dominant zeitgebers. As zeitgebers effectively ‘set’ the clock, this is used to define time 
within controlled circadian studies, eg. zeitgeber time 0 (ZT0), refers to initiation of a time 
cue, which for light is the moment an animal is exposed to first daily light, analogous to 
dawn in ‘real-life’. For nocturnal rodents, ZT0 or ‘lights on’ is a cue for activity cessation and 
sleep (activity offset), and ‘lights off ’, typically ZT12 in a 12 hour light, 12 hour dark (LD 
12:12) light regime commonly used, the daily cue for activity onset. Various light schedules, 
intensities and brief pulses were used extensively to impinge on the central pacemaker to 
understand SCN functioning, which until its genetic interrogation, was the most effective 
tool available to probe this ‘black box’. In the absence of light, or any other daily time cues 
(constant conditions), an animal’s daily rhythm is determined solely by the endogenous 
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clock c.q. its circadian time (CT); referred to as ‘free-running’. By convention (Winfree, 
2001), when free running under constant conditions, activity offset corresponds to CT0 
or subjective dawn, and CT12 to activity onset or subjective dusk. Obviously in studies 
where photoperiod is altered this convention breaks down. To this end an alternative 
nomenclature, external time (ExT) and internal time (InT), was proposed (Daan et al., 
2002) and is defined by ExT0 corresponding to mid-night, and ExT12 to mid-day.

Constant conditions provide a unique window into an animal’s characteristic 
endogenous rhythm, determined by genes alone. The endogenous rhythm of the popular 
lab mouse (Mus musculus) in constant darkness cycles with ~23.5 hour period, golden 
hamsters (Mesocricetus auratus) ~24.0 hours (Daan and Pittendrigh, 1976b) and humans, 
by comparison, ~24.2 hours (Czeisler et al., 1999). This is also the gold standard for 
identifying a role for a gene in the core clock from which self-sustained daily rhythms arise. 
Mutations affecting core clock genes typically alter free-running rhythms. For example, 
faster rhythms are observed in mice deficient for the Cryptochrome, Cry1, slower rhythms 
in Cry2 deficient mice (Figures 2B and C), and no daily rhythms at all in animals lacking 
both Cry1 and Cry2 genes (Figure 2D). The latter observation well demonstrates that CRY 
proteins are indispensable for circadian rhythms (Horst et al., 1999; Yagita et al., 2001). 
Observing running wheel behavior during transition to altered light regimes (akin to 
transmeridian jet travel), or with the even more exotic protocols employing pulses of light 
characterized the fundamental properties of entrainment (Daan and Pittendrigh, 1976a; 
Schwartz and Zimmerman, 1990). Exposure to light in the late evening, around ZT/CT22 
induces an advance in subsequent cycles, thus referred to as a phase advance (Figure 3A). 
Conversely, exposure in the early evening, around ZT/CT14 induces a phase delay, with an 
animal’s internal cycle delaying in the following days (Figure 3B). Plotting the quantitative 

A B C D

wildtype
tau = 23.8

Cry1-/- 

tau = 22.5
Cry2-/- 

tau = 24.6
Cry1-/- Cry2-/-  

immediate arrhythmicity

LD

DD

Figure 2. Actograms of wildtype and Cryptochrome deficient mice. A wild type animal shows 
normal daily running period with slightly less than 24 hour endogenous rhythms (A). Cry1-/- mutant 
animals show faster than normal endogenous daily rhythms (B). Cry2-/- mutants conversely display 
a slower than normal endogenous rhythm (C). Cry1-/- and Cry2-/- double knockout mutant animals 
immediately lose behavioral rhythms under constant conditions where running wheel rhythms under 
LD likely arise solely as a result of ‘masking’ by light. LD refers to a daily light regime of 12 hours light, 
12 hours dark. DD refers to a light regime of constant darkness. Grey shading indicates periods of 
darkness. Vertical lines represent number of wheel rotations per two minutes, i.e. periods of activity.
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Figure 3. Daily locomotor 
rhythms for mice exposed to 
phase-shift inducing light pulse. 
Representative activity record 
(actogram) for a mouse exposed 
to a light pulse delivered during 
the late subjective evening (CT22), 
indicated by grey rectangle. 
Subsequent daily rhythms begin 
earlier, indicated by light grey line, 
compared to daily rhythms before 
the dark pulse, indicated by light 
grey line. This is referred to as a 
phase advance (A). Conversely, a 
light pulse delivered during the 
early subjective evening (CT14) 
results in a phase delay. Subsequent 
onset of activity commences later 
in the subsequent days compared 
to rhythms prior to the light pulse 
(B). Black lines indicate the number 
of running wheel rotations per 2 
minutes, i.e. periods of activity.

A

B

0 8 16 24/0 8 16 24

0 8 16 24/0 8 16 24

phase response, advances and delays, against the time of day the light pulse is delivered 
yields a phase response curve (PRC; Figure 4; Nelson and Takahashi, 1991; Pittendrigh, 
1981). This sensitivity of the central pacemaker to light around dawn and dusk allows the 
fine tuning in anticipatory behavior, indeed entrainment under non-laboratory conditions, 
needed in a photoperiodically variable environment such as Earths.

1.3 Self-sustained oscillator
Circadian rhythms in cellular life as diverse as mold, insects and mammals arise from a 
self-sustaining molecular oscillator based on the ‘central dogma’ of molecular biology: 
DNA, transcribed to RNA, is translated to protein. Thus composed of sub-cellular 
components, it remained uncharacterized until the acceleration of molecular biology in the 



14

I

1970’s when, armed with new understanding and tools to interrogate living cells, ushered 
in the ‘transcription-translation feed-back loop’ (TTFL) model now accepted as the basis 
of virtually all daily rhythms. This model describes an auto-regulatory feed-back loop 
beginning with the transcription of core clock genes, which, when translated to protein, 
‘feed-back’ and directly regulate the expression of their own or other core clock genes thus 
closing the loop which takes about 24 hours (Dunlap, 1999; Bell-Pedersen et al., 2005).

The concept of a genetic basis of circadian timing was first seeded in plant (Phaseolus 
coccineus) studies (Bünning, 1936) but experimental support only emerged with the 
identification of fruit flies harboring a mutant copy of the period (per) gene. This remarkable 
work (Konopka and Benzer, 1971) identified three strains of flies with long (28 hours), short 
(19 hours) or no endogenous rhythms at all (arrhythmic), each induced by a mutation traced 
to the same X chromosomal locus they named period given its affect on the period length of 
the circadian clock- the first core clock gene identified. Similar observations made in mutant 
screens of red bread mold (Neurospora crassa) mapped mutant circadian phenotypes to the 
aptly named frequency (frq) locus (Feldman and Hoyle, 1973) further supported this, then 
radical, notion of a genetically based timing system. Years later, the wild type period gene 
was cloned and used to restore normal (24 hour) rhythmicity in per mutant flies (Bargiello 
et al., 1984; Reddy et al., 1984; Zehring et al., 1984). In 1990 Hardin et al. closed the loop 
for circadian rhythms by showing that the D. melanogaster PER protein is responsible for 
the cycling of its own per mRNA levels. This finding was swiftly recapitulated in N. crassa 
for frq (Aronson et al., 1994). The rapid advances made using these simple, fast-living 
genetic model organisms to uncover the mechanisms of a living circadian clock paved the 
way (and stole a little glory) for circadian research in mammals. The first core clock gene 
serendipitously identified in this class was named τ (tau), circadian jargon for period, given 

Figure 4. Phase response curve (PRC) to light for hamsters. Animals were housed in constant 
conditions and received a single light pulse at indicated circadian times (CT) over the course of the 
subjective day. Light pulse received at CT14 elicit the maximum delay in internal rhythms of ~1hour, 
whilst light pulses received at CT16 produce the maximum phase advance (~2 hours). Although 
specific times of the day that elicit maximum phase responses vary, ±4 hours, and the extent of 
the response also varies, ±1 hour between organisms, the paradigm remains constant: light pulses 
delivered during early evening induce phase delays and when given during late evening a phase 
advance is effected. Reproduced with permission from Lowrey and Takahashi et al., 2004.
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Ithat golden hamsters harboring the naturally occurring mutation at this locus showed a 
shortened endogenous period (Ralph and Menaker, 1988). In fact the gene responsible for 
this mutation, casein kinase 1 epsilon (CK1e), remained uncharacterized until Lowrey et al. 
(2000) confirmed mutations in this gene cause the tau phenotype. In this time a forward 
genetics screen using the mutagenic compound N-ethyl-N-nitrosourea (ENU) to induce 
mutations in populations of several inbred laboratory mouse strains (Mus musculus) was 
undertaken and the progeny systematically screened for altered circadian phenotypes 
(Vitaterna et al., 1994). This heroic effort identified the ostentatiously named circadian 
locomotor output cycles kaput or Clock gene, wherein mutations result in a lengthened period 
of more than 24.5 hours in both heterozygous and homozygous mice, and arhythmicity in 
homozygous mutant mice under constant conditions. Characterization of Clock revealed 
that it is a basic helix-loop-helix (bHLH)-containing transcription factor, whose mRNA 
and protein are constitutively expressed (Antoch et al., 1997; King et al., 1997), and, along 
with the rhythmically expressed brain and muscle Arnt-like protein-1 (Bmal1; also known 
as Arntl, Mop3 or Arnt3) whose levels peak mid to late evening, participates directly in 
activating the expression of other core clock genes Cryptochrome, Period and others, thus 
constituting a ‘positive limb’ of the core clock TTFL. The first naturally occurring clock 
gene variant identified in humans, hPer2, orthologous to the fruit fly period gene arrived 
late (Toh et al., 2001). A cohort of individuals with familial advanced sleep phase syndrome 
(FASPS), characterized by a 4-hour advance in their sleep-wake cycle and referred to as 
‘morning larks’ given their propensity to rise earlier than most people (Jones et al., 1999), 
were used to pinpoint the hPer2 loci.

More genes (described below) were subsequently identified in the core clock loop and 
also in secondary loops which modulate the core clock function (reviewed in Lowrey and 
Takahashi, 2004) reinforcing and expanding the TTFL model for self-sustained rhythm 
generation at its simplest, as in the cyanobacterium Synechococcus elongatus (Nakajima et 
al., 2005) to the most complex so far characterized- in mouse (reviewed in Bell-Pedersen et 
al., 2005; see Figure 5). Currently this model describes a core ‘postive limb’ composed of the 
above described CLOCK and BMAL1 proteins that heterodimerize via their Period Arnt 
Singleminded (PAS) protein-protein interacting domains in the cytoplasm, translocate to 
the nucleus and bind cis-regulatory E-box enhancer sequences upstream of genes resulting 
in transcription of the respective gene (Gekakis et al., 1998; Hogenesch et al., 1998; Bunger 
et al., 2000). Core clock genes regulated by E-box elements include the Period (Per1 and 
Per2) and Cryptocrome (Cry1 and Cry2) genes (Albrecht et al., 1997; Horst et al., 1999) 
whose rhythmic mRNA and protein products peak around mid to late day, in antiphase with 
Bmal1. CLOCK/BMAL1 activate expression of Cry1/2 and Per1/2, increasing mRNA levels 
and consequently protein levels in the cytoplasm. After posttranslational modifications 
including phosphorylation, CRY1/2 and PER1/2 dimerize, translocate into the nucleus 
and inhibit the transcriptional activity of CLOCK/BMAL1 bound to E-box elements 
present in Per and Cry (and other promoters) annulling the activation of Cry1/2 and 
Per1/2 expression and forming a negative feedback-loop, or the ‘negative limb’ of the core 
clock. This interference in turn relaxes the activation and expression of Cry1/2 and Per1/2 
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resulting in a reduction of mRNA and protein levels as the existing pools are degraded. As 
PER and CRY protein levels dwindle, regulated by ubiquitin ligase degradation complexes 
β-TrCP1 and FBXL3 (Busino et al., 2007; Godinho et al., 2007; Reischl et al., 2007; Siepka 
et al., 2007), so too the inhibition of CLOCK/BMAL1 subsides, thus allowing the cycle to 
restart with a periodicity of ~24 hours. Disruption of any one of these core clock genes 
alters circadian rhythms and/or entrainment and can result in complete loss of rhythmicity 
under constant conditions, as in the case of Bmal1 knockout, Per1/Per2 double knockout 
and Cry1/Cry2 double knockout mice (Okamura et al., 1999; Horst et al., 1999; Vitaterna 
et al., 1999; Zheng et al., 1999; Bunger et al., 2000; Bae et al., 2001). A secondary negative 
feedback loop mediated by the orphan nuclear receptor Rev-erbα, also known as nuclear 
receptor subfamily 1, group D, member 1 (Nr1d1), connects the ‘positive limb’ with the 
‘negative limb’. Rev-erbα expression is activated by CLOCK/BMAL1 heterodimers binding 
to E-box elements in its promoter. REV-ERBα binds another clock enhancer element, 
retinoic acid related orphan receptor response element (RORE), in the Bmal1 (and also 
Cry1 and Clock) promoter(s) inhibiting the activation of expression of Bmal1 by other 

E/E' box D box

Per1

Per2

Nfil3 Dbp

Bhlhb2

Bhlhb3

RRE

Nr1d1

Nr1d2

Cry1

Arntl

Npas2

Clock

Per3

Rora

Rorb

Rorc

Figure 5. Core clock. This mechanism depends on a transcription-translation feedback loop to 
generate cell autonomous, approximate 24-hour rhythms. Shown here are the circuits composed 
of core clock transcriptional activators (green) and transcriptional repressors (red). Colored lines 
indicate binding to target regulatory elements for activation (green lines) or repression (red lines). 
Grey lines link regulatory elements (E/E’ box, D box and RRE) to the genes regulated by them. 
E.g. Cry1 contains both E/E’ boxes and RRE elements and is a transcriptional repressor of genes 
containing E/E’ box elements. Reprinted with permission from Ueda et al., 2005.
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Itranscription factors, thus suppressing Bmal1 expression (Preitner et al., 2002; Ueda et al., 
2002b, 2005). Whilst Rev-erbα is not required for behavioral rhythms, it increases precision 
and stability of molecular rhythms and provides a second means of circadian regulation 
besides E-boxes via ROREs. Post translational modification of core clock proteins plays 
an important modulatory role in clock performance. All core clock proteins undergo 
phosphorylation at some point which contributes to either protein stability, degradation 
or nuclear retention, or even a combination of these as in the case of PER2 (Vanselow et 
al., 2006). Several of the casein kinase I (CKI) family members, including CKIε and CKIδ, 
phosphorylate PER and CRY proteins and probably BMAL1 (Keesler et al., 2000; Vielhaber 
et al., 2000; Camacho et al., 2001; Lee et al., 2001; Akashi et al., 2002; Eide et al., 2002).

Although it was assumed for some time after the localization of the SCN that only SCN 
neurons were intrinsically rhythmic, it wasn’t until the demonstration in cultured fibroblasts 
that the mechanism described above for rhythm generation was found in peripheral tissues to 
depend on the same core clock genes and proteins (Balsalobre et al., 1998; Yagita et al., 2001). 
In rat-1 fibroblasts a serum shock induces rhythmic output from the cell population in the 
core clock genes Rev-Erbα, D site albumin promoter binding protein (DBP) and rPer2. With 
the power of single cell resolution, it was later established that a serum shock synchronizes the 
population of asynchronous cells rather than ‘kick-starting’ a non-ticking molecular oscillator 
(Nagoshi et al., 2004). Besides its convenient use in studying the molecular oscillator, these 
findings spurred research into peripheral oscillators. They are phase delayed compared to 
the SCN by 3 – 9 hours, depending on the peripheral tissue (Zylka et al., 1998) and although 
initially were not believed capable of sustaining rhythms for more than several days in ex 
vivo organ culture, they do in fact sustain rhythms for more than 20 days (Yamazaki et al., 
2000; Abe et al., 2002; Yoo et al., 2004). Furthermore, these rhythms are sustained in vivo 
in behaviorally arrhythmic, SCN ablated animals, redefining the SCN as a coordinator of 
internal phase with the external environment, as opposed to the sole source of self-sustained 
rhythms (Yoo et al., 2004). For the large part the above described core clock mechanism 
utilizes the same genes for rhythm generation in peripheral tissues, although homologous 
genes fulfill tissue specific roles beyond the SCN. For example, neuronal PAS domain protein 
2 (Npas2) was observed to fulfill Clock’s role in most brain regions and tissues beyond the 
central pacemaker (Reick et al., 2001). And whilst the TTFL model for rhythm generation, 
dependent on transcription and translation, is believed to be responsible for generating 
self-sustained rhythms in the majority of cell types in virtually all organisms, an alternative 
mechanism was unexpectedly identified in human erythrocytes (O’Neill and Reddy, 2011; 
O’Neill et al., 2011), in which peroxiredoxins demonstrate a ~24-hour redox cycle, which 
persist at least several days under constant conditions. These rhythms are entrainable by 
environmental stimuli and are temperature compensated, thus fulfilling the rules for a basic 
clock (O’Neill and Reddy, 2011).

1.4 Input
A circadian system, at its simplest consists of: (a) an input pathway for light or other 
time cues to (b), a self-sustained oscillator which generates and synchronizes rhythms to 
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I the input signal, and (c) an output pathway coupling the synchronized rhythm to time 
dependent biochemical, physiological and behavioral processes (reviewed in Moore and 
Silver, 1998; Lowrey and Takahashi, 2004). In mammals, the structures which fulfill these 
functions are (a), the retina and retinohypothalamic tract (RHT), (b) the SCN and, (c) 
efferent and peptidergic signaling to other brain regions and peripheral organs and together 
constitute the central pacemaker responsible for adaptive circadian behavior in mammals.

As light is the primary zeitgeber in most mammals, unsurprisingly the eye was found to 
be the sole light sensing tissue reporting to the central pacemaker (Nelson and Zucker, 1981; 
Foster et al., 1991; Yamazaki et al., 1999). Intrinsically photosensitive retinal ganglion cells 
(ipRGC) of the inner plexiform layer (IPL) of the retina, which contain the photopigment 
melanopsin probably responsible for transducing luminescence information, directly 
impinge on the central pacemaker (Provencio et al., 2000; Berson et al., 2002; Hattar et al., 
2002) and measure light brightness (Brown et al., 2011). Notably, there appears to be some 
functional redundancy between ipRGCs and the image forming cells of the retina, rods and 
cones, in resetting the clock (Hattar et al., 2003; Panda et al., 2003), and in image formation 
(Zaidi et al., 2007; Ecker et al., 2010). ipRGC efferents, comprising the RHT, carrying 
luminescence information by action potential, terminate directly on SCN neurons (Moore 
and Lenn, 1972), and other brain regions depending on such information (reviewed in 
Miller et al., 1996).

Action potentials of ipRGC’s efferents induce the release of the neurotransmitters 
glutamate, sufficient alone to affect circadian rhythms (Hannibal, 2002), and also pituitary 
adenylyl cyclase activating peptide (PACAP) and substance P (SP), which modulate and 
augment glutamatergic signaling (Kim et al., 2001; Michel et al., 2006) across the synaptic 
cleft to retino-recipient neurons of the SCN. Post-synaptic N-methyl D-aspartate (NMDA) 
and α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors on SCN 
neurons, activated by glutamate, depolarize the membrane invoking a cascade of activity 
in SCN neurons analogous to long term potentiation (LTP) occurring in the hippocampus 
during learning and new memory formation (reviewed in Kandel, 2001): an influx of Ca2+ 
which activates kinases including calcium/calmodulin dependent protein kinase (CaMK), 
mitogen activated protein kinase (MAPK) and protein kinase A (PKA) that in turn activate 
cAMP response element binding (CREB) via phosphorylation. Activated CREB binds cAMP 
response elements (CREs) present in the promoter sequences of the Period clock genes, Per1 
and Per2, responsible for regulating expression (Travnickova-Bendova et al., 2002). Given 
that expression of Per1 and Per2 constitutes part of the temporal fabric that is the circadian 
clock, this pathway of zeitgeber (light) to the self-sustained oscillator (SCN neurons) has 
been ostensibly accepted as the input pathway to the clock and core mechanism by which 
the clock synchronizes to local time (Shigeyoshi et al., 1997; Shearman et al., 1997; Albrecht 
et al., 1997; Akiyama et al., 1999; Travnickova-Bendova et al., 2002).

1.5 Suprachiasmatic Nuclei
A pacemaker critical to maintaining behavioral rhythms was localized within the 
anterior hypothalamus of rodents (Richter, 1965) where autoradiographic tracing in rats 
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Idemonstrated direct projections to this region from the retina (Moore and Lenn, 1972; 
Hendrickson et al., 1972). These projections terminated at the SCN which was found to be 
responsible for maintenance of rhythms in key ablation studies (Stephan and Zucker, 1972; 
Moore and Eichler, 1972). The SCN demonstrate intrinsic rhythms in electrical firing rate 
both in vivo, and in in vitro organotypic slice cultures (Green and Gillette, 1982; Groos and 
Hendriks, 1982; Shibata et al., 1982) confirming its function as a pacemaker. The SCN were 
ultimately proven to be the source of behavioral rhythm generation in an extraordinary 
transplantation study: hamsters rendered arrhythmic by SCN ablation received a donor 
SCN which reinstated the same behavioral rhythm as that of the donor hamster (Ralph 
et al., 1990). This was later attributed to a diffusible signal reinstated by the donor SCN 
(Silver et al., 1996). Unequivocal isolation of the source of rhythms provided a focal point 
for circadian studies in mammals: intracellular dissection of the molecular oscillator and 
functional characterization of SCN physiology.

Mindful that the core clock genes underpinning rhythm generation were only beginning 
to emerge in fruit flies and fungi at the end of the previous millennium, the source of 
rhythm generation in mammals remained unclear. An important question thus confronted 
researchers as this point: do rhythms from the SCN arise as a function of the interaction 
between its neurons or collectively from its individual neurons (Moore and Silver, 1998)? 
Whilst a rhythm in membrane conductance observed in isolated neurons of the sea slug 
(Bulla gouldiana) central pacemaker provided compelling support for a cellular basis of 
rhythmicity in higher organisms (Michel et al., 1993), the finding that individual, dispersed 
SCN neurons were capable of self-sustained oscillation in culture (Welsh et al., 1995) advanced 
the question: to what degree do individual, self-sustained oscillators of the SCN interact to 
produce the rhythmic output of the SCN? A clue to approaching this question was provided 
by the unexpected finding that cultured fibroblasts are capable of rhythmic gene expression 
similar to SCN neurons and which later found to be self-sustained (Balsalobre et al., 1998; 
Yagita et al., 2001; Nagoshi et al., 2004; Welsh et al., 2004). If cultured fibroblasts show the 
same asynchronous, rhythmic behavior as cultured SCN neurons, then the distinguishing 
properties of pacemaker cells include (Welsh et al., 2010), (a) being retino-recipient, i.e. 
receive light, (input), (b) directly and indirectly coupled by gap junctions and synapses 
respectively (synchrony), and (c) produce a daily rhythm in firing rate (output). Whilst non-
pacemaker cells receive an analogous circadian input, and deliver a circadian output, there 
is no evidence showing direct coupling between non-SCN cells. It is this property, coupling, 
that distinguishes the SCN as the pacemaker. Supported by simulation studies (Beersma 
et al., 2008), coupling is believed to underpin the SCN being (a) eminently entrainable (b) 
highly precise and (c) fault tolerant to boot (Liu et al., 2007).

1.5.1 Structure
The mouse SCN is embedded dorsally in the optic chiasm (OC) and is composed of two 
oviform nuclei, each ~10,000 densely packed neurons, between which is the third ventricle 
(3V). Distinct subregions had already been implicated by the selective innervation of RHT 
afferents to the ventral SCN characterized during the pursuit of the central pacemaker’s 
location (Hendrickson et al., 1972; Moore and Lenn, 1972). Immunohistochemistry, a then 
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I new technique for visualizing specific cell contents or structures, immediately revealed 
an astonishing heterogeneity of neuropeptide content distribution in the SCN, generally 
recapitulated across rodent species (van den Pol and Tsujimoto, 1985; Cassone et al., 1988; 
Antle and Silver, 2005). Arginine vasopressin (AVP) expression was seen to be restricted to 
the dorsal/dorsal-medial SCN; vasoactive intestinal polypeptide (VIP) expression enriched 
in neurons of the ventral / ventral-lateral SCN and also evident at lower levels throughout 
the rat (Rattus norvegicus) SCN especially in fibers; and gastrin releasing peptide (GRP), 
mostly co-localized with VIP in rat and hamster but sandwiched between the VIP and 
AVP immunoreactive regions in mouse central SCN (Vandesande et al., 1975; Samson 
et al., 1979). These findings have been recapitulated and expanded to a plethora of other 
neuropeptides in rat, hamster, mouse and human SCN, by Robert Moore, Rae Silver and 
Lawrence Morin, cartographers of the mammalian pacemaker. They include gamma 
hydroxy butyric acid (GABA), calbindin (CALB), angiotensin II (ATII), met-enkephalin 
(mENK), galanin (GAL), calretinin (CALR), neurotensin (NT), neuropeptide Y (NPY), 
and 5-hydroxytryptamine (5HT; Card and Moore, 1984; Moore, 1992; Moga and Moore, 
1997; LeSauter and Silver, 1998, 1999; Silver et al., 1999; Abrahamson and Moore, 2001; 
Morin et al., 2006; Morin, 2007). GABA in particular is expressed almost homogenously 
through the entire SCN (Strecker et al., 1997).

The regions delineated by neuropeptides, observed first in rat for VIP and AVP, prompted 
their naming as ‘core’ and ‘shell’ respectively (Moore, 1996), which becomes ambiguous 
when applied across species and for this reason some, including this thesis, avoid in 
preference for explicitly referring to a region by neuropetide content or by using anatomic 
terms, i.e., ventral and dorsal. Neuropeptide content generally reflects the functional 
difference between subregions given (a) the role of VIP in coupling between SCN neurons 
(Piggins et al., 1995; Harmar et al., 2002), (b) the innervation of these regions to other brain 
regions (Abrahamson and Moore, 2001), and (c) oscillator behavior (Yamaguchi et al., 2003; 
Quintero et al., 2003; Butler and Silver, 2009). However, resulting from a combination of 
oversimplification, terminology misuse- especially between species, and a lack of temporal 
and rostro-caudal neuropeptide content characterization, the value of investigating and 
inferring function based on neuropetide content alone has been diminished (reviewed in 
Morin, 2007). Keeping this in mind and focusing on the mid-rostro/caudal plane of the 
mouse SCN, AVP, VIP and GRP hitherto remain the most commonly used neuropeptides 
to subdivide the SCN into functionally different regions. These account for at least 20%, 
10% and 5%, respectively, of the total neurons (Abrahamson and Moore, 2001), which 
combined is only 35% of the total; but at least in the mid-rostro/caudal plane they are 
clearly distributed across almost the entire SCN in near discrete expression patterns. 

1.5.2 Function
Early attempts to characterize the basis of rhythms arising from the SCN employed 
electrophysiological techniques. In vivo studies in rats demonstrated spontaneous activity 
of individual SCN neurons with a consistent increase in activity upon retinal photic 
stimulation, which simultaneously validated RHT function in photic input (Mason and 
Lincoln, 1976; Nishino et al., 1976; Sawaki, 1977). These findings were extended in showing 
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Ia monotonic response of SCN electrical discharge to photic input (Groos and Mason, 1978) 
and most critically, by demonstrating a circadian rhythm in multi-unit SCN electrical 
discharge under constant conditions (Inouye and Kawamura, 1979). Recapitulation 
of these findings in vitro by recording SCN output from hypothalamic slices in culture 
convincingly demonstrated the innate rhythm generation by the SCN where multi-unit 
extracellular recordings of populations of neurons showed a peak in electrical discharge 
over the subjective night, and a trough throughout subjecting evening (Groos and Hendriks, 
1982; Shibata et al., 1982). Although behavioral rhythms remain rhythmic in rodents 
where efferents have been severed or otherwise isolated (Silver et al., 1996; LeSauter and 
Silver, 1998), electrical output remains in use as a reliable readout of SCN function both 
in vivo and in vitro given its dependence on core clock gene expression (Albus et al., 2002; 
Nakamura et al., 2002). In particular, the flexibility to measure output from any number 
of neurons, from one to thousands deepened understanding how the SCN encodes day 
length by showing that electrical discharge from a large population of neurons reflects day 
length, but single unit discharge does not (VanderLeest et al., 2007). Intriguingly, these 
observations indicate coupling between neurons is altered between different photoperiods, 
as opposed to individual neuron discharge.

Elucidation of the molecular oscillator in mammals also yielded powerful new techniques 
for interrogating SCN function. Having discovered that individual SCN neurons in culture were 
capable of self-sustained rhythms in electrical discharge (Welsh et al., 1995) the field sought to 
understand how ~20,000 oscillators might integrate self-sustained rhythms with the afferent 
photic signal and other inputs to the SCN. Analysis of the molecular clock in the SCN in vivo 
revealed differences in core clock behavior between SCN subregions delineated by AVP, VIP 
and GRP neuropeptide content, in particular during re-entrainment and in response to phase 
resetting in early and late subjective evening. Studies in mice employing in situ hybridization 
(ISH) and immunohistochemistry (IHC) to visualize Per1 mRNA and protein levels show 
immediate induction of mRNA and protein in the VIP enriched ventral subregion in response 
to light pulses given in early, mid or late subjective evening (Yan and Silver, 2002; Kuhlman 
et al., 2003) outpacing shifting behavioral rhythms in the case of early and late evening light 
pulses (Reddy et al., 2002). Intriguingly Per2 shows a differential response to phase advance 
and phase delays with immediate induction in VIP enriched SCN in response to phase delay 
but not phase advance inducing light pulses. Surprisingly, neurons of the VIP enriched ventral 
region do not show robust rhythms, at least in vivo where Per1/2 mRNA and protein show 
reduced amplitude in the absence of light (Yan et al., 1999; Karatsoreos et al., 2004). Rhythmic 
electrical output of the ventral SCN driven by the core clock and in phase with Per oscillations 
of the molecular oscillator, accelerates firing in response to phase advances and delays firing 
during phase delaying in light regimes (Albus et al., 2005). This sub-region, often referred to as 
the ‘core’ region of the SCN, appears to play a role in light reception. In targeted microlesions 
of the retino-recipient ventral region in hamsters, this region was found to be required for 
rhythm maintenance in constant darkness (Kriegsfeld et al., 2004).

Neurons of the dorsal-lateral region of the SCN, defined by AVP expression, are 
functionally distinguished from the ‘core’ region by (a) intrinsic rhythmicity of the Period 
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I genes (Hamada et al., 2001, 2004), (b) sparse retinal innervation (Abrahamson and Moore, 
2001), and (c) a delayed electrical (Albus et al., 2005) and transcriptional (Yan and Silver, 
2002) response to phase shifting light pulses, especially phase advances. These observations 
indicate a rhythm maintenance role for the dorsal-lateral or ‘shell’ region, underscored by 
the finding that an animal’s locomotor rhythms follow, pari passu, its mRNA rhythms of 
Per1, Per2 and Cry1 gene expression in the dorsal-medial, but not the ventral sub-region 
after phase advances and delays (Reddy et al., 2002).

The GRP specific expression of the central SCN region, although overlapping with VIP 
localization in ventral SCN, may be considered a third SCN ‘sub-region’ in its own right 
(Morin, 2007). Studies demonstrate a critical role for this subregion in the communication 
and gating of photic stimulus from ventral to dorsal subregions (Hamada et al., 2001; 
Karatsoreos et al., 2004). Mutant mice deficient for the gastrin-releasing peptide receptor (Grpr, 
also known as bombesin receptor) fail to phase delay upon administration of GRP in either 
early of late subjective evening in contrast to wild type mice which show a normal phase shift 
response (Aida et al., 2002). Furthermore, induction of Per1/2 and c-fos was attenuated in 
GRP-R deficient animals whereas wild type mice show an immediate induction after GRP 
application in early and late evening akin to phase shifting light pulses. When the analogous 
region in hamsters, immunoreactive for CalB, is lesioned, but sparing the remainder of the 
(dorsal) SCN, animals lose overt rhythms under constant conditions (Kriegsfeld et al., 2004), 
suggesting a critical role for this region in pacemaker function besides entrainment.

The spatial overlap of GRP with VIP in the dorsal SCN is mirrored by a functional 
redundancy between these neuropeptides in signaling between SCN neurons: like GRP, 
VIP is rhythmically expressed, induces photic like phase shifts and binds cognate receptors 
within the SCN (reviewed in Vosko et al., 2007). Unlike GRP, the lack of its receptor, 
vasoactive intestinal peptide receptor 2 (VIPR2; also known as VPAC2) or the VIP 
neuropetide itself, results in near total loss of locomotor rhythms (Harmar et al., 2002; 
Colwell et al., 2003). VIPR2 expression is also more widespread in the SCN than GRP-R 
expression, present to a large degree in both VIP and AVP expressing SCN regions. This 
indicates VIP/VPAC2 contributes to coupling both within and between ventral and dorsal 
SCN (Kalló et al., 2004) and underscore its greater contribution to intra SCN signaling 
than that of GRP. Finally, that some SCN neurons of Vip and Vipr2 deficient mice remain 
rhythmic and that a daily application of a VPAC2 agonist reinstated electrical rhythms of 
VIP deficient neurons, but not to Vipr2 deficient neurons, demonstrates a critical role for 
VIP in synchronizing pacemaker neurons (Aton et al., 2005; Brown et al., 2005; Brown and 
Piggins, 2007; Hughes et al., 2008).

The ability to continuously monitor core clock behavior in the intact SCN over several 
days revolutionized the understanding of SCN function. Cultured SCN slices obtained 
from transgenic reporter mice expressing the luminescent fire fly protein luciferase (LUC) 
from the Per1 promoter (Yamaguchi et al., 2003), or as a functional PER2-LUC fusion 
protein (Yan et al., 2007) allowed monitoring circadian clock performance with single 
cell resolution. Expression first peaks in the dorsomedial, periventricular region of the 
SCN and spreads, wave-like, ventrolaterally across the entire dorsal SCN, i.e., the ‘shell’/
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IAVP expressing region; repeating every ~24 hours. Maintaining this coordination and 
spontaneous network oscillation is dependent on the neuronal action potential; blockade 
with tetrodotoxin (TTX, Yamaguchi et al., 2003) causes an overall loss of synchrony 
between neurons although individual neurons continue to oscillate.

1.6 Entrainment
The mechanism by which the central pacemaker synchronises or entrains to local time, 
at both the physiological and molecular level remains poorly understood. Although the 
pathway taken by photons into the core clock has been shown to occur via the glutamatergic 
mechanism described above, which directly regulates E-box containing genes including the 
core clock genes Per1 and Per2 (Doi et al., 2007), what is lacking is a thorough explanation 
of the phase response curve (Antle et al., 2007). GRP positive cells have been proposed 
to play a role in gating and GRP itself advanced as the signal mediating the output of 
these cells, conveying the rhythm tuning message in response to environmental time 
information received by the retino-recipient, VIP enriched dorsal SCN (Karatsoreos et al., 
2004; Gamble et al., 2007). Strikingly similar to GRP in both localization and function, 
neuropeptide little SAAS (derived from ProSAAS and encoded by Pcsk1n) was identified 
in a mass-spectrometry screen of SCN neuropeptide content (Mzhavia et al., 2001; Atkins 
et al., 2010). Litte SAAS is implicated in downstream gating of light/glutamatergic signaling 
and mediating the effects of photic stimulus in early and late evening via a GRP and VIP 
independent circuit (Atkins et al., 2010).

1.7 Output
Communication of environmentally synchronized temporal information to every peripheral 
cell is part of the central pacemaker’s function in coordinating internal rhythms (Yoo et al., 
2004). This is achieved by direct efferent innervation of target brain nuclei and peripheral 
organs as well as peptidergically. In confirming the SCN as the locus of the central pacemaker 
(Silver et al., 1996), SCN grafts isolated by a membrane preventing fiber re-innervations with 
the host, but allowing diffusible molecules to pass was sufficient to drive locomotor and other 
rhythms, but not in endocrine systems, including gonad function or daily cortisol secretion 
(Lehman et al., 1987; Meyer-Bernstein et al., 1999). The humoral factors responsible for 
re-instating rhythms in membrane isolated SCN recipients are TGF-alpha, prokineticin-2 
and cardiotrophin-like cytokine (CLC; Kramer et al., 2001; Cheng et al., 2002; Kraves and 
Weitz, 2006). These humoral factors are expressed by clock controlled genes (CCGs), genes 
with regulatory elements which are targets of the core clock proteins (Kumaki et al., 2008). 
Specifically, E/E’-box, D-box and ROREs regulatory sequences which are components of the 
core clock (Ueda et al., 2005) also present three distinct output options of the clock. AVP, 
VIP and GRP also represent CCGs given their function in intra-SCN synchrony and distal 
circadian control in the digestive system (Jin et al., 1999).

Autonomous output by SCN efferents primarily project to the paraventricular nuclei, 
via both the sympathetic and parasympathetic autonomous nervous system, which acts as 
an intermediary relay, projecting to the nucleus tractus solitarius and intermediolateral 



24

I column of the spinal cord. These nuclei in turn incorporate the circadian signal with other 
physiological input and project to and regulate liver and adrenal function which in turn 
regulate hormonal signals governing physiology (Kalsbeek et al., 2006). The regulation 
of melatonin is particularly relevant in circadian studies given that it is responsible for 
regulating the sleep-wake cycle and circadian behavioral rhythms (Bartness et al., 1993). 
The SCN conveys timing information to the pineal gland which in turn secretes melatonin 
directly in response to photic input received by the SCN, commencing around dusk (peak 
blood concentrations) and ending around dawn (Buijs and Kalsbeek, 2001).

1.8 Photoperiod 
The number of hours of daylight experienced during a day, or photoperiod at any given 
position on Earth is a precise indicator of season. The capability of circadian timers to 
anticipate dawn and dusk implies the ability to encode photoperiod, which was proposed 
as a cue for plants and animals to synchronize their circannual clocks via the circadian 
machinery (Bünning, 1936; Pittendrigh and Minis, 1964). The photoperiodic cue alone is 
sufficient to time seasonal adaptive responses in most arthropods and short lived vertebrates 
(< 1 year), and is required for entrainment of an endogenous circannual timer in longer 
lived (> 1 year) deuterostomes (Gwinner, 1996). From their observations of entrainment 
and free-running under various light regimes in the white-footed mouse (Peromyscus 
leucopus), Pittendrigh and Daan, (1976) advanced a model which explained circadian 
phenomena and incorporated a mechanism co-opting photoperiod as a seasonal cue: two 
independent circadian oscillators, morning (M) and evening (E), which were ‘mutually 
interacting but coupled separately to sunrise and sunset’. In golden hamsters SCN ablation 
results in complete loss of circannual rhythms (Stetson and Watson-Whitmyre, 1976; Rusak 
and Morin, 1976) suggesting a critical role for the SCN in the circannual clock. This raises 
the question whether the circadian timer doubles as the circannual timer.

There are studies implying the contra, that the SCN plays little role in encoding/decoding 
photoperiod or driving seasonal adaption. In animal models beyond the laboratory subject 
to strong, continuous seasonal pressure, there is evidence of co-evolution of the circannual 
timer with the circadian pacemaker. Here the circannual timer is dependent on the daily 
timer for day-length information, but with selection independently driven by seasonal and 
not daily pressure (reviewed in Bradshaw and Holzapfel, 2007). Studies in the domestic 
duck (decendants of Anas platyrhynchos) and starlings (Sturnus vulgaris) identified a 
central role for the hypothalamic-pituitary axis in which thyroid hormone plays a key role 
in decoding annual time and driving adaptive responses advantageous for reproduction 
(reviewed in Hanon et al., 2008). This has since been recapitulated for mammals in sheep, 
hamsters and mice (Reiter and Hester, 1966; Nicholls et al., 1988; Masumoto et al., 2010). 
In this classic scheme the SCN plays no larger role than the retina and RHT, i.e., relegated 
to a temporal luminescence recorder merely conveying the photoperiod message. The day 
length signal travels autonomically via the PVN of the hindbrain to the IML column of the 
spinal chord superior and cervical ganglion. Then peptidergically via norepinephrine to 
the pituitary where activated α and β-adrenergic receptors on the surface of pinealocytes 
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Iincrease cytoplasmic cAMP. This in turn increases the catalytic activity of aralkylamine 
N-acetyltransferase, essential to melatonin synthesis (Arendt, 1998). This pathway yields 
a melatonin signal precisely reflecting the photoperiod, which the pituitary pars tuberalis 
(PT) uses as an input signal (Klosen et al., 2002) to decode photoperiod and drive 
adaptive responses. Here, melatonin synchronises expression of eyes absent 3 (Eya3) which 
together with thyrotroph embryonic factor (Tef) activate expression of thyroid stimulating 
hormone β (TSHβ) via the known circadian D-box regulatory element. TSHβ, required 
for photoperiodic adaptation (Nakao et al., 2008b, 2008a) as TSH, regulates type II and 
type III deiodinase (DIO2 and DIO3) expression, the levels of which directly regulate the 
concentration of the active form of thyroid hormone, tri-iodothyronine, which drives the 
observed phenotypic seasonal changes, for example in gonads (T3, Nakao et al., 2008a; 
Dardente et al., 2010; Dupré et al., 2010; Masumoto et al., 2010).

Concerted attempts to clarify the extent to which the central pacemaker encodes and/
or decodes photoperiod were in fact treasure hunts for E and M oscillators. The hunt 
found golden hamsters with a compelling demonstration of bimodal electrical discharge 
specifically around dawn and dusk from cultured horizontally sliced SCN preparations 
(Jagota et al., 2000). Moreover these E and M like peaks were independently entrainable by 
the light pulse mimetic of glutamate application. The authors suggested this was probably 
due to the unconventional horizontal preparation isolating rostral and caudal SCN sub-
regions from which the E and M oscillations might be generated. At this time, with a brand 
new molecular clock to re-consider existing circadian hypotheses, (Daan et al., 2001) 
advanced the proposition that the core clock molecular components, Cry1 and Per1, and 
Cry2 and Per2, might form the basis of M and E oscillators, respectively, rather than groups 
of SCN neurons. Studies recapitulating Jagota et al., (2000) intriguing findings failed to 
materialize. However, simulations of photoperiodic encoding by the SCN, as a consequence 
of the ‘plasticity in its neuronal network’ (Schaap et al., 2003) reignited a potential role 
for the SCN. The neuronal basis of photoperiod encoding via the M and E model was 
vindicated in fruit flies (Stoleru et al., 2004, 2005, 2007) and finally in mammals: Per2 showed 
differential phasing in the SCN under a long photoperiod between the rostral, peaking at 
dusk, and caudal hemisphere, peaking at dawn (Hazlerigg et al., 2005). More persuasive 
yet was the observation of electrical discharge from multiunit recordings of the SCN, 
under constant conditions which precisely reflected the prior photoperiod (VanderLeest 
et al., 2007) in the melatonin deficient C57BL6/J lab mouse. That this appeared to be a 
network phenomenon and not encoded by individual neurons, was compatible with the 
observations of (Hazlerigg et al., 2005). In combining Per1 with luciferase, (Inagaki et al., 
2007; Naito et al., 2008) impressively demonstrated dusk and dawn phasing of Per1 in sub-
populations of neurons within the rostral and caudal SCN. This single neuron resolution 
within the central pacemaker provides the strongest support to date for the E and M model 
of Daan and Pittendrigh (1973, reviewed in Meijer et al., 2010). That this was observed in 
melatonin deficient mice suggests there may be a prominent role for the SCN in encoding 
and driving seasonal responses besides or in addition to the established pathway via the PT.
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I 2 Technology to interrogate the mammalian clock

2.1 Microarrays
The 2000’s heralded the arrival of ‘omics’ technologies. The field of genomics, born with the 
completion of the draft sequence of the human genome (Venter et al., 2001; Lander et al., 
2001), is concerned with the study of an orgasm’s entire hereditary information, in contrast 
to the study of single or groups of related genes. Publication of the draft human genome 
coincided with the maturation of microarray technology (Velculescu et al., 1995; Schena 
et al., 1995; Lockhart et al., 1996; Eisen et al., 1998). Microarrays allow the simultaneous 
measurement of the expression of virtually every gene in the genome, which for humans, 
rodents and most mammals is ~30,000 (Blake et al., 2010). This technology, more than any 
other, accelerated the development of ‘omics’ methodologies, and drove the development of 
new tools to help scientists deal with the avalanche of data generated in genomics (global 
DNA in cells and tissue), transcriptomics (mRNA), proteomics (protein), metabalomics 
(metabolites) and more.

Given the source of circadian rhythms is dependent on transcription, the field was as quick 
as any to hop on the genomics bandwagon (Reviewed in Sato et al., 2003). Studies in plants 
and flies emerged first. In Arabidopsis thaliana about 2 – 6% of the genome is circadianly 
expressed, which mainly involves energy capture and protection from the Sun (Harmer et al., 
2000; Schaffer et al., 2001) whilst in D. melanogaster, the ~2% of the genome showing daily 
expression in heads collected at time points over several days is associated with metabolism, 
immune response, proteolysis and photoreception (Claridge-Chang et al., 2001; Lin et al., 
2002; McDonald and Rosbash, 2001; Ueda et al., 2002a). Importantly, these first studies were 
pioneering statistical methods to identify rhythmicity en masse for a large portion of the 
genome which depended mainly on classical time series statistics with methods to correct 
estimates of significance needed when iteratively repeating tests gene by gene, i.e. ~10,000 
times. An algorithm developed specifically for circadian applications, CORCOS, based on 
goodness-of-fit of a temporal expression profile to a Sinus curve was a leap in circadian 
analytic power and was further refined in the seminal analysis of the mouse SCN and liver 
transcriptome by Panda et al., 2002. The powerful COSOPT algorithm efficiently uncovered 
~330 daily cycling transcripts in each of the SCN and liver of which 28 were found to be 
common to both and assumed to play a role in the core clock oscillator and cell cycle. From 
these results the authors conclude that about 10% of the mammalian genome is circadianly 
expressed and that rate limiting, tissue specific biochemistry is controlled by the circadian 
clock. Despite the pivotal role of the SCN in synchronizing and coordinating circadian 
rhythms only one other circadian microarray study of the SCN has since been performed, 
finding 101 rhythmically expressed transcripts in the central pacemaker, of which only ~36 
are common to both studies, although a similar proportion of genome was estimated to be 
rhythmic (Ueda et al., 2002a). A number of transcriptome studies have been performed since, 
examining various tissues including heart, lung, kidney, colon, adrenal, blood and bone (Kita 
et al., 2002; Storch et al., 2002; Oster et al., 2006; Zvonic et al., 2007; Hoogerwerf et al., 2008; 
Keller et al., 2009; Vasu et al., 2009) which deploy ever more sensitive statistical methods to 
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Iidentify cycling transcripts from genomic data, including GeneCycle, CircWaveBatch and 
JTK_CYCLE amongst others (Wichert et al., 2004; Oster et al., 2006; Hughes et al., 2010).

2.2 Laser pressure catapult microscopy
The small size of the SCN presents the same challenge today for those who wish to study its 
inner workings as biologists have faced since ground glass was first focused on cells in 1665 
(Hooke, 1665): to see is not necessarily to understand. And although current microscopes 
allow insight into structures smaller even than lights 400 nm wavelength, not only do we need 
a method to isolate sub-sets of SCN cells, but also a sufficiently sensitive assay for studying 
aspects of interest about the cells having attained them. Several methods have proven 
successful isolating specific cell subsets, such as ‘laser capture microscopy’ or LCM and ‘flow 
cytometry’. LCM has several practical advantages over flow cytometry for the direct isolation 
of cells, obviating the need for time and resource intensive development of biological tools 
before isolation of cells of interest can begin. This approach combines the magnification power 
and resolution of modern microscopes with the precision of a laser to ‘cut’ and/or ‘shoot’ 
specimens from a surface, e.g. microscope slide, securely into a tube allowing the direct, rapid 
acquisition of virtually any biological structure observable under a microscope, including 
SCN subregions (Emmert-Buck et al., 1996). A more flexible and refined variant, ‘laser 
pressure catapulting’ (LPC), utilizes an ultrathin membrane to support tissue throughout the 
capture process (Böhm et al., 1997; Schuitze and Lahr, 1998). Having first prepared the tissue 
appropriately, e.g. using haematoxylin stained cryosections, the laser ‘cuts’ through both the 
tissue and supporting membrane without detectable heating or tissue damage and ‘catapults’ 
the free tissue into a tube for subsequent analyses (Micke et al., 2005; Liu, 2010). Given the need 
for a researcher to select the tissue of interest for isolation, no matter how clear the selection 
criteria (cellular morphology, fluorescence-tagged antibodies etc.) or precise the acquisition 
by laser, it is likely some tissue of interest will be missed and perhaps more problematic, tissue 
not intended for collection is acquired in error thus contaminating the sample. However the 
impracticality of generating transgenic mice or antibodies combined with the relative ease 
distinguishing these tissues by morphology made LPC the obvious choice for isolating SCN 
subregions by us and others (Porterfield et al., 2007).

3 Scope of this Thesis

Enormous strides have been made in our comprehension of circadian clocks in mammals 
over the past two decades, particularly in the core clock molecular oscillator. And whilst the 
rhythmic behavior of the molecular oscillator in the SCN has been thoroughly examined 
under normal, long and short photoperiods, there remains a gap in our understanding of 
how the central pacemaker encodes and adjusts to different photoperiods. In this thesis 
we attempt to address this lack of knowledge by developing a method to examine the 
transcriptome of small populations of neurons within the SCN. We demonstrate its value 
by recapitulating previously identified biological markers whilst presenting novel makers 
for these SCN subregions. This technology was also used in a preliminary investigation of 
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I light-resetting, to confirm transgene expression in a genetically engineered mouse, and to 
investigate differentially regulated biological themes in response to fasting and long term 
caloric restriction. Most prominently, we applied this technology to characterize the role 
rostral and caudal SCN play in encoding photoperiod. Our results show new insight into 
regulation of the SCN transcriptome by photoperiod.
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Abstract

The suprachiasmatic nuclei (SCN) in the hypothalamus is the site of the central pacemaker 
in mammals, using light to synchronize an animal’s behavior and internal physiology in 
anticipation of daily environmental changes imposed by earths daily axial rotation. Sustained 
by an intracellular molecular ‘clock’ with a period of about 24 hours, SCN neurons drive 
rhythmic ~24 hour electrical and hormonal outputs responsible for maintaining behavioral 
and physiological circadian rhythms. Consisting of approximately 20,000 neurons, recent 
data reveal an SCN of increasing spatial and temporal heterogeneity, localizing different 
functions to different subregions, including dorsal and ventral SCN. As proof of principle, 
we present methodology developed for the purpose of broadening understanding how 
subregions contribute to central pacemaker function and also to unify available subregion 
data. By combining laser catapult microdissection with a powerful, sensitive single cycle 
mRNA amplification protocol, we obtained global transcription profiles for dorsal SCN, 
ventral SCN and central SCN during late evening and early day. Analysis yielded unique 
transcriptional signatures for each subregion which we present here for the first time aiding 
selection of novel, subregion specific makers.
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Introduction

Life exposed to Earths daily changes have evolved mechanisms to anticipate and regulate 
all aspects of their biology in order to survive (Harmer et al., 2001). In mammals the 
suprachiasmatic nuclei (SCN) fulfill the role as the central pacemaker coordinating animal 
timing in response to, and anticipation of Earths daily rhythm (Stephan and Zucker, 1972; 
Stetson and Watson-Whitmyre, 1976). The SCN is dorsally embedded in the optic chiasm 
and densely innervated by intrinsically photoreceptive retinal ganglion cells (ipRGCs) 
which communicate photic information from the retina (Foster and Hankins, 2007; 
Hankins et al., 2008). SCN neurons drive a daily electrical and hormonal output responsible 
for maintaining behavioral and physiological circadian rhythms (Okamura, 2007). The 
SCN performs at least two roles thus; rhythm synchronization to the environment and 
coordination of internal daily synchrony. A cell autonomous molecular clock generates 
approximate 24-hour rhythms in SCN neurons and all peripheral cells (Reppert and 
Weaver, 2002; Stratmann and Schibler, 2006; Dardente and Cermakian, 2007). This 
depends on a transcription-translation feedback loop of core-clock genes Clock, Bmal1, 
Period, Cryptochrome and Rev-erbα for maintaining rhythms (Siepka et al., 2007). Besides 
the requirement for rhythmicity, the period genes (Per1 and Per2) are induced by light 
suggesting the mechanism for adjusting and synchronizing rhythms is regulated by these 
genes (Shigeyoshi et al., 1997; Albrecht et al., 2001).

The SCN is composed of a heterogeneous population of neurons with accumulating 
evidence revealing ever greater complexity in neuropeptide content, molecular clock 
function, neurotransmitter distribution and electrical output (reviewed in Antle and Silver, 
2005; Morin, 2007; Welsh et al., 2010). Based on pioneering studies of SCN architecture 
in rat and hamster, the SCN is classically divided into two subregions, ‘core’ and ‘shell’ 
based on neuropeptide content and retinal innervation. In this early scheme, a ventrally 
positioned ‘core’ nucleus is densely innervated by efferent ipRGCs and immunoreactive for 
vasoactive polypeptide (VIP) whilst the dorsally positioned ‘shell’ is sparsely innervated 
by ipRGCs and is immunoreactive for arginine vasopressin (AVP; Vandesande et al., 1975; 
Samson et al., 1979; Silver et al., 1999). Mouse SCN architecture is similarly described to 
consist of ‘core’ and ‘shell’ subregions and shows analogous localization of AVP and VIP as 
in hamster and rats, however the discrete localization of gastrin releasing peptide (GRP) 
centrally within the SCN renders this terminology less appropriate (Abrahamson and 
Moore, 2001; Morin et al., 2006; Morin, 2007). Here we refer to the VIP enriched ventral 
subregion as ‘SCNv’, the AVP enriched dorsal subregion as ‘SCNd’, and the GRP enriched 
central region as ‘SCNce’.

Functional characterization of these neuropeptides has provided insight into their 
respective subregion’s role in central pacemaker operation. The best characterized example, 
VIP, together with its cognate receptor VPAC2 is required for maintaining daily rhythms 
in locomotor activity. A role for VIP has been shown in coupling and maintaining stable 
phase relationships between SCN neurons (Harmar et al., 2002; Aton et al., 2005; Colwell et 
al., 2003). A similar role has been shown for GRP, in addition to a role in ‘gating’ the SCN’s 
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response to photic stimuli in early and late evening which elicits phase delays and advances 
respectively (Brown et al., 2005; Antle et al., 2005; Maywood et al., 2006; Drouyer et al., 
2009; Drouyer et al., 2010). The phasing and light responsiveness of the molecular oscillator 
within individual SCN neurons demonstrates similar differences between subregions that 
mirror the spatial subdivisions of the SCN by neuropeptide content (Yamaguchi et al., 
2003; Yan et al., 2007; Noguchi and Watanabe, 2008). The tightly regulated temporal and 
spatial coordination of Per1 expression in the SCNd (Yamaguchi et al., 2003) support a 
role in endogenous rhythm generation, particularly given its pari parssu Per and Cry gene 
expression with locomotor activity (Yan and Silver, 2002; Reddy et al., 2002; Yan and Silver, 
2004) and sustained rhythms in constant conditions in hamsters. In contrast, Per1 and Per2 
are immediately induced by light in SCNv but do not sustain rhythms in constant conditions 
(Yan and Silver, 2002; Yan and Silver, 2004; Hamada et al., 2001) suggesting a function in 
light receipt. Of particular interest is the differential response by SCNv and SCNd during re-
entrainment. Light pulses in the early subjective evening (CT14) which elicit a phase delay 
in behavioral rhythms over subsequent days show a coherent response of Per and Cry peak 
phase of expression between SCNd, SCNv and behavioral rhythms. However, light pulses 
delivered in late subjective evening (CT22), eliciting a phase advance, show a differential 
response of Per and Cry in SCNd and SCNv: SCNv responds immediately, showing Per1/2 
and Cry1/2 induction in phase with the ‘new’ light regime, whereas the SCNd does not; 
lagging behind with the ‘old’ light regime, taking several days to accelerate to the SCNv’s 
advanced phasing (Reddy et al., 2002; Yan and Silver, 2002; Kuhlman et al., 2003). Clearly 
the functional differences identified between subregions of the central pacemaker also have 
common borders aligned with those defined by AVP, VIP and GRP localization.

Characterization of SCN function, including the roles played by subregions toward 
this function have proceeded along two lines: single molecular study and global analyses. 
Molecular studies closely scrutinize, ‘bottom up’, the activity of a few molecules e.g. clock 
mRNAs or proteins, assaying quantity, localization or interactions. These studies have 
revealed a heterogeneous and functionally subdivided SCN as discussed above but require 
unifying towards a holistic understanding of the SCN. In contrast, global analyses broadly 
assay, ‘top down’, quantities of several thousand molecules of a single species, e.g. mRNA. 
Transcriptional profiling has thus proven invaluable in characterizing circadian systems by 
revealing the circadian transcriptome of both whole SCN and peripheral organs (Panda et 
al., 2002; Storch et al., 2002; Ueda et al., 2002), as well as its response to a phase shifting 
stimulus (Morris et al., 1998; Araki et al., 2006; Porterfield et al., 2007). Although these 
global analyses have broadened understanding of the central pacemaker they have, so far, 
failed to unify existing SCN knowledge, especially for environment synchronization.

In attempting to deepen understanding of subregion functioning and to unify existing 
data we detail our highly specific, sensitive and robust method of transcriptional profiling 
of SCNv, SCNd and SCNce subregions. We demonstrate the success of our method by 
confirming the expression of genes known to be localized within these subregions. In 
addition, we present unique transcriptional signatures identified for each subregion and 
biological themes suggested by these signatures.
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Results and Discussion

SCN collection and subregion isolation
To assay global transcription levels in ventral, dorsal and central SCN subregions mice were 
entrained to a 12 hour light, 12 hour dark (LD 12:12) regime whilst circadian locomotor 
behavior was monitored with a freely available running wheel. To eliminate gene expression 
arising from light input, mice were subsequently held in constant darkness (DD) for 7 days 
before collecting brain samples at CT22 and CT2 (Figure 1). We chose these time points for 
two reasons: First, light pulses delivered at CT22 produce a unique, differential response 
from the SCNv and SCNd as described above. A snapshot of global transcriptional levels 
in these subregions at this time may provide insight in the mechanism underlying this 
differential response and aid in future studies of phase advances and re-entrainment. 
Second, the subregion markers Vip and Avp show peak expression mid-evening (ZT/CT20, 
(Takahashi et al., 1989; Glazer and Gozes, 1994; Dardente et al., 2004) and mid-day (ZT/
CT6, (Tominaga et al., 1992; Smith and Carter, 1996; Jin et al., 1999) respectively. Given 
the use of VIP and AVP here to delineate subregion selection; for a posteriori estimation 
of the accuracy of subregion mRNA isolation methodology we needed to ensure these 
marker mRNAs with known circadian regulation were present in detectable quantities by 
collection of samples around their peak phase of expression.

For optimal SCN subregion identification and isolation we attempted a rapid staining 
procedure (Fend et al., 1999) to directly visualize the neuropeptides defining these regions 
(data not shown). Rapid staining conditions that minimize RNA degradation, including 
acetone or ethanol fixation, did not allow visualization of AVP or VIP content with available 
antisera. This is likely due to the precipitating nature of alcohols which clear free–protein, 
presumably including AVP and VIP. However the neuron density and morphology of these 
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Figure 1. Work flow schema. Mice entrained to standard LD12:12 regime were placed in constant 
conditions for seven days. Brain collection was performed under dim red light illumination at CT22 
and CT2. Haematoxylin stained cryosections were microdissected, the RNA purified and hybridized 
to Affymetrix 430 2.0 GeneChips. Daily scheduling black shading indicates (subjective) evening; gray, 
subjective day; and white, light exposure.
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SCN subregions closely parallels AVP and VIP content and is clearly discernible after rapid 
haematoxylin staining. During subregion microdissection we used previously prepared 
anti-VIP and anti-AVP stained SCN sections (Figures 2A and 2B) to guide subregion 
dissection of haematoxylin stained cryosections. Ventral, dorsal and central subregions 
were captured sequentially (Figures 2D, 2E and 2F) from six 25μm mid-rostro/caudal 
coronal cryosections mounted on PALM-PEN membrane slides. Captured subregions were 
immediately lysed and stored at -80 ºC for subsequent RNA isolation and amplification. 
Addition of an RNA carrier species was employed to maximize recovery of sample RNA 
during purification by column filtration. We used purified bacterial ribosomal RNA (20ng 
per sample) as a carrier species. Other commonly used carriers ie., polyinosinic acid 
(Winslow and Henkart, 1991) and poly-dT (2000-5000) appeared to interfere with RNA 
amplification and reduce yield. As co-purified genomic DNA appeared to reduce specific 
amplification of mRNAs, DNase digestion was employed during purification to minimize 
unwanted genomic DNA amplification.

A

C

D

E

F

B

Figure 2. Laser Catapult Microdissection (LCM) of SCN subregions. Example anti-VIP (A) and 
anti-AVP (B) stained SCN used to aid identification of these regions in haematoxylin stained 
cryosections. Representative Haematoxylin stained cryosections of the SCN collected at CT22 and 
CT2, prior to (C) and after LCM of ventral (D), dorsal (E) and central (F) sub-regions.
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Subregion quality control
Purified total RNA integrity was assayed using the Bioanalyser ‘Pico’ chip. Representative 
ventral, dorsal and central RNA Pico chip assays are shown in Figures 3A, 3B and 3C. As 
the amount of RNA recovered was sufficient for subsequent amplification only, determined 
during pilot studies to be approximately 1ng of total RNA, no further sample was used 
for quality control purposes, ie. quantification. Universal Mouse Reference RNA (UMR) 
was purified along side laser catapult microdissection (LCM) isolated subregions and used 
throughout sample preparation for microarray analysis as a positive control. Pico chip 
analysis of co-purified UMR, of which 20ng was used, was qualitatively similar to those 
obtained for LCM isolated subregions (Figure 3D). As RNA samples with 18S/28S ribosomal 
peaks evident by Pico chip analysis consistently amplified successfully, including the UMR 
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Figure 3. Bio-analsyzer assay of purified sub-region total RNA and amplified cDNA quality. 
Bioanalzyer RNA Pico chip profiles of purified total RNA from SCN ventral (A), dorsal (B) and central 
(B) sub-regions. Detectable 18S (visible at 38 seconds) and 28S (visible at 44 seconds) peaks above 
the ‘background’ bacterial rRNA demonstrate recovery of intact purified sample RNA. The 16S 
(lowest peak) rRNA carrier species is also visible. Bioanalyser profiles of cDNA product after single 
cycle Ribo-SPIA amplification from SCN ventral (E), dorsal (F) and central (G) sub-regions. Universal 
human reference RNA (UHR) was co-purified and used throughout RNA isolation (D) and amplification 
(H) procedures as a positive control. cDNA yield estimated by 260/280nm Nandrop quantification is 
shown for respective samples.



46

II

positive control, samples with such 18S/28S ribosomal peaks were deemed worthwhile for 
amplification, which was virtually all LCM samples obtained in our laboratory as described 
above (see also Materials and Methods).

Previous microarray analyses of the SCN were performed on samples from two or more 
animals obtained using a punch biopsy (Panda et al., 2002; Storch et al., 2002; Ueda et 
al., 2002; Araki et al., 2006; Morris et al., 1998) or from microdissected SCN (Porterfield 
et al., 2007). Pooling is typically required because of the paucity of RNA available from 
the approximate 20,000 neurons that constitute the mouse SCN. Unfortunately, pooling 
biological replicates has been shown to decrease sensitivity (Shih et al., 2004; Kendziorski 
et al., 2005). An alternative to pooling is employing additional rounds of amplification. 
However, as amplification is not linear, especially for oligo-dT based amplifications 
commonly used, each additional round doubles the bias of transcript amplification resulting 
in the reduction or loss of representation of moderate and low abundance mRNA species. 
For this reason we employed a single cycle Ribo-SPIA based protocol (Dafforn et al., 2004). 
This method is sufficiently powerful to generate enough cDNA for GeneChip analysis 
from the ~1 ng total RNA obtained from each SCN subregion, per mouse. Bioanalyser 
Nano chip assay of the purified cDNA product indicated an average fragment size of 
~900bp for all subregions (Figures 3E, 3F and 3G) and the UHR positive control (Figure 
3H). Amplification yield correlated with product length, where 5μg or more cDNA was 
generated from specific, efficient amplification of target mRNA’s. This is consistent with the 
manufacturers suggested yield for specific amplification of target mRNAs. The Nanodrop 
quantification is shown for each sample on the respective Bioanalyser assay for all subregions 
and the UMR positive control (Figures 3E, 3F, 3G and 3H). Notably, the fragment profile 
closely resembles that of purified mRNA (Agilent compendium) suggesting amplification 
with minimal bias compared to T7-polymermase based amplification methods.

Verification of Avp, Vip and Grp localisation
Unpurified cDNA amplification product was assayed by SYBR green based quantitative PCR 
(Q-PCR) for expression of canonical SCN markers AVP, VIP and GRP. This was undertaken 
before hybridizing amplified cDNA to microarrays to determine our success in separating 
ventral, dorsal and central SCN using cDNA derived from biological replicates (n=2). To 
date there is limited data available for mRNA localization within the mouse SCN for these 
genes. In situ hybridization localization of AVP and VIP parallels peptide localization 
(Kraves and Weitz, 2006). We consider recapitulation of the relative expression differences 
for these markers indicative of successfully isolating these SCN subregions. Figure 4 details 
expression fold change of these marker genes normalized for RNA loading quantity by 
hypoxanthine guanine phosphoribosyl transferase (HPRT). The expression differences we 
observed for these markers relative to the subregion for which its expression is expected to 
be enriched can be summarized as: VIP ventral vs dorsal shows +5.5 and ventral vs central 
+6.5 fold differential expression; AVP shows dorsal vs ventral +4.4 and dorsal vs central 
+6.2 fold differential expression; and GRP shows central vs ventral +2.9 and central vs 
dorsal +4.8 fold differential expression. Importantly, the relative expression differences of 
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AVP, VIP and GRP reflect what would be expected from observed protein expression in 
these subregions thus validating our approach (Karatsoreos et al., 2004; Morin et al., 2006; 
Abrahamson and Moore, 2001).

Microarray analysis of subregions
Amplified cDNA was biotin labeled, fragmented and hybridized to Affymetrix 430 2.0 arrays 
according to the manufacturers protocols. Data normalization and probe set expression 
summarization was performed using the robust multi-array average (RMA) expression 
measure (Irizarry et al., 2003). To identify regionally enriched gene expression during late 
evening/early day for each SCN subregion we combined several criteria described below. 
Notably, we combined data obtained from samples collected at CT22 and ~CT2 since 
we propose a region specific marker should remain thus, irrespective of time, exactly as 
canonical markers AVP, VIP and GRP do. First, to remove transcripts assumed to be of 
no interest in this study, that is with the lowest differential expression between subregions, 
probe sets with variance S2 < 0.55 across all arrays were discarded as per (Bourgon et al., 
2010). Second we sought to identify significant differences in probe set expression between 
subregions. To achieve this we combined the two replicates of each batch (four in total) 
for analysis to gain maximum statistical power from the greater replication (n). A linear 
mixed-effects (LME) model was employed to separate ‘batch effect’ (level 1) from ‘region 
effect’ (level 2) without assuming equal variance across, or interaction between levels. Thus 
expression data were RMA normalized per batch and a two level LME model fitted to 
determine the significance of gene expression between regions without the effect of batch. 
Third, to control for multiple testing the Benjamini-Hochberg method was applied at p < 
0.01 (Benjamini and Hochberg, 1995). Finally, to enrich for differentially expressed probe 
sets with large differences between subregions, probe sets lacking fold changes (FCs) of > 
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Figure 4. Q-PCR assay of 
marker genes. Avp, Vip and Grp 
expression fold changes relative 
to HPRT were assayed using 
SYBR green based RT-QPCR to 
confirm the successful capture of 
ventral, central and dorsal SCN 
subregions. 
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1.8 or < -1.8 between any two subregions were discarded. In so doing we defined a total 
of 581 SCN Sub-region Enriched Expression Transcripts (SEETs) as having increased 
expression, ie. positive fold-change, in one subregion versus either one or both other 
sub-regions, where 254, 163 and 164 SEETs were identified for ventral, central and dorsal 
SCN subregions respectively (Online Supplementary Table 1). SEET expression profiles 
were hierarchically clustered by probe set and subregion according to (Eisen et al., 1998) 
and presented as a heat map to illustrate the unique transcription signatures determined 
for each subregions (Figure 5A). Probe sets for Avp (1450794_at), Vip (1428664_at) and 
Grp (1424525_at) are included in the SEETs list. These show +2.3 fold dorsal vs ventral 
and +4.0 fold dorsal vs central Avp enriched expression, i.e. dorsally enriched. Vip shows 
+8.9 fold ventral vs dorsal and +1.5 fold ventral vs central enriched expression ie., ventral 
enrichment. And Grp shows +1.8 fold central vs ventral and +4.7 central vs dorsal enriched 
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Figure 5. Heat-map visualization of transcription profiles unique for each SCN sub-region. 
Unsupervised hierarchical clustering of the 581 transcripts with expression difference of at least 1.8 fold 
in one region versus either of the two other regions (A) enabling visualization of genes with enriched 
expression in ventral, dorsal or central. Hierarchical clustering of the 145 transcripts with an expression 
difference of at least 1.8 fold in one region versus both other regions, clarifying transcripts with specific 
expression in either core, middle or shell (B). Expression profiles for AVP, VIP and GRP are indicated. 
Bright red indicates over-expression and bright green under-expression relative to mean expression 
levels between subregions. Black represents mean expression level across subregions.
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expression, i.e., is centrally enriched. Taken together these GeneChip results correlate well 
with the Q-PCR assay of these transcripts with a Spearmans rho = 0.94 (p value = 0.017) 
and thus with respective peptide localization shown by us and others (Figure 2A and B; 
(Abrahamson and Moore, 2001). Besides the known subregion markers our data confirm 
the SCNce localization identified for the androgen receptor (AR; Karatsoreos et al., 2007), 
which we show has +1.9 fold central vs ventral and +3.2 fold central vs dorsal enrichment. 
Given the parity of our microarray and Q-PCR data described above together with the 
peptide localization data shown by others, these 581 transcripts may reveal new insight 
into the unique functioning within these SCN subregions which we investigate (below) 
by assessing these transcripts for overrepresentation of their respective annotation terms. 
To identify transcripts with highly enriched subregion expression we further refined these 
criteria to include only those transcripts showing at least 1.8 fold increased expression in 
one region versus both other regions (Online Supplementary Table 2) and cluster these as 
we did for the SEETs (Figure 5B). Of the 72 SCNv, 20 SCNce and 53 SCNd transcripts (145 
total) we define here as ‘SCN subregion Highly Enriched Expression Transcripts’ (SHEETs), 
AVP is the only known subregion marker present. This is appropriate given the virtually 
exclusive peptide localization in SCNd (Figure 2B) compared for example to VIP, which 
although enriched in SCNv, is also clearly evident in SCNd (Figure 2A). Notably, AR also 
fulfills this criterion thus representing an SCNce highly enriched marker. The SHEETs are 
ideal candidates as novel alternatives to the known subregion markers, AVP, VIP and GRP, 
and may improve on the specificity of these markers for subregion specific expression. Of 
note, there are around 50% more SEETs and SHEETs in SCNv than SCNd or SCNce. 

Analysis of biological themes
To explore biological processes suggested by known and putative SEET and SHEET functions 
we tested which Gene Ontology (GO) and KEGG terms annotated with these probe sets 
were over represented using DAVID (Huang et al., 2009a, 2009b). Over-represented GO 
terms (q < 0.05) identified for each sub-region are shown in Figure 6A, and for SHEETs 
in Figure 6B. Over-represented terms for SHEETs for each subregion were clustered using 
the DAVID ‘Annotation Clustering’ tool which clusters annotation terms by similarity of 
function and thus over-presented terms contained therein. This effectively highlights the 
most prominent over-represented annotation terms. In the SCNv over-representation of 
the ‘myelin basic protein’ and ‘GO:0042552 myelination’ term might be expected given 
the dense innervation of highly myelinated RHT projections from the retina projecting to 
neurons of this subregion (Hartwig, 1974). In SCNce the most prominent terms identified 
involve signaling, membrane based receptors ie., terms ‘G protein-couple receptor 83’, 
‘poliovirus receptor-related 132C’, ‘signal’ and ‘signal peptide’. This dovetails well with 
SCNce putative function in relaying photic input signals from the SCNv to the SCNd- 
the ability to both receive humoral signals and secrete them (Piggins et al., 1995; Antle et 
al., 2005). Over-represented terms obtained from the SCNd subregion are more cryptic. 
As this regions role is primarily in rhythm generation - maintaining a coherently phased 
population of rhythmic oscillator - and whilst the intracellular function of the molecular 
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Figure 6. Over representation bar-plot of biological processes in SCN sub regions. Differentially 
expressed gene’s enriched for expression in one region versus either of the two other regions, 
ie., SEETs (A) or one region versus both other regions, ie., SHEETs (B) were assessed for over-
representation of Gene Ontology and other annotation terms using DAVID (see Materials and 
Methods). Significantly over-represented annotation terms (false discovery rate < 5% and percent 
representation of 430 2.0 GeneChip > 5%) are plotted, most significant to least significant (Fishers 
Exact test), for each subregion. Dashed line corresponds to a p-value of 0.01. Percentage over-
representation indicated for each annotation right side of the bar-plot.

clock has been well characterized, the physiology of the tissue has not. The majority of the 
terms demonstrate neuronal function as would be expected e.g., ‘GO:0045202~synapse’, 
however further study of specific genes will be required in interpreting the role they play 
in SCNd functioning.

Conclusion

Ultimately we will move to a characterization at the single cellular level as we refine 
this method. Until this time we present ‘poly-cellular’ (hundreds of cells) resolution to 
clarify overall function in attempting to unify the vast quantity of molecular level details. 
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Figure 7. Heat-map visualiza-
tion of differentially regulated 
processes in SCN subregions. 
Hierarchical clustering of over 
and under-represented Gene 
Ontology Biological Process 
(GO_BP) terms for SHEETs, as 
listed in Figure 6B, were assessed 
using the DAVID Annotation 
Clustering for SCNv (A), SCNce 
(B) and SCNd (C) subregions. 
Clustered GO_BP terms are 
plotted on the abscissa and sig-
nificantly differentially expressed 
genes responsible for these 
terms plotted on the ordinate.

Furthermore, these data can aid in identifying novel SCN specific, or subregion specific 
genes for potential use in generating conditional mouse models (Gu et al., 1993; Schwenk 
et al., 1995).

Materials and Methods

Animals
All procedures with animals were performed in accordance with Erasmus University Medical 
Center, The Netherlands, animal welfare guidelines. Eight C57BL/6JOlaHsd (Harlan, Horst, 
The Netherlands) male 8-week old mice were placed in cages with running wheels housed in 
a 12:12 light/dark cycle (12:12 LD) for at least two weeks before being transferred to constant 
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conditions under dim red light illumination. After 7 days in constant conditions animals were 
euthanized by decapitation at CT22 and CT2, the brains rapidly removed, snap frozen on dry 
ice and stored at -80 oC for subsequent cryosectioning. Clock Lab software (Actimetrics) was 
used to monitor locomotor behavior, calculate free running period and estimate CT22/2 for 
brain collection of each mouse. Food and water were supplied ad libitum.

Isolation of SCN subregions.
25μm coronal cryrosections mounted on 1 mm PALM pen-membrane slides were rapidly 
thawed, fixed for 30s in 70% EtOH and stained with haematoxylin for 3min. Following 
staining sections were rinsed in DEPC treated dH2O and dehydrated by several rinses in 
100% EtOH. Laser catapult microdissection (LCM) of vento-medial, dorso-lateral and 
mid-ventro-dorsal SCN subregions was accomplished using the PALM Microlaser system 
on freshly prepared sections. Isolated SCN subregions were dissolved immediately in Lysis 
Buffer (Qiagen) and stored at –80oC for subsequent RNA purification. RNA was purified 
with the inclusion of ‘on-column’ DNase treatment using the Qiagen RNeasy Micro kit 
according the manufacturers protocol, except that 20 ng of 16s/23s bacterial ribosomal 
RNA (Roche) was used as carrier and an additional elution was performed in the final step 
to maximize RNA yield. RNA eluted with RNase free dH2O was vacuum evaporated for 
immediate amplification and cDNA generation.

Amplification and labeling of purified RNA samples.
Quality of the freshly purified RNA was assayed using the BioAnalyzer (Agilent) in 
combination with the RNA ‘Pico’ chip. Where intact 18S/28S ribosomal RNA peaks were 
evident, the sample was considered worthy of amplification and labeling. Amplification and 
cDNA labeling with biotin was accomplished using the Ovation RNA Amplification System 
V2 and FL-Ovation cDNA Biotin Module V2 respectively according to the manufacturers 
protocols (Nugen Technologies). Efficiency of the amplification was assayed quantitatively 
by 260/280 nm estimation of cDNA concentration, where a yield of at least 5μg cDNA was 
deemed sufficient for specific amplification of the RNA template.

Hybridization of Biotin labeled cDNA samples.
Biotin labeled cDNA samples were combined with hybridization cocktail including 
DMSO according to the manufacturers protocol (Nugen Technologies) and hybridized to 
Affymetrix GeneChip 430_2.0 arrays for 18hrs. Post-hybridization washing, scanning and 
image analysis were performed as according to the Affymetrix fluidics protocol FS450_0004. 
Expression measures were exported using the MAS5.0 software suite (Affymetrix), and 
normalized per batch using the Robust Multichip Average (Irizarry et al., 2003) running in 
the R version 2.11.1 environment.

Quantitative RT-PCR
Amplification and complementary DNA strand synthesis of purified sample RNA 
was accomplished using the Ovation RNA Amplification System V2 according to the 
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manufacturer’s protocol except where the final cDNA purification step was omitted. 
Unpurified cDNA template was assayed using a SYBR green PCR mastermix (Applied 
Biosystems) according to the manufacturers protocol using the following primers: VIP (F, 
5’-GCA TCG CCT ATA CGT CCA TCT AG-3’, R, 5’-GCG CTC TTC TAC GTC CAT CTA 
G-3’), AVP (F, 5’-GCA TCG CCT ATA CGT CCA TCT AG-3’, R, 5’-GCA TCG GCT TAT 
ATA TTA G-3’), GRP (F, 5’-GCA TCG GCA TAG CTC CCT CTA G-3’, R, 5’-GCG TTT 
TAT CGA TAC GTC CAT CTA G-3’) and HPRT (F, 5’-ATC GCT AGG CTA CGT CCA 
TCT AG-3’, R, 5’-GCA TCG CCT ACG TTT CAA CTG GC-3’).

Statistical analysis
Significant expression differences between SCN subregions were identified by applying a 
2-level linear mixed effects model to the individually normalized ‘per batch’ datasets . Level 
1 assessed the effect of hybridization batch whilst level 2 assessed the effect of region. This 
allowed the greatest statistical power to be derived from the 4 biological replicates assayed 
despite the significant expression differences identified between the two sets of duplicates 
when level 1 (effect of hybridization batch) was excluded.

Hierarchical Clustering
Expression profiles were hierarchically clustered by subregion and probe set using Pearson’s 
product-moment correlation coefficient as a distance metric and average linkage according 
to (Eisen et al., 1998).

Gene Ontology (GO) over-representation analysis.
Differentially expressed probes sets (SEETs and SHEETs, q < 0.01) with fold changes greater 
than 1.8 were assessed for overrepresentation of terms from the Gene Ontology database 
for Biological Process (GO_BP) and KEGG database using DAVID (Harris et al., 2004; 
Kanehisa and Goto, 2000; Kanehisa et al., 2007; Huang et al., 2009a, 2009b).

Online Supplementary Material
Supplementary tables are available at http://bioinf-quad07.erasmusmc.nl/scn/
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Abstract

Photoperiod is used by mammals to synchronize seasonal adaptive responses to the 
optimum time of year to maximize reproductive success. This process depends on the 
suprachiasmatic nuclei (SCN) which is responsible for entraining and coordinating daily 
rhythms and in so doing, encodes a photoperiodic signal in electrical discharge and 
melatonin rhythm. Separate ‘morning’ and ‘evening’ oscillators, entraining independently 
by dawn and dusk, are believed to reside in rostral and caudal SCN subregions and provide 
the mechanism for encoding the SCN’s photoperiodic output. We sought to clarify the 
contribution of the rostral and caudal SCN in encoding photoperiod, and expand 
understanding how this might be accomplished by analyzing the transcriptome of these 
subregions under short (6 hours light/day), equinoxal (12 hours light/day) and long (18 
hours light/day) photoperiods. Rhythmically expressed transcripts were identified from 
transcription profiles obtained from precisely isolated rostral and caudal subregions 
collected over a complete circadian cycle. Our results recapitulate those obtained in other 
photoperiodic and global transcription profiling studies on mouse SCN and demonstrate 
photoperiodic regulation of the genome. We show that the peak expression of the majority 
of rhythmic transcripts clusters around dawn and dusk. Within these clusters we find 
examples of transcripts whose peak expression specifically track dawn or dusk over all 
photoperiods. Furthermore, we present both photoperiod dependent expression and show 
photoperiod independent expression for transcripts in both rostral and caudal SCN. Finally, 
we find evidence that rhythmic transcripts associated with seasonal affective disorder are 
photoperiodically regulated.
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Introduction

Most organisms have evolved mechanisms to anticipate and respond to the environmental 
changes imposed by Earth’s seasonal variation. The utilization of photoperiod as seasonal 
cue has been hypothesized as a means for organisms to determine season (Bünning, 
1936; Pittendrigh and Minis, 1964) and highlights the role daily timing and light sensing 
mechanisms play in seasonal adaptation. Studies of photoperiod and seasonal adaptation 
using animals which demonstrate overt seasonal phenotypes, including birds, sheep and 
hamsters (Yasuo et al., 2006; Lincoln, 2006; Nakao et al., 2008) reveal mechanisms that detect 
and drive adaptive responses to annual changes in temperature, light and food availability 
present at Earth’s higher latitudes. A pivotal role has been identified for melatonin and the 
pars tuberalis (PT) in birds and mammals (Dardente et al., 2004; Nakao et al., 2008; Dupré 
et al., 2010) which demonstrate the use of day length (photoperiod) to infer time-of-year 
and induce the observed phenotypic responses. These findings underscore the dependence 
on photoperiod as a seasonal cue as originally proposed (Bünning, 1936; Pittendrigh and 
Minis, 1964) and demonstrate transcriptional and hormonal mechanisms utilized for 
seasonal adaptation (Dardente et al., 2010; Dupré et al., 2010; Masumoto et al., 2010).

The suprachiasmatic nucleus (SCN) also encodes daylength via duration of electrical 
output (Mrugala et al., 2000; Schaap et al., 2003; VanderLeest et al., 2007) which in principle 
allow it to directly drive seasonal adaptation without the need for an intermediate readout, 
ie., duration of melatonin secretion. Embedded dorsally in the optic chiasm, the SCN was 
identified for its role in synchronizing internal physiology to the local daily light/dark cycle 
(Stephan and Zucker, 1972; Stetson and Watson-Whitmyre, 1976). This depends on the 
generation of endogenous approximate 24 hour rhythms by an intracellular molecular 
clock present in SCN neurons and virtually all peripheral tissues (Balsalobre et al., 1998; Jin 
et al., 1999; Yagita et al., 2001). This molecular clock depends on a transcription-translation 
feedback loop to generate cell autonomous, approximate 24 hour rhythms (Dunlap, 1999; 
Bell-Pedersen et al., 2005). The transcription factors CLOCK and BMAL1 (synonyms, 
ARNTL, MOP3) heterodimerize and activate expression of the Period (Per1, Per2, and Per3) 
and Cryptochrome (Cry1 and Cry2) and Rev-Erba genes. Together, PER1/2 and CRY1/2 
proteins repress the transcriptional activation by CLOCK-BMAL1, and thus expression of 
Per and Cry genes, relaxing repression of their target genes (Reppert and Weaver, 2002). 
REV-ERBa acts via another circadian promoter element (RORA) and mediates rhythmic 
expression of the Bmal1 gene, forming an additional, stabilizing feedback loop (Preitner et 
al., 2002).

A model which explains both the circadian and photoperiodic phenomena observed 
in nocturnal rodents under constant conditions was proposed around the time the SCN 
was implicated in circadian rhythm maintenance (Pittendrigh and Daan, 1976). This posits 
the existence of two discrete circadian oscillators, mutually interacting but entrained 
independently by dawn and dusk, defined as ‘morning’ (M) and ‘evening’ (E) oscillators 
respectively. Support for the M-E model first came from the demonstration of two 
distinct oscillations in electrical output coinciding with dawn and dusk. This was made in 
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horizontally sectioned hamster SCN and hypothesized that the dawn and dusk peaks arose 
from rostral and caudal subregions (Jagota et al., 2000). The elucidation of the molecular 
composition of the circadian clock from which daily rhythms are generated and maintained 
in organisms allowed an intracellular perspective to review and assess the relevance of 
the M-E model (Daan et al., 2001). Consistent with peaks in electrical output from these 
subregions at dawn/dusk, analysis of Per2 Rev-erbα , Dbp and Avp expression in the rostral 
and caudal subregions of the overtly photoperiodic Syrian hamster (Mesocricetus auratus) 
revealed differential phasing of peak Per2 expression under long photoperiod. While the 
peak of Per2 expression in the caudal SCN (C-SCN) coincided with dawn, in the rostral 
SCN (R-SCN) Per2 mRNA levels peak around dusk (Hazlerigg et al., 2005). These results 
support the possibility of photoperiod encoding by the SCN to the core clock mechanism. 
Similar observations made in animals lacking melatonin, i.e., C57BL/6J mice, revealed at 
least three subpopulations of differentially phased SCN neurons under long photoperiod, 
two in the rostral SCN hemisphere and a third in the caudal hemisphere (Inagaki et al., 2007; 
Naito et al., 2008). These studies, utilizing a Per1-luciferase reporter system to monitor clock 
function in individual neurons over time, recapitulate studies in hamsters, i.e. localization 
of M and E oscillators within caudal and rostral SCN subregions respectively. Whilst these 
findings strengthen the M-E model for entrainment in mammals, they also support the 
emerging ‘network model’ of SCN physiology (Butler and Silver, 2009; Foley et al., 2011) 
given the presence of a smaller population of dawn tracking M oscillators observed amongst 
E oscillators within the rostral hemisphere of the SCN. Electrophysiological studies which 
support the network model of SCN physiology (VanderLeest et al., 2007) do not exclude 
the possibility of sub-populations of M and E oscillators enriched in caudal and rostral 
SCN subregions. Ultimately the interpretation of these and new results, in the context 
of the aforementioned models, will depend on what constitutes a ‘subregion’ or defines a 
‘population’ of similarly phased neurons (Helfrich-Förster, 2009).

We sought to clarify and expand understanding of the role of SCN subregions 
in photoperiod entrainment/encoding. Using laser catapult microdissection (LCM) 
combined with global transcriptional profiling approach, we determined gene expression 
levels in the rostral and caudal SCN from mice stably entrained to long, short or equinoxal 
photoperiod to identify rhythmic, photoperiod responsive transcripts in R-SCN and 
C-SCN. In a separate analysis we will investigate non-rhythmic transcripts which may be 
photoperiodically regulated in these subregions. Here, we achieved a comprehensive view 
of the adaptation of oscillating genes in the rostral and caudal SCN and reveal candidate 
genes which may contribute to photoperiod encoding and be required for the photoperiodic 
response observed in mammals. 
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Results and Discussion

Identification of rhythmic transcripts in rostral and caudal SCN
To determine the roles of the rostral and caudal SCN in photoperiod responsiveness 
mice were entrained to either a short (LD 6:18), equinoxal (LD 12:12) or long (LD 18:6) 
photoperiod for 30 days using a twilight transition protocol (Sosniyenko et al., 2009) to 
mimic terrestrial light transitions. To diminish light-driven mRNA rhythms, mice were 
transferred to constant darkness (DD) and brain collection performed at 1.5 hour intervals 
over the second circadian cycle in constant darkness, similar to (Panda et al., 2002); Figure 
1A). Coronal cryosections were made from each brain sample and laser catapult micro-
dissection (LCM) used to isolate equal portions of rostral and caudal SCN subregions 
(Figure 1B). Total RNA was purified, amplified and hybridized, one subregion from each 
animal per array, to Affymetrix GeneChip 430 2.0 microarrays containing 45,101 unique 
probe sets representing 36,431 putative target gene transcripts (Cui and Loraine, 2009).

To identify rhythmically expressed transcripts we developed a dual filter approach 
capable of identifying rhythmic expression with reasonable confidence from data collected 
over a single circadian cycle and which tolerates asymmetric rhythmic profiles arising 
from long and short photoperiods (Figure 2; see Materials and Methods and Supporting 
Information). Filter I utilizes a linear model to identify transcripts which vary significantly 
over time, irrespective of photoperiod or SCN subregion. Filter II evaluates transcripts 
identified by Filter I for goodness of fit to a sine based function using F-tested harmonic 
regression (Oster et al., 2006; Keller et al., 2009). Proven statistical methods were used 
to control false positive discoveries arising from transcript-wise and condition-wise 
multiple testing in both Filters I and II (Holm, 1979; Benjamini and Hochberg, 1995). We 
fine tuned the significance thresholds (α) used for Filters I and II using transcripts known 
to be rhythmically expressed (‘positive trainers’) or constitutively expressed (‘negative 
trainers’) in the SCN as a ‘training set’ (see Supporting Information). This allowed us to 
balance false positive and false negative classification of rhythmic transcripts, i.e. Type I 
and Type II errors. Using these methods approximately 40% of transcripts with known 
rhythmic expression in the SCN were found in our data to vary significantly over time 
(Filter I p < 0.05), of which virtually all demonstrate a circadian profile (Filter II p < 0.10; 
see Supplementary Figure S1). We used Q-PCR to independently verify Per2, a transcript 
known to be rhythmic in the SCN. The temporal profiles for Per2 Q-PCR match well those 
of our microarray data (Supplementary Figures 2 and 3) and also those reported previously 
(Inagaki et al., 2007; Naito et al., 2008; Sosniyenko et al., 2009, 2010; Ciarleglio et al., 2011).

Photoperiod dependent and independent expression
To visualize the temporal expression patterns of rhythmic transcripts we constructed heat map 
matrices with transcripts ordered by phase of peak expression. For both rostral and caudal 
SCN, under SP and EP peak phases generally clustered within subjective light or subjective 
dark phase and are demarked by the subjective dawn and dusk (Figure 3A - D). Under LP, 
whilst dusk demarks peak expression between light and dark phases (as in SP and EP), dawn 
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Figure 1. Experimental design and SCN subregion isolation. (A) Mice were entrained to short 
(LD6:18), equinoxal (LD12:12) and long (LD18:6) photoperiods with twilight transitions between 
light and dark for at least 30 days. Tissue collection was performed under dim red light illumination 
on the second consecutive day in constant conditions at external time points (ExT) as indicated. 
(B) Schematic illustration of the SCN subregions, targeted for analysis and representative example 
of heamatoxylin stained cryosections before (top panels), and after (bottom panels) laser catapult 
microdissection and sample capture.
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does not (Figure 3E and F). Apparently, there is 
no obvious separation of peak expression into 
light and dark phases for both SCN subregions. 
Interestingly, the dawn demarcation visible in 
SP and EP (around ExT9 and 8, respectively) 
remains under LP, despite subjective dawn 
occurring at least 5 hours earlier than the 
demarcation. This may reflect photoperiodic 
imprinting of the central pacemaker, which 
shows entrainment or phase coupling limitations 
to longer photoperiods (12:12 - 18:6) by animals 
raised under shorter photoperiods (6:18 – 12:12, 
Ciarleglio et al., 2011). As the mice used in this 
study were raised until adulthood under 12:12, 
this apparent limit of entrainment/coupling is 
exceeded under LP as would be expected from 
Ciarleglio et al., findings.

We next quantified these clusters by 
plotting the density of transcripts by their peak 
expression phase (Figure 3G, H and I). Under 
SP conditions, two major clusters are evident 
in both SCN subregions: a bimodal ‘mid-late 
night’ cluster (ExT2-6) bounded by mid-night 
and the dawn transition, and a large ‘dusk’ 
cluster (ExT14-16) bounded by mid-day and 
early evening (Figure 3G). The mid-late night 
cluster consists of two sub-clusters: a ‘midnight’ 
cluster with a peak in transcript density around 
ExT3, and a ‘dawn anticipatory’ cluster around 
ExT6 (R-SCN) or ExT8 (C-SCN). 

Similarly, under EP conditions two large 
clusters are evident in both SCN subregions, 
occurring late in the light and dark phases. The 
earlier cluster is again composed of ‘mid-night’ 
and ‘dawn anticipatory’ sub-clusters around 
ExT2, and ExT7-8 respectively (Figure 3H). 
In contrast to SP demonstrating a single large 
‘dusk’ cluster, under EP late day is characterized 
by 2 sub-clusters in C-SCN (around ExT14 or 
‘mid-day’ and ExT18 or ‘dusk’) and a broad 
cluster in R-SCN, spanning ExT13-18 and 

Figure 2. Analysis flowchart of 
rhythmic transcript identification. Un-
normalized expression measures were 
exported with MAS5.0, normalized 
across arrays using the GCRMA 
algorithm and invariantly expressed 
probe sets subtracted. Rhythmic probe 
sets were identified using a dual filter 
approach. Filter I identifies variance 
within time for any photoperiod or 
tissue combination, whilst Filter II 
identifies circadian variance in probe 
sets passing Filter I.

Raw GeneChip® data

GCRMA normalized data 

Remove lowly expressed and 
non-differentially expressed probe sets

Invariant probe set  

Rythmic gene analysis

Expression peak phase, nadir phase 
& peak braodnss

Microarray pre-processing

Rhythmic gene identification

Identify variance in time
(p < 0.05 with B-H control)

Filter I: Linear Model  (Time)

CircWaveBatch, sine based F-test
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Figure 3. Phase map visualization of rhythmic transcript expression. Probe sets defined as 
circadian (Filter I and II, p < 0.05; see Supporting Information) are ordered by the phase of peak 
expression estimated by the wave form of best fit obtained from CircWaveBatch. Probe set rows 
are sorted by phase from earliest (ExT0) to latest (ExT22.5) and expression levels mean centered 
and scaled to normalize for direct comparison between probe sets. Left panels show expression in 
rostral SCN under short (A), equinoxal (C) and long (E) photoperiods; middle panels show expression 
in caudal SCN under short (B), equinoxal (D) and long (F) photoperiods. Right panels show density 
plots of the proportion of rhythmic probe sets with peak phase expression at a given ExT (% of the 
total number of rhythmic probe sets identified) for short (G), equinoxal (H) and long (I), photoperiods 
in rostral (red) and caudal (blue) SCN subregions. Shaded lines underneath panels indicate previous 
light regime, where black represents night; white, day; and grey, twilight.

possibly containing 3 sub-clusters around ExT 13, ~15 and ~18, representing ‘mid-day’, 
‘late-day’ and ‘dusk’, respectively.

In LP the ‘midnight’ and ‘dawn-anticipatory’ clusters evident under SP and EP remain in 
both SCN sub regions around ExT2 and 6, respectively. Given that subjective dawn occurs 
around ExT3, under LP this cluster can not be referred to as ‘dawn-anticipatory’ (Figure 
3I). Furthermore, as several of the same transcripts (see Figure 4C, D, G, and H; discussed 
later) compose the cluster around Ext6 (but not around Ext3) in all three photoperiods, 
a common term, eg. ‘ExT6 cluster’ is appropriate. Given the common identity of several 
transcripts in ‘ExT6 cluster’ under all photoperiods, these, and probably others in this 
cluster (e.g. those absent in at least one photoperiod due to Type II errors, ie. false negative 
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Figure 4. Peak expression phase trajectories. The peak phase of expression for all transcripts which 
are rhythmic (Filter I and II, p < 0.05) in one or more photoperiods and nearly rhythmic (Filter I and 
II, p < 0.10) under the remaining one or two photoperiods were plotted according to photoperiod 
trajectory. Transcripts with peak phase of expression delaying over the subjective day with increasing 
day length, defined as a ‘dusk trajectory’; are shown in panels A and B. Transcripts with peak phase 
remaining constant (± 1 hr) over the subjective day with increasing day length, defined as a ‘mid-day 
trajectory’, are shown in panels C and D. Transcripts with peak phase advancing over the subjective 
day with increasing day length, defined as a ‘dawn trajectory’, are shown in panels E and F. And 
transcripts with peak phases showing no consistent trajectory between SP, EP and LP, defined as a 
‘uncoupled’, are shown in panels G and H. Dark grey shading represents subject evening and light 
grey, subjective day.
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errors) are candidate photoperiod-independent transcripts. The ‘mid-day’ cluster evident 
under EP in C-SCN is the largest cluster visible under LP. As for the ‘ExT6’ cluster, several 
transcripts are evident that commonly populate the ‘mid-day’ cluster under two if not all 
three photoperiods (see Figure 3C, D, G, and H; discussed later) and thus also represent 
candidate photoperiod-independent transcripts. In contrast, the most prominent cluster in 
R-SCN occurring at Ext16, the same time as the ‘dusk-cluster’ described under SP and EP 
above, contains no common transcripts between photoperiods (Figure 3C, D, G and H).

Intriguingly, under LP the ExT20 cluster in C-SCN coincides with the beginning of the 
dusk transition and contains transcripts also present in the ‘dusk-clusters’ present under SP 
and EP (Figure 3G and H). These transcripts, with peak expression coinciding with dusk 
under all photoperiods, represent candidate photoperiodically regulated transcripts and 
are discussed further below. 

Rhythmic transcript trajectories
To examine more closely the extent to which transcripts rhythmic, or nearly so under all 
photoperiods (transcripts with p < 0.05 for Filters I and II under at least one photoperiod 
and p < 0.10 for the remaining one or two photoperiods) coordinate peak expression 
under different photoperiods we plotted the peak expression time for these transcripts. 
Transcripts showing photoperiod dependant or independent regulation were plotted 
separately according their trajectory, i.e. dusk or dawn.

As shown in Figure 4A and B, eleven transcripts show dusk trajectories (8 in R-SCN, 
3 in C-SCN), eight of which specifically peak around dusk in all photoperiods. In R-SCN, 
three transcripts (Unc5b, Tanc1 and Hunk) show dusk trajectories, yet with a different phase 
angle. Sixteen transcripts divided over both SCN subregions appear to be photoperiod 
independent (Figure 4C and D), with peak expression occurring at fixed times of the day 
irrespective of photoperiod around ExT1, ExT7 and ExT13. Three C-SCN transcripts 
demonstrate dawn trajectories (Nefh, Samd1 and Cyp4x1) specifically peaking at dawn in 
all photoperiods (Figure 4F) whereas in R-SCN, only probe sets for Pgm2l1 and Mm.263265 
which show a dawn trajectory across the late light phase (Figure 4E). 

Many transcripts in both subregions, although rhythmic under all photoperiods, show 
no consistent photoperiod dependent trajectory across all photoperiods (Figure 4G - H). 
Especially for the many transcripts in C-SCN which track dusk under SP and EP but not LP 
(Figure 4H), this may reflect the limits of phase coupling by the circadian system such that 
a transcript may couple to a given phase under the SP and EP, but is unable to couple under 
LP, thus ‘uncoupling’ from their SP and EP phases, i.e., dusk in this case. As previously 
mentioned, these observations may be explained by the photoperiodic imprinting of the 
central pacemaker during perinatal development under EP (Ciarleglio et al., 2011). The 
lack of precision estimating the phase of peak expression is also likely to contribute to some 
degree to the apparent lack of consistent trajectories for these transcripts. 
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Figure 5. Venn diagram summary of rhythmic transcripts unique and common in R-SCN and 
C-SCN under different photoperiods. The number of probe sets uniquely and commonly rhythmic 
(Filter I and II, p < 0.05) between photoperiods in R-SCN (A) and C-SCN (B); and between SCN sub-
regions under short (C), equinoxal (D) and long photoperiod (E).

Unique and common rhythmic transcripts between photoperiod and 
SCN subregions
We next investigated to what extent rhythmically expressed transcripts (as listed in Online 
Supplemental Tables S1 to 6) are unique or common between photoperiods and/or SCN 
subregions. A Venn diagram of the probe sets under SP, EP and LP in R-SCN (Figure 5A) 
demonstrate near equality in both the total number of rhythmic probe sets identified for 
each photoperiod and in the proportions of unique versus shared rhythmic expression in 
and between photoperiods. A comparable number of overlapping rhythmic probe sets was 
identified in C-SCN (Figure 5B), although SP stands out with a larger number of rhythmic 
probe sets (245) compared with EP (151) and LP (186). We also compared for each 
photoperiod the number of unique and common rhythmic transcripts between R-SCN 
and C-SCN. Independent of photoperiod, a larger number of transcripts was identified 
in C-SCN compared to R-SCN (140 vs. 245 under SP, 151 vs 136 under EP and 186 vs. 
154 under LP;  (Figure 5C-E). The proportion of common to unique rhythmic transcripts 
between subregions is similar for all photoperiods, where 51 of total 334 (15%) under SP, 
48 of 239 (20%) under EP and 57 of 263 (22%) under LP are common between subregions. 
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Taken together, comparisons of rhythmic transcript number, unique and common between 
all combinations of photoperiod and subregion, demonstrate a near 1:1 ratio of unique 
to common rhythmic transcripts. Given the confidence levels underpinning the rhythmic 
genes identified for each condition (p < 0.05 that a transcript was falsely identified as 
rhythmic), the observed 50% overlap is not due to chance alone. Given greater temporal 
and biological replication allowing a higher rhythmic transcript detection sensitivity, it’s 
likely overlap would increase beyond 50%. Irrespective, from our results we expect some 
transcripts are truly subregion and/or photoperiod unique, i.e. non-overlapping in their 
rhythmic expression. These candidate photoperiod/subregion specific  transcripts deserve 
further attention for their potential role in photoperiodic encoding and seasonal adaptation.

Phase comparisons
To compare the peak phase of oscillating transcripts (rhythmic under two or more 
photoperiods) we plotted for R-SCN as well as for C-SCN the time of peak expression for 
all combinations of photoperiod (Figure 6, left and middle panels). Similarly, we plotted for 
each photoperiod the time of peak expression in S-SCN vs R-SCN subregions (Figure 6, right 
panels). In R-SCN, several clusters of rhythmic transcript peak expression phases are evident 
in all three pairwise photoperiod comparisons, indicating the existence of transcripts whose 
expression is regulated by photoperiod (Figures 6A, B and C). A ‘dusk’ cluster is evident across 
all pairwise comparisons demonstrating the coordination of several rhythmic transcripts to 
coincide peak expression with dusk, irrespective of photoperiod. A loose cluster of ‘dawn-
centric’ transcripts with peak expression occurring between late-evening spanning dawn into 
early-day is also evident in all comparisons. Broadly interpreted, these two clusters appear 
‘dusk-locked’ and ‘dawn-locked’ respectively, which may reflect a peak in physiological 
preparedness for subsequent locomotor activity during the dark phase and sleep activity 
during the light phase. In R-SCN, in contrast to the dusk and dawn-centric clusters, several 
clusters show a differential peak expression phase between photoperiods.

Comparison of common rhythmic transcripts between photoperiods in C-SCN reveal 
cluster patterns similar to those observed in R-SCN, including ‘dusk’ and ‘dawn-centric’ 
clusters, indicating that photoperiod regulated transcripts are also present in C-SCN (Figure 
6D, E and F). Compared to R-SCN, a greater proportion of rhythmic transcripts in C-SCN 
show peak expression at mid-day. Intriguingly, some of these transcripts remain true ‘mid-
clusters’ regardless of photoperiod, and others show a differential peak expression phase in 
peaking at mid-day in one photoperiod and at dusk in another. 

Besides photoperiodic comparisons within SCN subregions, we made pairwise 
comparisons between R-SCN and C-SCN for each photoperiod (Figure 6G, H and I). 
Given the similarity observed in cluster patterns between SCN subregions for the pairwise 
photoperiodic comparisons, not surprisingly peak expression phases are positively 
correlated where Spearman’s rank correlation coefficient (ρ) for R-SCN versus C-SCN 
under SP is 0.45 (p < 0.001), under EP is 0.35 (p < 0.02) and under LP is 0.89 (p < 0.001). 
Besides the high positive correlation between subregions the clusters observed for the 
photoperiodic comparison are also reflected in the subregion comparisons. Specifically, 
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a group of transcripts tightly cluster peak expression phase at the dusk transition for all 
three photoperiods reflecting the ‘dusk’ cluster observed earlier; and under SP and LP a 
late evening cluster is evident reflecting, in part, the ‘dawn-centric’ cluster described above.

Expression profile shape
We compared rhythmic transcripts for differences in the shape of their expression profiles 
over the 24 hour period examined. We calculated the sum midrange-scaled expression values 
(SMEV) to quantify the broadness of the ‘peaks’ and ‘valleys’ for all rhythmic transcripts 

Figure 6. Rhythmic probe sets common between tissue or photo-period cluster by phase of peak 
expression. Circadianly expressed probe sets common to two or more photoperiods and/or SCN 
subregions are compared pairwise for rostal vs caudal under short, (A), equinoxal (B) and long (C) 
photoperiods, and for equinoxal vs short (D and E), equinoxal vs long (F and G), and long versus short 
(H and I) photoperiod in rostral and caudal SCN respectively.
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and identified differences in expression profile shapes between rhythmic transcripts under all 
photoperiods and for both SCN subregions. To visualize expression profile shape differences, 
we replotted the rhythmically expressed transcripts (as shown in Figure 3A - F) by first 
centering each transcript on the phase of peak expression (estimated by CircWaveBatch and 
set as 0 hr) and subsequently ordering them from highest to lowest SMEV (i.e broadest to 
narrowest peak shapes) . We refer to these heat map matrices as ‘wave-maps’ (Figure 7A - F). 
Under all photoperiods and for both SCN subregions we observe transcripts with SEPs ranging 
from extremely broad-peaked/narrow valleyed (SMEV ~ +8) to extremely narrow-peaked/
broad valleyed (SMEV ~ -8) with approximately Gaussian distributed SEP intermediates 
lying between. Having identified large differences in transcript SEPs within each photoperiod/
SCN subregion, we examined if overall differences in SEP exist between photoperiods and/
or SCN subregions. We plotted SMEV cumulative fractions for comparison of photoperiod 
distributions within R-SCN and C-SCN (Figure 8A and B respectively) and for comparison 
of SCN subregions under SP, EP and LP (Figure 8C, D and E respectively). SMEV distribution 
differences clearly visible between photoperiods in R-SCN and to a lesser degree C-SCN were 
tested for significance using the Kolmogorov-Smirnov test. We found significant differences 
between SP and EP (p < 0.01) and, SP and LP (p < 0.02) in R-SCN and between SP and EP 
(p < 0.05), LP and EP (p < 0.05) and, SP and LP (p < 0.02) in C-SCN. However no significant 
differences were identified between R-SCN and C-SCN under any photoperiod. Finally, we 
used Student’s t-test to examine differences in SMEV means and determined a significant 
difference exists between SP (mean SMEV = -0.36) and EP (mean = 0.59, p < 0.02) in R-SCN 
and also in C-SCN (SP mean = -0.38, EP mean = 0.45, p < 0.01). The clear differences in 
expression profile shapes collectively for all rhythmic genes between photoperiods support a 
role for these subregions in encoding daylength, particularly in R-SCN where this difference 
is more pronounced than C-SCN.

Global transcription profiles in SCN
We have refined previous global transcription circadian profiling methods applied to the 
SCN (Panda et al., 2002; Ueda et al., 2002) by combining LCM to isolate SCN sub-regions 
with efficient, single cycle amplification sufficiently sensitive to discover novel differentially 
regulated transcripts within sub-regions of the SCN. Qualitatively, we confirmed the 
identification of rhythmic transcripts identified exclusively by microarray in previous SCN 
genomic profiling studies (Panda et al., 2002; Ueda et al., 2002) including Avpr1a, Calcr, 
Caprin1, Dnajb1, Dusp1, Hmgb3, Rgs16, and Sfrs17b, which together with independently 
verified SRGs we confirmed, represents approximately 40% of all SRGs in our data for all 
photoperiods and sub-regions. Quantitatively, Panda et al. (2002), and Ueda et al. (2002), 
identified 337 and 101 rhythmic transcripts respectively in whole SCN using microarrays 
containing ~12,000 probe sets. Using the GeneChip 430 2.0 microarray employed in 
this study, containing ~45,000 probe sets targeting ~36,000 unique transcripts (Cui and 
Loraine, 2009), by extension would have identified 2 – 3 times this number, i.e. ~1000 and 
~300 transcripts. Given similar levels of statistical confidence (p ≤ 0.05), the total number 
of unique transcripts we identified, 573 for all photoperiods and sub-regions and ~170 on 
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Figure 7. Wave-form maps highlight broader and narrower circadian expression time profile 
differences. Probe sets defined as circadian are ordered by their sum median-normalized expression 
values (SMEVs), highest (top) to lowest (bottom). Expression levels are median centered and scaled 
for SMEV calculation and direct comparison between probe sets. Top panels show wave-form 
expression in rostral SCN under short (A), equinoxal (B) and long (C) photoperiods; bottom panels 
show wave-form expression in caudal SCN under short (D), equinoxal (E) and long (F) photoperiods.
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Figure 8. Cumulative distribution plots show overall distribution differences in expression wave 
forms between photoperiod. Cumulative fractions of the sum median-normalized expression values 
(SMEVs) obtained from rostral (A) and caudal (B) SCN are shown for short (red), equinoxal (blue) 
and long (green) photoperiods. Comparison of cumulative fractions between rostral and caudal 
SCN are shown under short (C), equinoxal (D) and long (E) photoperiods. Significant differences in 
distributions were identified by the Two-sample Kolmogorov-Smirnov test in rostral SCN between 
equinoxal and short (p < 0.02) photoperiods; and, in caudal between all photoperiods tested, that 
is: equinoxal and short (p < 0.05), equinoxal and long (p < 0.05), and, short and long (p < 0.05) 
photoperiods.

average per subregion and photoperiod is comparable in quantity to Panda et al., (2002) 
and Ueda et al., (2002). This suggests both our experimental and analytic methods were at 
least equally sensitive in identifying rhythmic transcripts, despite our reduced biological 
(n=1) and temporal (circadian cycle=1) sample density. Overall, expression profiles we 
observe for known SRGs reflect well both within our study for Per2 assayed by Q-PCR and 
microarray, and without this study compared with other examples of Per2 expression in 
mouse SCN, as well as global transcriptome analyses in the SCN (Panda et al., 2002; Ueda 
et al., 2002; Sosniyenko et al., 2009, 2010). That we found most rhythmic transcripts with 
peak phases tracking dawn and dusk in both R-SCN and C-SCN, as well as expression 
profile shape differences between photoperiods supports a role for photoperiodic encoding 
within these SCN subregions.
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Seasonal affective disorder
Seasonal Affective Disorder (SAD) is characterized by depression typically arising during 
winter and affects 1 to 3% of the population in temperate climates (Magnusson and Boivin, 
2003). The circadian clock may be implicated in this syndrome based on its requirement 
to transduce photoperiod if not encode it (Levitan, 2007; Barnard and Nolan, 2008). To 
investigate this we searched the OMIM database for particular genes associated with the 
terms “Seasonal Affective Disorder” or “SAD”. From our list of 573 transcripts rhythmic in 
any photoperiod or sub-region, we found the following genes associated with these terms: 
Bdnf, Serpine1 (synonyms PAI1, Planh1), Per2, Per3, Npas2, Fos, Prkca, Prkg1. Of these 
Bdnf, Per2, Per3, Fos, and Prkca, are known to be expressed rhythmically in the rodent 
SCN under constant darkness (Shearman et al., 1997; Liang et al., 1998; Takumi et al., 
1998; Grassi-Zucconi et al., 1993; Jakubcakova et al., 2007) and Serpine1 and Prkg1 have 
been shown to be expressed in the SCN (El-Husseini et al., 1999; Revermann et al., 2002; 
Feil et al., 2005; Mou et al., 2009) where Serpine1 appears to be rhythmically expressed 
by microarray assay (Panda et al., 2002). Surprisingly, given the role Npas2 plays within 
the forebrain molecular oscillator (McNamara et al., 2001; Reick et al., 2001; Rutter et al., 
2001), others failed to detect it in the SCN (Garcia, 2000) let alone finding it rhythmically 
expressed (Panda et al., 2002; Ueda et al., 2002).

From a circadian perspective, Per2, Per3, Fos and Prkca might be expected to be 
associated with SAD. It’s been shown that SCN ablation results in compete loss of circannual 
rhythms (Stetson and Watson-Whitmyre, 1976; Rusak and Morin, 1976). As the central 
pacemaker relies on the transcription and translation of these genes for normal ~24 hour 
rhythm generation and synchronization (Albrecht et al., 2001; Silver et al., 1999; Shearman 
et al., 2000a, 2000b) it’s reasonable to expect to that aberrant expression of these core-
clock genes will lead to seasonal maladjustment, e.g., SAD. However, amongst our list of 
rhythmic genes, Dec1, Dec2, Cry1, Cry2, Dbp, Rev-erbα, Per1 and Rora, all of which are 
required for proper SCN function (Lopez-Molina et al., 1997; Shearman et al., 1997; Horst 
et al., 1999; Honma et al., 2002a; Preitner et al., 2002; Sato et al., 2004), are yet to reveal an 
association with SAD suggesting that mere disruption of central pacemaker function may 
alone be insufficient for SAD development.

Per1, Per2, Dec1, Fos and Prkca (and others not found in our data to be rhythmic) 
have been characterized for their roles in photic input of the molecular clock, selective 
induction by light stimulus throughout the evening phase, and re-entrainment to altered 
light regimes (Earnest et al., 1990; Colwell and Foster, 1992; Albrecht et al., 1997; Shearman 
et al., 1997; Honma et al., 2002a; Jakubcakova et al., 2007). The association of Per2, Fos 
and Prkca, wth SAD suggests that the entrainment function of the central pacemaker, 
dependent on these genes for photic input, more than the rhythm maintenance function 
may underlie the association of the circadian clock with SAD. In support of this, Dec1, 
Per1, and Per2 expression shows broadening of the wave shape as photoperiod lengthens ie. 
positive SMEV gradient in at least one (Per1, R-SCN; Figure 9B) or both (Dec1, Per2) SCN 
subregions (Figure 9A, B, E and F). Strikingly, Per3 expression shows the strongest and 
most consistent broadening of wave shape with increased day length in both subregions, 
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Figure 9. Core clock rhythmic transcripts expression profiles broaden with day length. SMEV 
values for core-clock gene probe sets which are rhythmic or nearly so (p<0.10) in at least three of 
the total six combinations of photoperiod and SCN subregions are plotted for Dec1, Dec2, and Cry1 
in rostral (A) and caudal (E) SCN; Per1 and Per2 in rostral (B) and caudal (F) SCN; Per3 in in rostral 
(C) and caudal (G) SCN; and, Prok2, Dusp1, Tuba8 and Hmgb3 in rostral (D) and caudal (H) SCN. RS 
= rostral SCN, short photoperiod; RE = rostral SCN, equinoxal photoperiod; RL = rostral SCN, long 
photoperiod; CS = caudal SCN, short photoperiod; CE = caudal SCN, equinoxal photoperiod; CL = 
caudal SCN, long photoperiod.

Rostral circadian gene SMEVs
A

RS RE RL

−10

−8

−6

−4

−2

0

2

4

6

Caudal circadian gene SMEVs
E

CS CE CL

−10

−8

−6

−4

−2

0

2

4

6

Dec1

Dec2

Cry1

B

RS RE RL

−10

−8

−6

−4

−2

0

2

4

6

F

CS CE CL

−10

−8

−6

−4

−2

0

2

4

6

Per1

Per2

Per2

Per2

RS RE RL

−10

−8

−6

−4

−2

0

2

4

6

C

CS CE CL

−10

−8

−6

−4

−2

0

2

4

6

G

Per3

Per3

Per3

Per3

RS RE RL

−10

−8

−6

−4

−2

0

2

4

6

D

CS CE CL

−10

−8

−6

−4

−2

0

2

4

6

H

Prok2

Dusp1

Tuba8

Hmgb3

Photoperiod

S
M

E
V



77Transcriptome of rostral and caudal SCN

III

especially in rostral. However, unlike Per2, Fos and Prkca, Per3 appears not required for 
resetting in response to phase shifting photic stimuli suggesting a role beyond entrainment 
(Pendergast et al., 2010).

The expression of Bdnf, Serpine1 and Prkg1 in the SCN suggests a role for these genes 
in rhythm coordination and/or entrainment. BDNF shows diurnal expression levels in 
both LD and DD in the SCN and plays an important role mediating photic phase shifts 
(Liang et al., 1998). Bdnf, a widely expressed neurotrophin required for neurogenesis in 
the hippocampus, plays a key role in learning and memory consolidation (reviewed by 
(Yoshimura et al., 2010). Decrease in BDNF by chronic stress or other factors has been 
implicated in depression and other mood disorders (reviewed by (Brunoni et al., 2008), 
although there is limited evidence linking it with SAD presently. Serpine1, activated via 
promoter E/E’ box elements by CLOCK-BMAL1 heterodimers (Schoenhard et al., 2003; 
Chong et al., 2006), repressed by PER2 (Oishi et al., 2009) and rhythmic in blood plasma 
(Ohkura et al., 2006), has also been implicated in depression (Tsai et al., 2008; Hou et al., 
2009). More recently, an inhibitory role of the phase shifting action of BDNF in the SCN 
has been shown for Serpine1 (Mou et al., 2009). Prkg1, also implicated in learning and 
memory (Zhuo et al., 1994; Arancio et al., 1995; Kleppisch et al., 2003), recently has been 
demonstrated to play a role in photic re-setting and regulation of sleep and wakefulness 
(Feil et al., 2009; Langmesser et al., 2009). In our study, Bdnf and Sperine1 show clear 
photoperiod dependent expression, and expression profiles broaden, ie SMEV values 
increase in R-SCN and especially C-SCN with photoperiod (Figure 10A and C). In view 
of the known roles for BDNF, Serpine1 and Prkg1, and the consequences of BDNF and 
Serpine1 dysregulation, these genes and their proteins represent candidates for further 
study of the underlying causes of SAD and potential routes for therapeutic intervention.

Photoperiod influences rhythmic gene expression
Several aforementioned rhythmic SAD associated, core clock genes and other SRGs (Bdnf, 
Prkg1, Dec1, Per1, and Per2, Per3, Hmgb3) show a consistent photoperiodic response, i.e., 
broadening of circadian expression profile as day length increases. For the most part, core 
clock genes identified as rhythmic, Cry1, Per1, Per2, Per3, Dec1,and Dec2, show positive 
SMEV gradients as day length increases except Cry1 which shows a negative SMEV 
gradient between SP and EP/LP in both R-SCN and C-SCN (Figure 9A, B, C, D, E and F). 
These known core clock genes contain E/E’ box (Dec1, and Dec2) and D/D’ box regulatory 
elements (Cry1, Per1, Per2 and Per3) which are required for their rhythmic transcription 
(Ueda et al., 2005; Ukai-Tadenuma et al., 2011). However, Cry1 is the only gene of this 
group containing a REV-ERBα/ROR-binding element, which may thus be responsible for 
its negative SMEV gradient. Additionally, known clock output genes Prok2 and Dusp1, 
which contain E/E’ box elements (Cheng et al., 2002; Doi et al., 2007), show positive 
SMEV gradients between SP and EP/LP in C-SCN (Figure 9H). Although rhythmic in the 
SCN (Panda et al., 2002; Ueda et al., 2002), no circadian regulatory elements have been 
identified for Tuba8 and Hmgb3, the only other consistently rhythmic circadian transcripts 
we identified. An attempt to attribute the postulated duality to specific genes in the clock 
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Figure 10. Transcripts associated with seasonal affective disorder expression profiles broaden 
with day length. SMEV values of probe sets rhythmic (p<0.05) in at least one of the six combinations 
of photoperiod and SCN subregions are plotted for candidate genes associated with seasonal 
affective disorder. Bdnf, Serpine1, Prkg1 in rostral (A) and caudal (E); Npas2, Fos, Prkca in rostral (B) 
and caudal (D). RS = rostral SCN, short photoperiod; RE = rostral SCN, equinoxal photoperiod; RL 
= rostral SCN, long photoperiod; CS = caudal SCN, short photoperiod; CE = caudal SCN, equinoxal 
photoperiod; CL = caudal SCN, long photoperiod.

mechanism was launched by (Daan et al., 2001). Their model was refuted when predictions 
on circadian light responses, though confirmed for the Per1 and Per2 genes, did not hold 
up for the Cry1 and Cry2 genes when tested in knock-out mouse strains for these genes  
(Spoelstra et al., 2004; Spoelstra and Daan, 2008).

The distribution of SMEVs for all rhythmic genes show significant differences between 
photoperiods and reflect the qualitative observations of SMEV gradients for rhythmic SRGs 
discussed above (Figure 8A). Specifically, SP has a lower sample mean SMEV, compared 
to EP (0.36 vs 0.59) confirming that rhythmic transcript expression profiles overall are 
significantly narrower peaked/broader valleyed in R-SCN under SP compared to EP and 
LP. This suggests that the majority of rhythmic transcripts are ‘light-controlled’, such that 
the shorter period of light under SP concomitantly compress’ expression peaks, at least 
for transcripts with negative SMEV values, ie. those whose peaks are narrower than their 
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Figure 11. Rhythmic transcripts expression profiles that broaden with day length. SMEV values for 
rhythmic probe sets which are neither core-clock genes nor SAD associated genes and that are, per 
SCN subregion, rhythmic (Filter I and II, p < 0.05) in one or more photoperiods and nearly rhythmic 
(Filter I and I, p < 0.10) under the remaining one or two photoperiods., ie., the same criteria used 
to select probe sets for plotting in Figure 4. Peak expression phase trajectories. Of these, probe 
sets whose SMEV increases with lengthening of photoperiod, ie., a broadening temporal expression 
profile are plotted ofr rostral (A – B) and caudal (C - D). Genes are indicated in the legend. RS = 
rostral SCN, short photoperiod; RE = rostral SCN, equinoxal photoperiod; RL = rostral SCN, long 
photoperiod; CS = caudal SCN, short photoperiod; CE = caudal SCN, equinoxal photoperiod; CL = 
caudal SCN, long photoperiod.

valleys. However for the minority of transcripts whose SEMV values are positive, i.e. have 
peaks broader than their valleys, the distribution of SMEVs is more positive for transcripts 
under SP and EP compared to LP, i.e. the opposite of the distributions for transcripts 
with negative SMEV values. This suggests that transcripts with positive SMEV values, 
constituting the minority in R-SCN, may be ‘dark-driven’ given the extended period of 
darkness under LP. SMEV sample means and distributions for each photoperiod do not 
differ significantly between SCN sub-regions (Figure 8C, D and E), although the differences 
observed in R-SCN are reflected to a more modest degree in C-SCN. Differences in sample 
means between SP and EP (-0.38, 0.45, p < 0.01), and distributions between SP and EP 
(p < 0.05) and LP and LP (p < 0.05) are evident, but this difference probably arises solely 
between transcripts with positive SMEV values as the cumulative fractions of transcripts 
with negative SMEV values virtually overlap (Figure 8B). The stronger photoperiodic 
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response observed here in R-SCN versus C-SCN support the photoperiodic regulation of 
Per1 peak phase demonstrated in R-SCN but not C-SCN in pervious studies (Inagaki et al., 
2007; Naito et al., 2008).

Concluding remarks
Our study is the first attempt to identify novel, photoperiodically regulated transcripts 
in the mammalian central pacemaker. “Bottom-up” studies on the SCN response to 
different photoperiod have thus far focused on the behavior of clock genes Per1, Per2, 
Rev-erbα, Dbp and Avp in different sub-regions of the SCN, namely the rostral and 
caudal and electrophysiological output from whole SCN  (Hazlerigg et al., 2005; Inagaki 
et al., 2007; VanderLeest et al., 2007; Naito et al., 2008; Sosniyenko et al., 2009, 2010). 

Figure 12. Rhythmic transcripts expression profiles that narrow with day length. SMEV values for 
rhythmic probe sets which are neither core-clock genes nor SAD associated genes and that are, per 
SCN subregion, rhythmic (Filter I and II, p < 0.05) in one or more photoperiods and nearly rhythmic 
(Filter I and I, p < 0.10) under the remaining one or two photoperiods., ie., the same criteria used 
to select probe sets for plotting in Figure 4. Peak expression phase trajectories. Of these, probe 
sets whose SMEV decreases with lengthening of photoperiod, ie., a narrowing temporal expression 
profile are plotted ofr rostral (A – B) and caudal (C - D). Genes are indicated in the legend. RS = 
rostral SCN, short photoperiod; RE = rostral SCN, equinoxal photoperiod; RL = rostral SCN, long 
photoperiod; CS = caudal SCN, short photoperiod; CE = caudal SCN, equinoxal photoperiod; CL = 
caudal SCN, long photoperiod.
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Meanwhile, high throughput “top-down” genomics experiments have until now provided 
transcription profiles only from whole SCN entrained under standard 12:12 light dark 
conditions (Panda et al., 2002; Ueda et al., 2002). Here we recapitulate previous findings 
of photoperiod regulated clock gene expression in mouse SCN sub-regions and reveal 
novel, candidate photoperiodically regulated transcripts, including those whose peak 
phases cluster specifically around dawn, mid-day or dusk; those which specifically follow 
dawn, mid-day or dusk peak phase trajectories; and, those whose circadian peak expression 
profiles broaden or narrow in response to photoperiod. The potential involvement of these 
candidate photoperiodically regulated transcripts in human disease, particularly Seasonal 
Affective Disorder and other syndromes associated with seasonal changes in day length, 
remains to be elucidated.

Materials and Methods

Animal studies 
One-month-old male C57BL/6J-OlaHsd mice (Harlan, Horst, The Netherlands) were 
individually housed in lucite cages (25 x 25 x 40 cm), equipped with a running wheel (14 cm 
diameter), in a sound attenuated, climate controlled room (temperature 23 ± 1ºC; relative 
humidity 60%) with food (Hope Farms standard rodent pellets) and water available ad 
libitum. Voluntary wheel running activity (binned to 2 minute intervals) was continuously 
recorded by an online computer using the ERS program.  The room was equipped with 24 
separate light-tight compartments, each with a computer controlled variable light intensity 
provision and all cages (4 cages/compartment) had roughly equal distance (70 cm) to the 
light source (Osram L58W/31 tubes, Philips; (Comas et al., 2006).

Mice (n=32 animals/group) were entrained for 30 days to either long photoperiod (LP; 
LD6:18 h), equinox photoperiod (EP; LD12:12 h), or short photoperiod (SP; LD18:6 h). 
Twilight transitions of 1 h between light and darkness were applied. Starting 30 minutes 
before the scheduled onset of light, light intensity was increased linearly on a log scale from 
0.1 to 100 lux, with 1 log unit / 20 min. The maximum light intensity was 100 lux, equivalent 
to circa 145mW/m2 at the cage floor level (light source: white light tubes TDL 36W/85 
Philips, The Netherlands). After 30 days entrainment, all animals were placed in constant 
darkness (DD). On the second cycle in DD one mouse per time point was sacrificed every 
1.5 hours. Mice were anaesthetized by inhalation of Forane (Abbott Laboratories, UK). 
Brains were rapidly dissected under dim red light conditions and frozen in ice-cold Tissue-
Tek Oct Compound 4583 embedding medium (Sakura) and stored at -80 °C.

Experiments were conducted in accordance with Dutch and European legal requirements 
and were approved by the animal ethical committee of the University of Groningen.

SCN subregion isolation, RNA purification and quality assessment
Coronal cryosections (25µm) mounted on 1 mm PALM PEN-membrane slides (P.A.L.M. 
Microlaser Technologies) were rapidly thawed, fixed for 30 seconds in 70% EtOH and 
immediately stained with haematoxylin for 3 minutes. Following staining sections were 
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rinsed in diethylpyrocarbonate (DEPC) treated dH2O and dehydrated by several rinses in 
100% EtOH. Laser catapult microdissection (LCM) of rostral and caudal SCN subregions 
was accomplished using the PALM Microlaser system (P.A.L.M. Microlaser Technologies) 
on freshly prepared sections. The quantity of rostral and caudal subregions, as determined 
by the surface area estimated by the PALM Microlaser software, was not significantly 
different (Student’s t-test, p<0.01, data not shown). Isolated SCN subregions were dissolved 
immediately in Lysis Buffer (Qiagen) and stored at -80°C for subsequent batchwise RNA 
purification. RNA was purified with the inclusion of ‘on-column’ DNase treatment using the 
RNeasy ‘Micro’ kit (Qiagen) according the manufacturers protocol, except 16S/23S bacterial 
ribosomal RNA (Roche) was used as a carrier species and an additional elution was performed 
in the final step to maximize RNA yield. RNA was eluted with RNase free dH2O and vacuum 
evaporated for immediate amplification and cDNA generation. Quality of the freshly purified 
RNA was assayed using the BioAnalyzer 2100 (Agilent) in combination with the RNA 6000 
Pico chip (Agilent). Where intact 18S/28S ribosomal RNA peaks were evident, the sample 
was considered worthy of processing for Q-PCR and/or microarray analysis. 

Quantitative RT-PCR
Amplification and complementary DNA strand synthesis of purified sample RNA was 
accomplished using the Ovation RNA Amplification System V2 (Nugen Technologies) 
according to the manufacturers protocol. Efficiency of the amplification was assayed 
quantitatively by 260/280 nm estimation of cDNA concentration, where a yield of at least 
4.8 µg cDNA was deemed sufficient for specific amplification of the RNA template. Quality 
of the cDNA was assessed using the BioAnalyzer 2100 with the RNA ‘Nano’ chip to confirm 
a Gaussian distribution of the cDNA product indicative of specific amplification of mRNA 
transcripts according to the manufactures recommendations (Nugen Technologies). Q-PCR 
was performed using 2x SYBR green reaction mix according to the manufacturer’s protocol 
(Stratagene). Intron-spanning primers for Per2 were designed primers using ‘Primer3’ 
(Rozen and Skaletsky, 2000): forward (5’-CTC AGG GAG AGG AAC AGA GAG-3’) and 
reverse (5’-ATT GGG AGG CAC AAA GTC AG-3’) oligonucleotides used in the reaction 
mix (10 nM)e.

Labeling and hybridization of purified RNA samples
Samples were amplified similarly as for qRT-PCR and cDNA was labeled with biotin using 
the Ovation™ RNA Amplification System V2 and FL-Ovation™ cDNA Biotin Module V2, 
respectively, according to the manufacturer’s protocol (Nugen Technologies). Efficiency 
and quality of amplified cDNA were assayed identically as performed for Q-PCR. Biotin 
labeled, fragmented cDNA samples were combined with hybridization cocktail including 
dimethyl sulfoxide (DMSO) according to the manufacturers protocol (Nugen Technologies) 
and hybridized to GeneChip Mouse Genome 430 2.0 Arrays (Affymetrix) for 18 hrs. Post-
hybridization washing, scanning and image analysis were performed using the Fluidics 
Station 450 (Affymetrix) utilizing the fluidics protocol FS450-0004 and GeneChip Scanner 
3000 7G according to the Affymetrix GeneChip Manual.
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Expression measure export, normalization and invariant probe set 
subtraction
Expression measures were exported using the MAS5.0 software suite (Affymetrix), and 
normalized using the GeneChip Robust Multichip Average method (GCRMA; package 
version 2.20.0) (Wu and Irizarry, 2004), running in the R environment (version 2.11.1). All 
subsequent parametric statistical analyses were performed on log2-transformed expression 
data, ie., approximately normally distributed data within each micro array. Lowly expressed 
transcripts and/or transcripts which vary minimally across all microarrays were removed 
as per (Moshkin et al., 2007) which is based on the clustering methods developed by 
(Rousseeuw and Driessen, 1999).

Rhythmic transcript identification
Microarray and qRT-PCR probe sets were assessed for rhythmic expression using a two 
filter approach to estimate the likelihood that a probe is oscillating according to a given 
sine based function. 

Filter I utilizes a linear model to identify probes which vary significantly over time under 
any combination of photoperiod or SCN subregion. To take into account the fact that the 
two measurements for each animal (i.e. rostral and caudal) are correlated, a multivariate 
regression model was used. Moreover, to allow for full flexibility in the specification of the 
average time effect in each of the six conditions, we considered natural cubic splines of time 
with four internal knots placed at the corresponding observed percentiles. The hypotheses 
of ‘no time effect’ and equality in the expression levels in each gene were tested using 
appropriately constructed contrasts and an F-test. The resulting p-values were corrected for 
multiple testing using the Benjamini & Hochberg method (a = 0.05). Analysis performed 
in Filter I used R packages ‘nlme’ (version 3.1-96), ‘splines’ (version 2.11.1), ‘multcomp’ 
(version 1.1-7), and ‘lattice’ (version 0.18-8) available from http://cran.r-project.org/ .

Filter II evaluates probe sets identified as significant from Filter I for goodness of fit 
to a sine based function using F-tested harmonic regression implemented in CircWave as 
previously described (Oster et al., 2006; Keller et al., 2009). Fundamental sine waves with 
periods between 18 and 29 hrs, spanning the range of circadian periods observed in vivo 
in mouse tissues 20 through 28 (Hughes et al., 2009), with two harmonics were tested in 
0.1 hour intervals for goodness of fit. Probe sets binned by CircWaveBatch into the first 
(18.0 - 18.1 hrs) and last (29.9 - 30.0 hrs) period bins have an increased likelihood of a 
Type I error (false positivity) occurring, as compared to any other bins (18.1 though 29.9 
hrs), which is characteristic of some ‘goodness of fit’ methods including CircWaveBatch 
(Oster et al., 2006). Thus, probe sets with periods less than 18.1 or greater than 29.9 hrs 
were excluded from further analysis to minimize the Type I error rate. The harmonic 
regression procedure calculates complex wave shapes without parameter estimations. 
After correction for multiple testing using the Holm method (Holm, 1979), probe sets 
were defined as rhythmically expressed when the harmonic regression model for any of 
the fundamental sine waves (‘p1’) or the first (‘p2’) or second (‘p3’) of the harmonics 
significantly explained the variation in expression levels (a = 0.05). Only those probe sets 
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for which the fundamental sine waves was significant (‘p1’ < 0.05 after correction) were 
defined as circadianly expressed. This analysis was performed using CircWaveBatch v3.4.

Compilation of a list of known rhythmic and non-rhythmic SCN transcripts
To help develop our method for identifying rhythmic transcripts and fine tune significance 
thresholds (a) to discriminate between rhythmic and non-rhythmic transcripts, we 
generated a compiled list of known SCN rhythmic and non-rhythmic trancripts and their 
respective probe sets (referred to by the acronym CLOKSRAN) containing SCN rhythmic 
genes (SRGs) and SCN non-rhythmic genes (SNGs; Lopez-Molina et al., 1997; Sun et al., 
1997; Shearman et al., 2000a, 2000b; Yan et al., 2000; Mitsui et al., 2001; Cheng et al., 2002; 
Harmar et al., 2002; Honma et al., 2002b; Panda et al., 2002; Preitner et al., 2002; Sumi et al., 
2002; Ueda et al., 2002; Oster et al., 2003; Sato et al., 2004; Duffield et al., 2009). For SRGs 
and SNGs for which rhythmic or non-rhythmic expression was demonstrated by in situ 
hybridization or qRT-PCR, probe sets were mapped by Ensembl and Affymetrix. SRGs and 
SNGs identified through at least two independent microarray studies (thus minimizing Type 
I errors, ie. false positivity, associated with microarray studies), and for which equivalent 
probe sets detected the same rhythmic transcript in the SCN across these studies, were also 
included in the list. Specifically, the equivalent probe set on the Affymetrix 430_2.0 array 
determined using NetAffx database, if available, was included here.

Rhythmic transcript analysis
From the goodness-of-fit to sine based curve approach employed in Filter II to asses probe sets 
for rhythmicity, several estimates of rhythmic behavior are available including: (i) goodness 
of fit of the curve (expressed as a p-value describing the significance of the regression), (ii) 
average expression over 24 hrs, (iii) period, (iv) peak and nadir expression times and levels, 
and (v) amplitude (difference between peak and nadir levels). Peak and nadir phases were 
expressed as Internal Time (InT; (Daan et al., 2002) and plotted relative to the preceding light-
dark cycle (expressed as External Time, ExT, defined by midnight = ExT0) by multiplying 
with 24/period. These estimates were used for further analyses as described in the text. Time-
course expression profiles were examined for characteristic ‘broadness’ or ‘narrowness’ of 
the wave-form by using the sum of the midrange-scaled expression values (SMEVs), which 
we developed. Using this method broad peaked/narrow vallyed wave-forms have positive 
SMEVs are and narrow peaked/broad valleyed wave-form have negative SMEVs.

Analysis of non-rhythmic differentially expressed transcripts
To test for differences in overall expression levels between probe sets exhibiting a constant 
average time effect, a three-step approach was employed. First, probe sets with an unadjusted 
p-value greater than 0.4 in the F-test, used in Filter I of ‘Rhythmic transcript identification’, 
were defined as having ‘no time effect’. Second,’no time effect’ probe sets were subjected 
to a multivariate regression model with correlated error terms to allow for detection  of 
different overall expression levels in each condition. The hypothesis of no difference in the 
expression levels between the six conditions was tested using appropriately constructed 
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contrasts and an F-test, and the resulting p-values corrected using the Benjamini & 
Hochberg method (Benjamini and Hochberg, 1995). Finally, the significant probe sets 
from step two (after correction) were tested again with F-tests and the p-values corrected 
using Holm’s method (Holm, 1979). Probe sets with p-values <0.05 (after correction) were 
defined as non-rhythmic, differentially expressed transcripts. Such probe sets, differentially 
expressed between any two or more combinations of photoperiod and/or SCN subregion, 
were visualized with the methods described below.

Hierarchical clustering
Unsupervised hierarchical clustering was performed using Pearson’s correlation co-efficient 
distance metric with complete linkage and mean scaling of expression values by probe set 
(row), as previously described by (Eisen et al., 1998).

Correlation matrix
A correlation matrix was produced using Pearson’s correlation co-efficient to quantify 
similarity for all pairwise comparisons between all samples. Principle component analysis 
was performed sample-wise by calculating Eigenvalues according to (Raychaudhuri et 
al., 2000).

Online Supplementary Material
Supplementary tables are available at http://bioinf-quad07.erasmusmc.nl/scn/

Supporting Information

Rhythmic transcript identification
Amplified cDNA was labeled and hybridized to Affymetrix GeneChip® Mouse Genome 430 2.0 
Arrays, containing 45,101 unique probe sets representing 36,431 putative target transcripts. 
An overview of the bioinformatics work flow is shown in Figure 2. Inter-array variation was 
normalized using the GeneChip robust multi-array analysis method (GCRMA; (Wu and 
Irizarry, 2004) and lowly expressed and/or invariant transcripts in all arrays were removed as 
described by (Moshkin et al., 2007). Transcripts were assessed for rhythmic expression using 
a sequential dual filter approach. Filter I utilizes a linear model to identify transcripts which 
vary significantly over time, irrespective of photoperiod or SCN subregion; Filter II evaluates 
transcripts identified by Filter I for goodness of fit to a sine based function using F-tested 
harmonic regression (Oster et al., 2006; Keller et al., 2009). We chose this approach for several 
reasons. First, Filters I and II can accommodate a broad range of periods, which may be 
important given evidence of period changes in animals entrained to different photoperiods 
(Ciarleglio et al., 2011). Although ultradian periods of ~12 and ~8 hours have been shown in 
tissues (Hughes et al., 2009), we focused on circadian rhythmicity and limited our search to 
transcripts whose temporal profiles fit sine based curves (evaluated using filter II, see below) 
with periods between 18 and 30 hours. Second, Filter I makes no assumptions about temporal 
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profile whilst Filter II can accommodate two harmonics in addition to the single sine curve. 
Thus, a large range of asymmetric circadian profiles may be identified as rhythmic. This is 
important given examples of photoperiodically regulated Per1 and Per2 rhythms deviating 
to a large degree from the classical circadian single sine wave, ie., demonstrating broad peaks 
after entraining to a long photoperiod, and vice versa- narrow peaks after short photoperiod 
entrainment (Inagaki et al., 2007; Naito et al., 2008; Sosniyenko et al., 2009). Third, we 
reduced the likelihood of ‘modal failure’ by utilizing filters based on different underlying 
principles (Hughes et al., 2009).

In order to minimize false positive classification of transcripts as rhythmic (‘Type I errors’) 
and to minimize a failure in classifying bona fide rhythmic transcripts as non-rhythmic (‘Type 
II errors’), we first empirically determined significance thresholds (a) for both Filters I and II 
using a ‘training set’ of known circadianly expressed transcripts. To this end, we compiled a 
list of known SCN rhythmic and non-rhythmic (CLOKSRAN) probe sets comprising (i) SCN 
rhythmic genes (SRGs) previously demonstrated to be rhythmically by in situ hybridization, 
immunohistochemistry or qRT-PCR approach, or two independent transcriptome studies, 
and (ii) SCN non-rhythmic genes (SNGs) commonly used as non-rhythmic controls in 
circadian gene expression studies, including, but not limited to the reports from which 
CLOKSRAN SRGs were obtained (see Materials and Methods for references). Supplementary 
Figure S1 shows a heatmap matrix of CLOKSRAN probe sets for the array data of the two 
SCN subregions under different photoperiods. For the SRGs, 41% display significant variance 
over time (p < 0.05) in at least one SCN subregion and photoperiod and pass the Filter I 
selection criteria, whilst no SNG transcripts are significant. Under SP, EP and LP conditions 
respectively, 9, 10 and 6% of R-SCN SRGs and 20, 23 and 11% of C-SCN SRGs were defined 
as rhythmic, and as such pass Filter II. Thus, a higher proportion of known circadian 
transcripts were determined to be rhythmic in the C-SCN compared to R-SCN. In addition, 
although distinctions between photoperiods are less clear, under long photoperiod a reduced 
proportion of SRGs appeared rhythmic as compared to short and equinoxal photoperiods. 
Importantly, none of the SNGs probe sets passed Filters I and II, indicating our approach 
successfully minimized the false classification of circadian transcripts. The low proportion 
of SRGs identified as rhythmic (10 - 20%) likely results from the low false positive rate (0.05) 
we enforced and the fact that we used a high density sampling approach (1.5 hr intervals) 
with only 1 animal per time point over a single circadian cycle, rather than 4 hour interval 
sampling with biological replicate, over several circadian cycles as used in other genomic 
studies of the SCN (Panda et al., 2002; Storch et al., 2002; Ueda et al., 2002; Oster et al., 2006; 
Hughes et al., 2007; Hughes et al., 2009; Keller et al., 2009). The peak phase of expression of all 
SRGs composing CLOKSRAN in R-SCN and C-SCN under different photoperiods expands 
insight into central pacemaker functioning. To this end we show (Supplementary Figure S4) 
the peak phase expression for all CLOKSRAN SRG probe sets which are significant (p < 0.05) 
in at least one photoperiod for each subregion and nearly so (p < 0.10) in the other one or two 
photoperiods. A non-redundant list of all transcripts determined to be significantly rhythmic 
(p < 0.05) is shown in Online Supplementary Table S7.
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We also used over-representation of gene functional annotations including, the Gene 
Ontology (GO), KEGG and BIOCARTA annotation databases implemented by DAVID 
(Huang et al., 2009a, 2009b), to assess our success identifying known SRGs. Each list of 
rhythmic transcripts identified for the six combinations of SCN subregions and photoperiods 
was assessed for over-representation. For all six lists, the terms “GO:rhythmic process”, 
“GO:circadian rhythms”, and “GO:biological rhythms” were significantly over-represented 
(p<0.01) demonstrating the enrichment of known SRGs in these lists and validating our 
approach for identifying rhythmic transcripts expressed in rostral and caudal SCN. 

Per2 expression in rostral and caudal SCN under different photoperiods
As the differential phasing of Per1/2 expression between R-SCN and C-SCN in response to 
different photoperiods guided the design of our study (Hazlerigg et al., 2005; Inagaki et al., 
2007; Naito et al., 2008), we first analyzed in more detail Per2 expression under different 
photoperiods. As shown in Supplementary Figure S3, expression profiles for Per2 obtained 
by Q-PCR assay closely mirror those obtained by microarray (see Supplementary Figure 
S2). However our microarray and Q-PCR Per2 profiles do not show the clear peak phase 
differences between R-SCN and C-SCN under LP as demonstrated in hamsters, where Per2 
peaks around dawn in C-SCN and dusk in R-SCN (Hazlerigg et al., 2005). Although we see 
a modest advance of Per2 peak phase under LP in C-SCN (ExT11.3) compared to R-SCN 
(ExT11.8) by Q-PCR, Per2 in C-SCN shows a broad peak profile centered around midday, 
not dusk. On the other hand, our Per2 expression profiles closely match those assayed by 
ISH from mice entrained to SP and LP, also using twilight transitions similar to this study; 
and find a reduction in phase differences between R-SCN and C-SCN with peak phases 
occurring around dusk and mid-day respectively (Sosniyenko et al., 2009). Per1 expression 
in mice assayed by ISH, Per1::luc (Inagaki et al., 2007; Naito et al., 2008) and Per1::GFP 
bioluminescence (Ciarleglio et al., 2011) although consistently phase advanced ~2 hours 
across all photoperiods and SCN sub-regions, match our daily Per2 profile well. Notably 
we observe bimodal Per2 expression in R-SCN under LP with a primary peak around 
dusk and secondary peak advancing to mid-day or earlier (Supplementary Figure S3E and 
Figure S2E). These peaks likely represent the neuronal populations referred to as ‘anterior 
evening’ and ‘anterior morning’ phased neurons respectively within R-SCN by Inagaki et 
al., (2007) and Naito et al., (2008). Comparison of our results with the aforementioned real-
time bioluminescence data highlight an important aspect of our study: we assayed arbitrary 
neuronal populations representing ‘rostral’ and ‘caudal’ SCN subregions. Our profiles thus 
represent the ‘average expression’ of 100’s of neurons, without the ability to resolve individual 
contributions to this ‘average’. Overall, our Per2 results match well published observations 
of Per expression in mouse SCN sub-divisions entrained to different photoperiods.
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Supplementary Figures 

 
Figure S1. Validation of significance thrsesholds for discriminating rhythmic from 
non-rhythmic transcripts. Heat map representation of adjusted p-values obtained after 
applying CircWaveBatch (Filter II) to the CLOKSRAN training probe-set identified as significant 
(adjusted p-value < 0.05) from the overall F-test (Filter I; demarked far left column). Known 
SCN rhythmic genes (SRGs) are shown in the upper panel and known SCN non-rhythmic genes 
(SNGs) are shown in the bottom panel. RS = rostral SCN, short photoperiod; RE = rostral SCN, 
equinoxal photoperiod; RL = rostral SCN, long photoperiod; CS = caudal SCN, short 
photoperiod; CE = caudal SCN, equinoxal photoperiod; CL = caudal SCN, long photoperiod. 
The statistical significance of ’rhythmicity’ under different photoperiod is indicated 
quantitatively by the color scale, ranging from deep red (highest significance, p < 0.01) 
through orange (modest significance, p < 0.05) to white (lowest significance, p < 0.10). Grey 
indicates absence of significant ’rhythmicity’. The left column displays adjusted p-values for the 
overall F-test for significant difference in time under any photoperiod in any SCN subregion. 
The six columns to the right of the overall F-Test show adjusted p-values obtained after 
applying CircWaveBatch for each of the six photoperiod-subregion conditions. Rows demarked 
at the bottom list probe sets for gene’s known to be non-rhythmic in the SCN. 
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Figure S1. Validation of significance thrsesholds for discriminating rhythmic from non-rhythmic 
transcripts. Heat map representation of adjusted p-values obtained after applying CircWaveBatch 
(Filter II) to the CLOKSRAN training probe-set identified as significant (adjusted p-value < 0.05) from 
the overall F-test (Filter I; demarked far left column). Known SCN rhythmic genes (SRGs) are shown 
in the upper panel and known SCN non-rhythmic genes (SNGs) are shown in the bottom panel. RS 
= rostral SCN, short photoperiod; RE = rostral SCN, equinoxal photoperiod; RL = rostral SCN, long 
photoperiod; CS = caudal SCN, short photoperiod; CE = caudal SCN, equinoxal photoperiod; CL = 
caudal SCN, long photoperiod. The statistical significance of ’rhythmicity’ under different photoperiod 
is indicated quantitatively by the color scale, ranging from deep red (highest significance, p < 0.01) 
through orange (modest significance, p < 0.05) to white (lowest significance, p < 0.10). Grey indicates 
absence of significant ’rhythmicity’. The left column displays adjusted p-values for the overall F-test 
for significant difference in time under any photoperiod in any SCN subregion. The six columns to the 
right of the overall F-Test show adjusted p-values obtained after applying CircWaveBatch for each of 
the six photoperiod-subregion conditions. Rows demarked at the bottom list probe sets for gene’s 
known to be non-rhythmic in the SCN.
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Figure S3. Per2 expression profile as detected by transcriptome analysis. Log2 
transformed expression levels of Affymetrix GeneChip probe sets targeting Per2 (1417602_at, 
yellow in R-SCN, light blue in C-SCN; 1417603_at, orange in R-SCN, blue in C-SCN; 
1457350_at, red in R-SCN, dark blue in C-SCN) and fitted curves relative to the fitted curve 
minima are shown for SP in R-SCN (A) and C-SCN (B); EP in R-SCN (C) and C-SCN (D); and, 
LP in R-SCN (E) and C-SCN (F). Dark grey shading represents subject evening; medium gray, 
twilight and light grey, subjective day. 

Figure S2. Per2 expression profile as detected by transcriptome analysis. Log2 transformed 
expression levels of Affymetrix GeneChip probe sets targeting Per2 (1417602_at, yellow in R-SCN, 
light blue in C-SCN; 1417603_at, orange in R-SCN, blue in C-SCN; 1457350_at, red in R-SCN, dark 
blue in C-SCN) and fitted curves relative to the fitted curve minima are shown for SP in R-SCN (A) and 
C-SCN (B); EP in R-SCN (C) and C-SCN (D); and, LP in R-SCN (E) and C-SCN (F). Dark grey shading 
represents subject evening; medium gray, twilight and light grey, subjective day.
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Figure S2. qPCR analysis of Per2 cDNA under different photoperiods. Per2 transcript 
levels in rostral and caudal SCN under different photoperiods were assayed by qPCR analysis of 
the cDNA samples, designated for microarray analysis. Log2 transformed expression levels of 
Per2 relative to the fitted curve minima is shown for SP in R-SCN (A) and C-SCN (B); EP in R-
SCN (C) and C-SCN (D); and, LP in R-SCN (E) and C-SCN (F). All curves are plotted against 
External Time (ExT0 = midpoint of the dark phase). Curve fitting was performed using 
CircWaveBatch. Dark grey shading represents subject evening; medium gray, twilight and light 
grey, subjective day. 

Figure S3. qPCR analysis of Per2 cDNA under different photoperiods. Per2 transcript levels in 
rostral and caudal SCN under different photoperiods were assayed by qPCR analysis of the cDNA 
samples, designated for microarray analysis. Log2 transformed expression levels of Per2 relative to 
the fitted curve minima is shown for SP in R-SCN (A) and C-SCN (B); EP in R-SCN (C) and C-SCN (D); 
and, LP in R-SCN (E) and C-SCN (F). All curves are plotted against External Time (ExT0 = midpoint 
of the dark phase). Curve fitting was performed using CircWaveBatch. Dark grey shading represents 
subject evening; medium gray, twilight and light grey, subjective day.
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Figure S4. Peak phase of expression for known SCN rhythmic transcripts. The peak 
phase of expression for all rhythmic (Filter I and II, p < 0.05) or nearly rhythmic (Filter I and 
II, p < 0.10) probe sets targeting SRGs of the CLOKSRAN gene list are shown in red for R-SCN 
and blue for C-SCN. One panel is shown for each probe set, where the top region displays SP, 
middle region displays EP and bottom region displays LP. Dark grey shading represents subject 
evening, light grey represents subjective day. External time (ExT) indicated in hours on 
abscissa of bottom panels. 

Figure S4. Peak phase of expression for known SCN 
rhythmic transcripts. The peak phase of expression for 
all rhythmic (Filter I and II, p < 0.05) or nearly rhythmic 
(Filter I and II, p < 0.10) probe sets targeting SRGs of the 
CLOKSRAN gene list are shown in red for R-SCN and blue 
for C-SCN. One panel is shown for each probe set, where 
the top region displays SP, middle region displays EP and 
bottom region displays LP. Dark grey shading represents 
subject evening, light grey represents subjective day. 
External time (ExT) indicated in hours on abscissa of 
bottom panels. Colored lines highlight phase changes 
between adjacent photoperiods
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The modern study of circadian rhythms in mammals has largely focused on characterizing 
the central pacemaker which resides in the suprachiasmatic nuclei (SCN) and is required for 
coordinating and synchronizing an animals daily timing with that of the local environment 
(Stephan and Zucker 1972; Moore & Eichler 1972). It has become increasingly clear that 
the SCN can not be considered a homogenous collection of neurons. Rather, it is divided 
into functionally and anatomically distinct subregions.

Round the clock microarray analysis of the SCN transcriptome revealed approximately 
10% of the genome was circadianly expressed and identified new genes involved in 
endogenous rhythm maintenance by the central pacemaker (Panda et al. 2002; Ueda et al. 
2002). A shortcoming acknowledged by the authors of these microarray studies was the 
crude punch-biopsy technique used to acquire the SCN. This imprecise approach resulted 
in contamination of the sample by unwanted non-SCN tissue and the loss of genuine SCN 
tissue intended for profiling. Another limitation of these studies is the lack of resolution 
within the SCN, i.e. the neuronal subpopulations constituting subregions within the SCN. 
These different subregions were profiled together as one, obscuring their role in central 
pace maker function. 

Our goal was to develop an approach to overcome these shortcomings, allowing us to 
obtain a global insight into gene expression within various SCN subregions and to better 
understand their contribution to SCN functioning. Chapter 2 describes our development 
of a method for acquiring and profiling global transcriptional levels in SCN subregions 
whilst Chapter 3 presents the application of this method to expanding understanding of the 
roles played by rostral and caudal SCN (R-SCN; C-SCN) subregions in seasonal adaptation.

As stated above, our motive for developing a method capable of assaying genomic 
expression levels in mere hundreds of cells arose in response to the striking heterogeneity 
observed within the SCN (Antle & Silver 2005; Morin et al. 2006; Morin 2007). This 
diversity in neuronal population has been shown for neuropeptide localization, efferent 
and afferent projections and core clock behavior (LeSauter & R. Silver 1998; Moore & 
Rae Silver 1998; Abrahamson & Moore 2001; Yan & Rae Silver 2002; Reddy et al. 2002; 
Yamaguchi et al. 2003; Quintero et al. 2003). Progress cataloguing SCN content has been 
made characterizing gene and protein species singly, one by one. The advent of high-
throughput microarray technology (Velculescu et al. 1995; Schena et al. 1995; Lockhart 
et al. 1996) accelerated this progress, beginning with the analysis of the entire SCN 
(Panda et al. 2002; Ueda et al. 2002). This initial foray into transcriptional profiling of the 
SCN significantly advanced our holistic view of SCN functioning, but made no attempt 
to expand SCN subregion understanding. To this end, we set out to assemble a robust 
approach to assay global transcription levels of any subregion or population of ~100s of 
neurons in the mouse SCN. Critically, this required optimized methods for brain collection, 
freezing, cryosectioning, staining and laser catapult microdissection, in combination with 
a powerful, sensitive amplification protocol, similarly optimized for minimal quantities of 
sample (i.e. less than 2ng total RNA). Chapter 2 is a ‘proof of principle’ demonstration for 
obtaining transcription profiles from small populations of SCN neurons. Recapitulation of 
the expression localization of known subregion specific species, Avp, Vip and Grp provides 
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confidence in the candidate subregion specific genes and pathways identified from these 
profiles. Although this study lacks a ‘round-the-clock’ evaluation of the novel transcripts 
and pathways identified for each region, its primary purpose was as a pilot demonstration 
of the power, sensitivity and potential value in assaying SCN subregions by microarray.

Having demonstrated this several applications standout for extending our study of 
global transcription in ventral, dorsal and central SCN (SCNv, SCNd and SCNce)

First, having gained a single, static snapshot of the transcriptional identities of these three 
classic SCN subregions at CT22, extending this temporally across a complete circadian cycle 
will yield several valuable insights- (i) clarification of constitutively expressed makers, (ii) 
identification of circadianly expressed markers, analogous to Avp, Vip and Grp (Södersten et 
al. 1985; Zoeller et al. 1992; Shinohara et al. 1993; Karatsoreos et al. 2006) (iii) confirmation 
of regional specificity at all times, and, (iv) the potential to indentify mRNA species which 
may change localization of expression over time between subregions. This last possibility 
has not been demonstrated for any gene thus far in the SCN. The wave-like peak expression 
pattern of core clock genes in SCNd is an example of expression phase changing in both time 
(daily phase) and space (position in the dorsal SCN; (Yamaguchi et al. 2003; Quintero et al. 
2003; Butler & Silver 2009). Given this it is reasonable that other non-core clock species may 
either regulate this temporally and spatially dynamic expression pattern, or be regulated 
by it. Characterizing constitutively expressed markers as in (i) will provide the necessary 
specificity to genetically annul clock function in subregions of interest. Subregion specific 
genes can be used to generate Cre-recombinase mice that, together with conditional (floxed) 
Bmal1 mouse can be used for subregion-specific inactivation of the clock. Alternatively or 
additionally, in combination a subregion specific driven expression of a cytotoxic product, 
these specific subregions could be precisely ablated without damage to surrounding or efferent 
SCN neurons. This would be more effective than the crude surgical ablation techniques used 
thus far (LeSauter et al. 1999a; LeSauter & Silver 1999b). We also demonstrate the value of 
our approach by confirming the expression of a rat kangaroo photolyase transgene in the 
SCN of transgenic mice, requisite in attributing a circadian phenotype to the central pace 
maker (Appendix I)

Second, subregion specific transcriptome profiling can be used to investigate global 
gene expression changes during photic (and non-photic) entrainment. It’s known that light 
regime changes (mimicking jet lag) or brief light pulses which phase advance or phase delay 
behavioral rhythms, result in a ‘dissociation’ of the phasing of core clock genes between 
SCNv and SCNd (Reddy et al. 2002; Yan & Silver 2002; Kuhlman et al. 2003). Specifically, 
the phases of Per and Cry mRNAs and proteins of the SCNv advanced rapidly, in phase with 
the new ‘time-zone’ or projected light regimen, whist the SCNd lagged behind, advancing 
slowly from the old eastern ‘time-zone’ to catch up to the new western one, in phase with 
locomotor rhythms (Kuhlman et al. 2003). Of particular interest is that this dissociation 
occurs only during phase advance re-entrainment. In marked contrast, core clock gene 
expression in SCNv and SCNd remains synchronized during phase delays, i.e. phase-delaying 
light pulses or light regimes equivalent to east-west jet travel. Assaying these subregions 
for global transcriptional changes at several time points following aforementioned light 
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regimes will yield insight into the processes which effect re-entrainment and explain the 
differential core clock gene response of these subregions between phase advances and 
delays. In this respect, it is worthwhile mentioning that we have already commenced a 
pilot study addressing subregion specific transcriptional changes in mice exposed to a 
phase-advancing light pulse. Preliminary analysis of the data yielded a swathe of genes with 
known functions in modulating glutamatergic synaptic transmittance, including neuronal 
pentraxin 1, suggesting a prominent role for synaptic remodeling during re-entrainment 
(available online at http://bioinf-quad07.erasmusmc.nl/scn/).

Besides using a our approach presented in Chapter 2 to study the role of ventral, dorsal 
and central SCN in photoentrainment, this technology was used to investigate the role 
of SCN subregions in seasonal timing. A model positing a role for the circadian clock 
in seasonal timing distilled by (Pittendrigh & Daan 1976), consists of Morning (M) and 
Evening (E) components which independently entrain to dawn and dusk, and by interaction, 
encode photoperiod. Evidence supporting this model suggest the M and E components in 
rodents are localized within the caudal and rostral SCN, respectively (Jagota et al. 2000; 
Hazlerigg et al. 2005; Inagaki et al. 2007; Naito et al. 2008). Chapter 3 describes a round 
the clock analysis of the transcriptome of the rostral and caudal SCN subregions of mice, 
housed under a short, equinoxal or long photoperiod (representative of winter, spring/
autumn and summer, respectively). Using our powerful, sensitive method presented in 
Chapter 2 we assayed one sample per array at high temporal density and applied robust 
statistical methods, including linear models and harmonic regression (CircWave, Oster 
et al. 2006) to distinguish global rhythmic transcript expression. Our results complement 
previous findings (Hazlerigg et al. 2005; Inagaki et al. 2007; Naito et al. 2008; Sosniyenko et 
al. 2009) and support a role for the R-SCN and C-SCN as M and E components. However 
we find less differential phasing in rhythmic gene expression between SCN subregions than 
other studies and as would be expected from legitimate M and E oscillators; and, more 
differential gene expression within subregions, particularly R-SCN, in response to different 
photoperiods. Inagaki et al (2007) and Naito et al., (2008) use Per1-luc transgenic mice 
to examine core clock behavior in different SCN subregions with single cell resolution in 
mice entrained to different photoperiods. These labs show markedly different phasing of 
Per1-luc by different populations of SCN neurons under long photoperiods which is less 
evident under EP, and absent under SP. Critically, these studies identified 2-3 subclusters 
of variously phased neurons within each rostral, mid-rostro/caudal and caudal subregion 
examined. We examined gene expression in similar rostral and caudal subregions as Naito 
and coworkers but, not with the resolution needed to resolve these divergently phased 
subclusters there in. This explicates what we observe in our study: the gene expression data 
is the average expression of divergently phased subclusters. Analysis of these subclusters, 
probably representing less than ~100 neurons versus the ~500 neurons we assayed for the 
rostral subregion will provide a clearer picture of photoperiodic encoding by different 
neuronal subclusters. More generally this example highlights a growing need to analyze 
smaller and smaller samples, ultimately converging on single cell assay. Further regarding 
Chapter 3 its worth noting the value in assaying the mid-rostro/caudal which we omitted 
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during this study due to limitations in resources. Naito et al., show M and E components 
present not only within rostral and caudal subregions but also within different sub-
subregions of the mid-rostro/caudal plane. Intriguingly, these M and E components are 
localized within subregions approximately resembling the ventral, dorsal and central SCN 
subregions assessed in Chapter 1. The extension of our study to other subregions and sub-
subregions described above is needed forthwith to gain clearer insight into the contribution 
made by small neuronal populations to the SCN’s role in photoperiodic encoding and 
entrainment.

The findings of our photoperiodic study warrant follow up especially given the 
possibility for increasing understanding of disease in humans. We found several rhythmic 
genes involved in modulating synaptic strength to be associated in literature with seasonal 
affective disorder (SAD) and critically, which appear to be regulated by photoperiod. An 
electrophysiological characterization of mice in which the expression in SCN for these 
genes is disrupted is needed to clarify the role of these genes, and more generally synaptic 
re-modeling in photoperiodic encoding. Characterization of the photoperiodic response 
in the SCN of mouse models for depression, aging, addiction etc. is also likely to yield 
insight into the seasonal contribution of disease in genetically susceptible models of 
disease. An intriguing possibility for this technology is the development of a ‘time of the 
year’ expression assay for forensic applications. Assuming that the subjects mRNA remains 
sufficiently intact, it’s conceivable that a specific gene or combination of genes, core clock 
or otherwise, may provide insight into the time of year when the ‘ticking’ of the SCN 
permanently stopped.
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Abstract

Despite the sequence and structural conservation between cryptochromes and photolyases, 
members of the cryptochrome/photolyase (flavo)protein family, their functions are 
divergent. Whereas photolyases are DNA repair enzymes that use visible light to lesion-
specifically remove UV-induced DNA damage, cryptochromes act as photoreceptors 
and circadian clock proteins. To address the functional diversity of cryptochromes and 
photolyases, we investigated the effect of ectopically expressed Arabidopsis thaliana 
(6-4)PP photolyase and Potorous tridactylus CPD-photolyase (close and distant relatives 
of mammalian cryptochromes, respectively), on the performance of the mammalian 
cryptochromes in the mammalian circadian clock. Using photolyase transgenic mice, we 
show that Potorous CPD-photolyase, rather than Arabidopsis (6-4)PP photolyase, affects 
the clock by shortening the period of behavioral rhythms. Furthermore, constitutively 
expressed CPD-photolyase is shown to reduce the amplitude of circadian oscillations in 
cultured cells and to inhibit CLOCK/BMAL1 driven transcription by interacting with 
CLOCK. Importantly, we show that Potorous CPD-photolyase can restore the molecular 
oscillator in the liver of (clock-deficient) Cry1/Cry2 double knockout mice. These data 
demonstrate that a photolyase can act as a true cryptochrome. These findings shed new 
light on the importance of the core structure of mammalian cryptochromes in relation 
to its function in the circadian clock and contribute to our further understanding of the 
evolution of the cryptochrome/photolyase protein family.
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Introduction

Life is subject to the 24-hour rotation cycle of the earth, which imposes rhythmic changes in 
light and temperature conditions. In order to anticipate these environmental changes, most 
organisms have developed a circadian clock with a period of approximately 24 hours that 
allows them to adjust behavior, physiology and metabolism to the momentum of the day. 
To keep pace with the day/night cycle, this internal clock needs to be reset every day, using 
light (the most predictable environmental cue) as the strongest Zeitgeber (German for “time 
giver” or synchronizer). The mammalian master clock is located in the suprachiasmatic 
nuclei (SCN) of the hypothalamus, which receives light-induced signals from the retina via 
the retino-hypothalamic tract (1). In turn, this master clock sends humoral and neuronal 
signals that synchronize peripheral oscillators, located in virtually every cell or tissue (2-5).

The mammalian cryptochrome proteins (CRY1 and CRY2) belong to the cryptochrome/
photolyase family (CPF) of flavoproteins and were initially identified as homologues of 
photolyase (6, 7). In view of their strong resemblance to plant cryptochrome proteins, which 
act as blue light photoreceptors, the mammalian CRY proteins were hypothesized to act as 
photoreceptors for resetting of the circadian clock (6, 8). Unexpectedly however, inactivation 
of the Cry1 and Cry2 genes in the mouse was shown to shorten or lengthen the period length 
of the circadian clock respectively, whereas in the absence of both genes circadian rhythmicity 
was completely lost (9-11). This observation, together with the finding that the Cry genes 
encode the most potent inhibitors of the circadian transcription activator CLOCK/BMAL1 
(12), positioned the mammalian CRY proteins at the heart of the circadian core oscillator.

The mammalian circadian clock consists of a molecular oscillator, composed of a set 
of clock genes that act in transcription-translation-based feedback loops. The CLOCK/
BMAL1 heterodimer activates transcription of the Period (Per1, Per2) and Cryptochrome 
(Cry1, Cry2) clock genes through E-box elements in their promoter. Following synthesis, 
the PER and CRY proteins will gradually accumulate in the nucleus and ultimately repress 
CLOCK/BMAL1, and thereby transcription of their own gene (13-15). A second loop 
is formed by REV-ERBα, which cyclically inhibits RORα-driven transcription of the 
Bmal1 gene (16-19). Adding to this transcription/translation feedback loop mechanism 
is a network of post-translational modifications of the clock proteins (phosphorylation, 
(de)acetylation, sumoylation and ubiquitylation) that fine-tune the period length of the 
circadian oscillator and confers robustness and persistence to the molecular clock (20-27). 

Photolyases, the other members of the CPF, are DNA repair enzymes that use visible 
light to lesion-specifically remove ultraviolet light-induced cyclobutane pyrimidine dimers 
(CPDs) or (6-4) pyrimidine-pyrimidone photoproducts ((6-4)PPs) from the DNA in a 
reaction called photoreactivation (see 28, 29). Placental mammals have lost photolyase 
genes during evolution and solely rely on nucleotide excision repair for removal of CPDs and 
(6-4)PPs (30). Nevertheless, when expressed in the mouse, CPD and (6-4)PP photolyases 
rapidly remove these UV-induced lesions in a light-dependent manner and protect the 
animal from sunburn, mutation induction, and skin cancer development (31-33). 

Phylogenetic analysis has shown that the CPF is divided in two major subgroups. The 
first subgroup encompasses (i) class I CPD photolyases, (ii) (6-4)PP photolyases and animal 
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crypochromes, (iii) plant cryptochromes, and (iv) DASH cryptochromes, whereas the 
second subgroup is solely composed of class II CPD photolyases (29). It is accepted that all 
members of the photolyase/cryptochrome protein family evolved from a common ancestor 
CPD photolyase by multiple gene duplications (34). Cryptochromes and photolyases on 
the one hand share a common backbone, the core domain, which binds two chromophoric 
cofactors (i.e. FAD and either 5,10-methenyl-tetrahydrofolate or 8-hydroxy-5-deazaflavin), 
but on the other hand differ in the presence of N- and C-terminal extensions (see Figure 
1). Whereas eukaryotic photolyases have an N-terminal extension, containing nuclear and 
mitochondrial localization signals, cryptochromes contain a unique C-terminal extension 
of variable length and amino acid composition. It is currently accepted that the functional 
diversity among cryptochromes (i.e. photoreceptor, circadian photoreceptor, or core clock 
protein) is achieved by the diversity of their C-terminal extensions. 

Detailed structure/function analysis of the C-terminal region of mammalian CRY1 
allowed us to identify a putative coiled-coil domain at the beginning of the C-terminal 
extension as a potential PER and BMAL1 binding site (35). Deletion of the complete 
C-terminal extension (aa 471-606 of mouse CRY1) abolished the CLOCK/BMAL1 
transcription inhibitory potential of CRY1, Similarly, Green and co-workers have 
demonstrated that the C-terminal extension of Xenopus laevis CRY proteins is crucial 
for transcription repression (36). Interestingly, specific deletion of either the coiled-coil 
domain (aa 471-493) or the downstream tail region (aa 494-606) of mammalian CRY1 
failed to eliminate its ability to inhibit CLOCK/BMAL1-mediated transcription (35), likely 
because these mutant proteins can still bind to CLOCK via a yet unidentified region of the 
core domain. This finding lead us to suggest that an interaction between the C-terminal 
extension and the core domain is mandatory for the clock function of mammalian 
cryptochromes, possibly by providing structure to the latter (35). 

In the present study, we have explored the importance of the core domain of mammalian 
CRY proteins for core oscillator function by addressing the question to what extent 
photolyase enzymes affect circadian core oscillator function. Using in vivo (photolyase 
transgenic mice) and in vitro (cellular clock reporter and CLOCK/BMAL1 transcription 
assays) approaches, we show that Potorous tridactylus CPD photolyase (hereafter referred 
to as PtCPD-PL) not only displays cryptochrome-associated functions, but also that it can 
replace the CRY proteins in the mammalian circadian core oscillator.

Results

Potorous tridactylus CPD photolyase transgenic mice have a short period 
circadian clock
To investigate whether their strong structural resemblance to cryptochromes (see Figure 
1) allows photolyases to interfere with mammalian circadian core oscillator function, 
we took advantage of the availability of β-actin promoter-driven Potorous tridactylus 
CPD photolyase and Arabidopsis thaliana (6-4)PP photolyase transgenic mice (hereafter 
referred to as PtCPD-PL and At(6-4)PP-PL mice), previously generated in our laboratory 
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(31, 33). As shown in Figure 2A, and as could be expected on the basis of the ubiquitous 
expression of the β-actin promoter, quantitative RT-PCR analysis of mRNA derived from 
laser microdissected SCN revealed that PtCPD-PL and At(6-4)PP-PL mice express the 
photolyase transgene in the SCN at comparable levels to the Hprt gene. 

We next addressed the question whether expression of photolyase in the SCN would 
affect the circadian behavior of the mouse. To this end, we measured circadian wheel-
running behavior of photolyase transgenic mice and sex and age-matched control 
littermates under normal light/dark (LD) cycles and in constant darkness (dark/dark; DD). 
As shown in Figure 2B, the period length (tau or τ) of circadian behavior of At(6-4)PP-PL 
transgenic mice is indistinguishable from that of the corresponding wild type littermates. 
In marked contrast, PtCPD-PL transgenic mice revealed a small but significant shortening 
of the period length of (15 to 20 min, p<0.05), as compared to wild type littermates (Figure 
2C). In addition, the tau of the PtCPD-PL mice has a larger (2-fold) variation than that of 
control littermates, which indicates individual differences in expression levels. 

These findings strongly suggest that expression of Potorous tridactylus CPD photolyase 
in the SCN interferes with circadian clock performance, whereas Arabidopsis thaliana (6-4)
PP photolyase does not. This observation is in agreement with our finding that At(6-4)
PP-PL is not able to inhibit CLOCK/BMAL1 (35).

Potorous tridactylus CPD photolyase dampens the circadian core 
oscillator 
As photolyases structurally resemble cryptochromes (29, 34), and given the observation 
that transient constitutive overexpression of the CRY1 protein suppresses the rhythmic 
expression of a cotransfected Bmal1::Luc reporter gene (Figure 3A), we next investigated 

Figure 1. Cryptochromes and photolyases. Schematic representation of PtCPD-PL, At(6-4)PP-PL 
and mouse CRY1 and 2. Conserved and unique domain are indicated above, chromophore binding 
site are indicated by vertical doted lines. CLOCK and BMAL1 binding regions in mouse CRY and 
indicated below.
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Figure 2. Circadian behavior of photolyase transgenic mice. (A) Quantitative RT-PCR analysis 
of photolyase mRNA levels in the laser-microdissected SCN of PtCPD-PL and At(6-4)PP-PL 
transgenic mice. Left panel: Ethidium bromide stained gel of PCR amplified cDNA, obtained 
from two independent transgenic mice and corresponding wild type littermates. Right panel: 
graphic representation of quantitative RT-PCR amplification data from two independent animals 
per genotype (see Experimental procedures for details). The Y-axis represents the PtCPD-PL and 
At(6-4)PP-PL mRNA levels relative to that of Hprt. (B,C) Circadian behavior of At(6-4)PP-PL (B) and 
PtCPD-PL (C) transgenic mice and corresponding littermates (n = 10 per genotype). Animals were 
kept under normal light conditions (LD 12:12 h) and subsequently exposed to constant darkness 
(DD) (indicated on the right side of the panels). Shown are representative examples of double-
plotted actograms and graphic representations of the free-running period (τ) in constant darkness 
(bottom panels). Error bars represent the standard error of the mean (SEM); the asterisk indicates 
significance (p=0.03). 
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the effect of transient overexpression of PtCPD-PL on the circadian clock of cultured 
fibroblasts. After synchronization of the individual intracellular circadian clocks with 
forskolin (37), cells cotransfected with the Bmal1::Luc reporter construct and empty 
pcDNA3 vector (used as a negative control) were shown to oscillate with a period of 25.6 
± 0.2 hr (n=11). Interestingly, overexpression of PtCPD-PL reduces the amplitude of the 
oscillations in a dose-dependent manner (Fig. 3B). Similar results were obtained when the 
Bmal1::Luc reporter was replaced by the Per2:Luc reporter (data not shown).

To study the influence of CPD photolyase on core oscillator performance under 
physiological conditions, PtCPD-PL mice were interbred with Per2::Luc mice to obtain 
primary CPD-photolyases mouse dermal fibroblast (MDF) lines containing a clock 
reporter. Bioluminescence rhythms in PtCPD-PL/Per2::Luc MDFs show a reduction in 
amplitude (38 ± 5 %) when compared to those in Per2::luc (control) fibroblasts (Figure 3C), 
thus confirming the data obtained in the transient expression studies. Interestingly, and in 
line with the animal studies, the period of oscillations in PtCPD-PL/Per2::Luc MDFs (22.7 

Figure 3. PtCPD photolyase dampens circadian 
oscillations. (A, B) Representative examples 
of bioluminescence rhythms in NIH3T3 cells 
co-transfected with a mBmal1::luciferase 
reporter construct and either empty pcDNA3 
(blue line), pcDNA-Cry1, (100 ng, purple line; 
200 ng, red line) or pcDNA-CPD photolyase 
(200 ng, olive line; 400 ng,,green line). (C) 
Representative example of bioluminescence 
rhythms in primary MDFs, derived from 
PtCPD photolyase transgenic mice (green 
line) and wild type littermates (blue line), 
transiently expressing the Bmal1::luciferase 
reporter gene. Bioluminescence recordings 
were started immediately after forskolin 
synchronization of the individual cellular clocks. 
The Y-axis represents base line subtracted 
bioluminescence values.
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± 0.4 hr; n=4) is approximately 50 min shorter (p<0.05) than that of Per2::luc fibroblasts 
that do not carry the CPD photolyase transgene (23.8 ± 0.2 hr; n=4). 

Taken together, these data demonstrate that the PtCPD-PL exerts a dominant negative 
effect on the circadian clock by dampening the oscillations and shortening the period 
length, likely by interfering with CRY mediated functions. 

Potorous tridactylus CPD photolyase inhibits CLOCK/BMAL1-driven 
transcription
The dominant negative effect of CPD photolyase on cellular clock performance and circadian 
behavior, as evident from the in vivo and in vitro studies, prompted us to investigate the 
underlying mode of action. Since CRY proteins are strong inhibitors of the CLOCK/BMAL1 
transcription activator (12), we used a COS7 cell based reporter assay to analyze the ability 
of PtCPD-PL to inhibit CLOCK/BMAL1-driven transcription of the mPer1 promoter-
driven luciferase reporter gene. Consistent with previous studies (see 12, 35) simultaneous 
expression of CLOCK and BMAL1 causes a 30-fold induction in transcription of the 
luciferase gene, which is strongly repressed in the presence of CRY1 (Figure 4A). Interestingly, 
notwithstanding the fact that the protein should be expressed at high level, the PtCPD-PL is 
also capable of significantly suppressing CLOCK/BMAL1 activity. 

From these data we conclude that PtCPD-PL is able to interfere with mammalian core 
oscillator performance by exerting a cryptochrome-like function, i.e. inhibition of CLOCK/ 
BMAL1-mediated transcription. 

Potorous tridactylus CPD photolyase interacts with CLOCK
We have previously shown that the inhibition of CLOCK/BMAL1 mediated transcription 
by CRY1 requires a complex network of interactions with CLOCK and BMAL1, involving 
the CRY1 core domain and C-terminal extension (35) (se also Figure 1). We therefore 
next asked the question whether PtCPD-PL, like CRY proteins, can physically interact with 
CLOCK and BMAL1. To this end, we performed a co-immunoprecipitation experiment 
using HEK293T cells overexpressing the FLAG-CLOCK or FLAG-BMAL1 proteins alone, 
or in combination with PtCPD-PL (Figure 4B). In the absence of PtCPD-PL neither 
CLOCK nor BMAL1 were pulled down with anti-PtCPD-PL antibodies, which excludes 
non-specific binding of the antibodies to these proteins. However, in the presence of 
PtCPD-PL, the CLOCK protein is shown to co-precipitate with PtCPD-PL, whereas the 
BMAL1 protein is not. This result indicates that PtCPD photolyase inhibits CLOCK/
BMAL1-mediated transcription through direct interaction with CLOCK.

Potorous tridactylus CPD photolyase can replace cryptochromes in the 
mammalian circadian oscillator 
Having shown that PtCPD-PL can interact with CLOCK, leading to inhibition of CLOCK/
BMAL1-driven transcription, the intriguing question arises whether this photolyase can 
actually replace the CRY proteins in the mammalian circadian oscillator and rescue the 
arrhythmicity of Cry1-/-/Cry2-/- mice. Generation of a new Cry1 promoter-driven PtCPD-PL 



117Correction of a CRYless oscillator by a photolyase

A I

transgenic mouse line in a Cry-deficient background and subsequent behavioral analysis 
would be extremely time-consuming. Taking into account that peripheral circadian 
clocks form a good model for the master clock in the SCN (38, 39), we took an alternative 
approach by applying the hydroporation technique (40) to introduce clock reporter and 
CPD photolyase expression constructs in the mouse liver. Twenty-four hours after co-
injection of pGL4.11-Bmal1::Luc and either pCry1::PtCPD-PL or the empty vector in the 
tail vein of the mouse, liver slices were prepared and clock performance was monitored by 
real-time imaging of bioluminescence. Co-injection of the Bmal1::Luc reporter plasmid 
and empty vector in Cry1-/-/Cry2-/- mice and Cry1+/-/Cry2+/- littermate controls resulted 
in rhythmic expression of the luciferase reporter gene in Cry1+/-/Cry2+/- liver slices (Fig. 
5A and B), whereas, in line with the absence of a circadian clock, bioluminescence 
levels remained flat in liver slices from Cry1-/-/Cry2-/- mice (Figure 5C and D), thus 
validating the hydroporation approach. Interestingly, upon co-injection of the Bmal1::Luc 
reporter plasmid and pCry1::PtCPD-PL and PtCPD-PL expression construct in Cry1-/-/

Figure 4. PtCPD photolyase represses 
CLOCK/BMAL1-driven transcription and 
interacts with CLOCK. (A) COS7 cell-
based CLOCK/BMAL1 transcription assay 
using a mPer1 E-box promoter-luciferase 
reporter construct. Luminescence, shown as 
x-fold induction from the basal expression 
level (set to 1), is indicated on the Y axis. 
pcDNA3, pRL-CMV, and the mPer2::luc 
were added in all reactions. The presence 
or absence of Cry1 (10-100 ng) and 
PtCPD-PL (100-300 ng) expression plasmids 
is indicated below the graph. Mean and 
standard deviation of triplicate samples 
are shown. (B) Identification of photolyase-
binding proteins. PtCPD-PL was precipitated 
from HEK293T cells, transfected with 
PtCPD-PL, Flag-Clock or Flag-Bmal1 or 
double transfected with PtCPD-PL and either 
Flag-Clock or Flag-Bmal1. Upper panels 
(IP): Immunoblot analysis of precipitated 
PtCPD-PL (anti-PtCPD-PL antibodies) and 
CLOCK and BMAL1 (anti-FLAG antibodies). 
Lower panels: Immunoblot analysis of total 
cell lysates, confirming the presence of the 
various transiently expressed proteins.
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Figure 5. PtCPD photolyase corrects the circadian clock in the liver of CRY-deficient mice. 
Representative examples of bioluminescence rhythms in liver slices obtained from mice hydroporated 
with pGL4.11-Bmal1::Luc (black line), together with either empty pcDNA3 (blue line) or pcDNA-CPD 
photolyase constructs (green line). (A, B) Liver slices from control mice, injected with the reporter 
construct only. (C-H) Liver slices from Cry1-/-/Cry2-/- mice injected with either empty pcDNA3 (C, D, H) 
or pcCry1::PtCPD-PL (E-G), in addition to the reporter construct. In some experiments (G and H) the 
slices were treated with Forskolin at 96h to resynchronize the circadian clock. The Y-axis represents 
base line subtracted bioluminescence values.
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Cry2-/- animals, we observed a robust reinitiation of circadian rhythmicity in Cry-deficient 
liver slices for at least two cycles (Figure 5E and F). This oscillation dampened rapidly, 
but could be revived for at least one cycle by forskolin treatment of the liver slices (Figure 
5G). As in the absence of PtCPD-PL forskolin did not exert any effect on bioluminescence 
levels in Cry1-/-/Cry2-/- slices (Figure 5H), the forskolin-induced bioluminescence rhythm 
in PtCPD-PL expressing Cry1-/-/Cry2-/- slices can only be explained by resynchronization of 
(running) intracellular clocks.

From these data we conclude that rhythmically expressed PtCPD photolyase can 
functionally substitute for CRY proteins in the mammalian circadian oscillator and that 
such a PtCPD-PL-driven molecular oscillator can still respond to non-photic clock-
synchronizing stimuli (i.e. forskolin).

Discussion

In the present study, we analyzed the capacity of two different photolyases to interfere with 
circadian clock performance: the Class II CPD photolyase from Potorous tridactylus (PtCPD-
PL), which is only distantly related to CRY1, and the (6-4)PP photolyase from Arabidopsis 
thaliana (At(6-4)PP-PL), which is closely related to CRY1. In line with our observation that 
At(6-4)PP-PL does not inhibit CLOCK/BMAL1 transcriptional activity (35), analysis of the 
circadian behavior of β-actin promoter-driven At(6-4)PP-PL transgenic mice (ubiquitously 
expressing the transgene, including the in SCN) did not reveal any dominant negative 
effect of the photolyase on circadian period length. In marked contrast, however, β-actin 
promoter-driven PtCPD-PL transgenic mice showed a small but significant reduction of 
the period length of circadian behavior. In support of this in vivo observation, we also 
obtained a shortening of the period length of the molecular oscillator in cultured PtCPD-
PL dermal fibroblasts. This accelerated clock in PtCPD-PL transgenic mice is unlikely an 
artifact resulting from unintended inactivation of known (core) clock genes, as analysis of 
the sequences flanking the integration site of the transgene excluded the presence of such 
genes (data not shown). Moreover, similar to CRY1, transiently overexpressed PtCPD-PL 
was able to dampen the circadian oscillator in NIH3T3 cells. The effect of PtCPD-PL on 
circadian rhythms is mediated by repression of CLOCK/BMAL1-mediated transcription 
via direct physical interaction with CLOCK, but not with BMAL1. 

Previously, we have shown that removal of the complete C-terminal extension of 
CRY1 abolishes repressor activity towards CLOCK/BMAL1 driven transcription of E-box 
containing clock genes and clock-controlled genes (35). In the same study, we demonstrated 
that whereas At(6-4)PP-PL by itself has no effect on CLOCK/BMAL1, fusion of the last 100 
aa of the CRY1 core domain in conjunction with its C-terminal extension (aa 371-606) to 
At(6-4)PP-PL) resulted in a chimeric protein which is still able to inhibit CLOCK/BMAL1-
mediated transcription. Based on these findings, we hypothesized that acquirement of 
C-terminal extensions (to the core domain) during evolution functionally separated 
cryptochromes from photolyase and conferred a clock function to the CRY proteins (35). 
We now provide evidence that PtCPD-PL harbors core clock features that allow it to repress 
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CLOCK/BMAL1 transcriptional activity and function as a true cryptochrome. Considering 
that At(6-4)PP-PL is more homologous to CRY1 than PtCPD-PL, our findings suggest that 
it is not the primary amino acid sequence per sé, but rather the overall structure of the 
core domain, that makes a photolyase repressing CLOCK/BMAL1-mediated transcription. 
Our results indicate that the PtCPD-PL by itself has the proper structure, whereas At(6-4)
PP-PL gains such a structure after fusion with a C-terminal extension of mammalian CRY1 
(35). In addition, as PtCPD-PL fails to bind BMAL1, interaction with CLOCK is sufficient 
to inhibit CLOCK-BMAL1-mediated transcription, which is in complete agreement with 
our previous observation that the BMAL1-binding coiled-coil domain in the C-terminal 
extension of CRY1 can be deleted without major consequences (35).

Given the dominant negative effect of constitutive PtCPD-PL expression on circadian 
behavior of the mouse (in vivo data), it is tempting to speculate on the underlying molecular 
mechanism by which PtCPD-PL can inhibit CLOCK/BMAL1-driven transcription (in vitro 
data) and its impact on circadian core oscillator performance. By interacting with CLOCK, 
PtCPD-PL may prevent the formation of CLOCK/BMAL1 heterodimers and/or binding 
of the CLOCK/BMAL1 heterodimer to E-box promoters in the DNA. In this scenario, 
the photolyase reduces the efficiency at which E-box containing clock (controlled) genes 
are transcribed by reducing the number of available transcription activators. However, as 
we have shown that a Chrysodeixis chalcites nucleopolyhedroviral photolyase can bind to 
mammalian CLOCK without affecting CLOCK/BMAL1 transcription potential, binding 
of a CPF protein per se does not prevent CLOCK/BMAL1 heterodimerization and DNA 
binding (Biernat and Chaves, unpublished data). Therefore, a more plausible explanation 
would be that binding of PtCPD-PL to CLOCK inhibits transcription activation of E-box 
promoter-bound CLOCK/BMAL1 heterodimers in a cryptochrome like manner. Strikingly, 
using an in vivo hydroporation approach, we show that PtCPD-PL can rescue the lost 
circadian oscillator in CRY-deficient cells. When expressed from the Cry1 promoter, 
PtCPD-PL revived rhythmic expression of the Bmal1::luciferase reporter gene in the Cry1-/-/
Cry2-/- mouse liver explants. Moreover, the period of oscillations was in the same range as 
that of a CRY-driven oscillator and responds to non-photic phase synchronizing stimuli 
(i.e. forskolin). We therefore conclude that the PtCPD-PL protein has the potential to act 
as a true mammalian CRY protein. 

While this work was in progress, two other members of the CPF have been shown 
to maintain dual functions: the PtCPF1 protein from the marine diatom Phaeodactylum 
tricornutum and the OtCPF1 protein from the green algae Ostreococcus tauri. These 
proteins hold (6-4)PP photolyase activity and (like Potorous CPD-PL) can inhibit CLOCK/
BMAL1 driven transcription in a heterologous mammalian system (41, 42) and are 
therefore considered a missing link in evolution. Interestingly, we found that Arabidopsis 
thaliana (6-4)PP photolyase does not inhibit CLOCK/BMAL1 (35) or affect circadian 
behavior, whereas the distantly related Potorous CPD photolyase does. Moreover, we show 
that this marsupial class II CPD-photolyase can actually substitute for CRY proteins in the 
mammalian circadian oscillator. In a parallel study, we have shown that the Chrysodeixis 
chalcites nucleopolyhedrovirus PHR2 protein, another class II CPD photolyase, is able 
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to interact with CLOCK and affect circadian rhythms in vitro (Biernat and Chaves, 
unpublished data).

These findings contribute to understanding the functional evolution of cryptochromes 
and photolyases. So far, the identified CPF members with a dual function are either (6-4)PP 
photolyases from lower eukaryotes (41, 42) or class II CPD photolyases (this manuscript; 
Biernat and Chaves, unpublished data). Ancestral CPF members were likely proteins 
with both DNA repair and circadian clock function. We propose that after the divergence 
of classes I and II, class II CPD photolyases have kept this dual function throughout 
evolution. Class I CPD photolyases and (6-4)PP photolyases, however, have lost the 
circadian function in time, which was taken by cryptochromes. In view of this hypothesis, 
it will be challenging to study molecular clocks in organisms that have both a photolyase 
with a dual function and cryptochromes, as is the case of marsupials, such as Potorous and 
Monodelphis. The genome of Monodelphis domesticus has been sequenced and reveals the 
presence of cryptochrome genes, as well as photolyase. It will be of interest to determine 
how the clock of non-placental mammals will respond to the loss of photolyase. On the 
basis of our data, one would predict a change in tau, suggesting that the circadian clock of 
placental mammals has adapted to the loss of photolyase by adjusting period. Studying the 
marsupial circadian system at the cellular and molecular level will answer these questions 
and shed light on the functional evolution of the CPF.

The present study has identified the Potorous tridactylus CPD photolyase as an 
attractive candidate for further structure-function studies, aiming at understanding the 
functional diversity between cryptochromes and photolyases. Analogous to our previous 
study with mammalian CRY1 - Arabidopsis (6-4)PP photolyase chimeric proteins, it will 
be informative to swap domains between Potorous CPD photolyase and CRY proteins for 
functional mapping. Such studies will ultimately reveal how nature uses the same core 
sequence for completely different functions (e.g photoreactivation by photolyases vs clock 
function of cryptochromes). 

Materials and Methods

Mouse lines and monitoring of circadian behavior
β-actin::At(6-4)PP-PL (33), β-actin::PtCPD-PL (31), and Per2::Luc transgenic mice 
(generation described below), as well as Cry1-/-/Cry2-/- knockout mice (9), all in a C57BL/6J 
background, were housed under standard conditions and fed ad libitum. For the monitoring 
of locomotor activity rhythms, male mice (12-16 weeks) were individually housed in a light-
proof chamber in cages (30 x 45 cm) equipped with a running wheel (14 cm in diameter) 
and a sensor system to detect wheel revolutions. Animals were maintained in a cycle of 12 h 
light (150 lux) and 12 h darkness (LD) or in continuous darkness (DD) in constant ambient 
temperature with water and food available ad libitum. Voluntary wheel running (wheel 
revolutions per unit of time) was continuously recorded by an online computer using the 
ERS program. Activity records were plotted as actograms and the period of locomotor 
activity was determined by the chi-square method. Unpaired Student’s t-tests were used 
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to make statistical comparisons between the different genotypes. This animal study was 
approved by an independent Animal Ethical Committee, the DEC-Consult, review board of 
the Erasmus University Medical Center (Dutch equivalent of the IACUC), permit number 
DEC 139-09-12 (EUR 1761).

Generation of Per2::Luc transgenic mice
The construct used to generate the Per2::Luc transgenic mice consists of the luciferase gene 
under control of the mPer2 promoter, cloned in pBS (Supplementary Figure S1). The primers 
used to amplify the 4.2 Kb mPer2 promoter fragment are indicated in Supplementary Figure 
S1. Intronic sequences from the rabbit β-globin locus were included in the expression 
construct for messenger stability. The expression construct fragment was excised from the 
plasmid using appropriate restriction enzymes, separated from the vector DNA by agarose 
gel electrophoresis, isolated from the gel with the GeneClean II kit (Bio101), and further 
purified using elutip-D-mini columns (Schleicher and Schuell, Dassel, Germany). The 
fragment was dissolved in injection buffer (10 mM Tris–HCl pH 7.5, 0.08 mM EDTA) and 
injected in the pronucleus of fertilized eggs derived from FVB/N intercrosses as described 
previously (43). Animals were backcrossed in a C57BL/6J background. Genotyping was 
performed by PCR using primers located in the luciferase gene (Supplementary Figure S1). 
Annealing was performed at 55oC. DNA derived from transgenic mice rendered a PCR 
product of 475 bp, whereas no product was detected using DNA from wild type litter mates. 

RNA isolation and quantitative PCR
Coronal cryrosections (25μm) mounted on 1 mm PALM pen-membraneTM slides 
were rapidly thawed, fixed for 30 seconds in 70% EtOH and immediately stained with 
haematoxylin for 3 minutes. Following staining sections were rinsed in DEPC treated 
dH2O and dehydrated by several rinses in 100% EtOH. Laser catapult microdissection 
(LCM) of the SCN was accomplished using the PALM Microlaser system on freshly 
prepared sections. Isolated SCN was dissolved immediately in Lysis Buffer (Qiagen) and 
stored at –80°C for subsequent batch wise RNA purification. RNA was purified with the 
inclusion of ‘on-column’ DNase treatment using the Qiagen RNeasy ‘Micro’ kit according 
the manufacturers protocol, except that an additional elution was performed in the final 
step to maximize RNA yield. RNA eluted with RNase-free dH2O was vacuum evaporated 
for immediate amplification and cDNA generation. Quality of the freshly purified RNA 
was assayed using the Agilent BioAnalyser in combination with the RNA ‘Pico’ chip. When 
intact 18S/28S ribosomal RNA peaks were evident, the sample was considered worthy of 
assay by Q-PCR.

Amplification was accomplished using the Ovation RNA Amplification System 
V2 according to the manufactures protocols (Nugen Technologies). Efficiency of the 
amplification was assayed quantitatively by 260/280nm estimation of cDNA concentration, 
where a yield of at least 4.8 μg cDNA was deemed sufficient for specific amplification of 
the RNA template; and qualitatively using the BioAnalyser with the RNA ‘Nano’ chip to 
confirm that the majority of unfragmented, amplified cDNA is approximately of 900bp in 
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length. Quantitative PCR for the determination of At(6-4)PP-PL and PtCPD-PL mRNA 
levels was performed in triplicate using an iCycler iQ™ Real-Time PCR Detection System 
(BioRad), SYBR-green and primers (31, 33) generating intron-spanning products of 150-300 
bp. Expression levels were normalized to Hprt (hypoxanthine guanine phosphoribosyl 
transferase) mRNA levels. The generation of specific products was confirmed by melting 
curve analysis, and primer pairs were tested with a logarithmic dilution of a cDNA mix to 
generate a linear standard curve, which was used to calculate primer pair efficiencies. 

Cell culture and transfection
COS7 (35), NIH3T3 (American Type Culture Collection), and HEK293T (American 
Type Culture Collection) cells, as well as primary wild type and PtCPD-PL mouse dermal 
fibroblasts (MDFs) were cultured in Dulbecco’s modified Eagle’s medium-F10-Pen/Strep-
10% fetal calf serum. To generate MDFs, mice were sacrificed by cervical dislocation, and 
a small piece of back skin of the mouse was removed and cut into pieces with a razor 
blade (this animal study was approved by an independent Animal Ethical Committee, the 
DEC-Consult, review board of the Erasmus University Medical Center (Dutch equivalent 
of the IACUC), permit number DEC 139-09-11 (EUR 1760)). Skin pieces were washed 
in ethanol, rinsed in phosphate-buffered saline, and incubated overnight in medium 
supplemented with 1.6 mg/ml collagenase type II. Single cells were obtained by passing 
through a cell strainer, and collected by centrifugation for 5 min at 500 g, resuspended 
in culture medium, and seeded onto a 10 cm dish. MDFs were cultured in a low-oxygen 
incubator (5% CO2, 3% O2). Transient expression studies were performed by transfecting 
cells with plasmids using Fugene reagent (Boehringer) according to the manufacturer’s 
instructions. The following pCDNA3-based plasmids (Invitrogen) were used: pcDNA-
HA-mCry1, pcDNA-PtCPD-PL, pcDNA-Bmal1 and pcDNA-Clock. pcDNA-PtCPD-PL 
is based on the construct used to generate the transgenic mice (31). For luminescence 
measurements pGl4.11-Bmal1::luciferase (kindly provided by Dr. U. Schibler, Geneva) was 
used as a reporter.

Real time bioluminescence monitoring
To monitor circadian oscillations in cultured cells in real time, cells were cultured in 
medium buffered with 25 mM HEPES and containing 0.1 mM luciferin (Sigma). After 
synchronization of intracellular clocks by treatment of confluent cultures with forskolin 
(dissolved in 100% ethanol, added to the culture medium at a final concentration of 30 µM), 
bioluminescence was recorded for 7 days (75 sec measurements at 10 min intervals) with a 
LumiCycle 32-channel automated luminometer (Actimetrics) placed in a dry, temperature-
controlled incubator at 37°C. Data was analyzed with the Actimetrics software and two 
sample comparisons were done using a Students T-test.

CLOCK/BMAL1 transcription reporter assay
To determine the capacity of PtCPD-PL to inhibit CLOCK/BMAL1 driven transcription, we 
used a luciferase reporter assay as previously described (12, 35). COS7 cells were transfected 
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with 200 ng of the mPer1::luciferase reporter construct and 15 ng of null-Renilla luc, which 
was used as an internal control. Clock, Bmal1, Cry1 and PtCPD-PL plasmids were added 
as indicated in the figure legend. The total amount of DNA transfected was kept constant at 
2 µg by supplementing with empty pcDNA3.1 vector (Invitrogen). Transcriptional activity 
was assessed with the Dual-Luciferase 10 Reporter Assay System (Promega) by measuring 
a ratio of firefly luciferase activity to Renilla luciferase activity in each cellular lysate.

Co-immunoprecipitation experiments
Co-immunoprecipitation studies were performed as described previously (21). In short, 
we transiently expressed a PtCPD-PL and either Flag-Bmal1 and/or Flag-Clock in HEK 
293T cells and used anti-FLAG antibodies (Sigma) and anti-PtCPD-PL (31) antibodies for 
the immunoprecipitation and immunoblot analysis step (1:1000 dilution). As secondary 
antibody, we used horseradish peroxidase conjugated anti-mouse IgG (DAKO) and anti-
rabbit IgG (BioSource) at a 1:1000 dilution. Chemoluminescence was detected using the 
ECL system (Pharmacia Biotech). 

Hydroporation experiments
Hydrodynamic tail vein injection experiments were performed as described (37). In brief, 
a sterile Ringers Solution (0.9% NaCl, 0.3% KCl, 0.13% CaCl2) containing a total of 10 μg 
plasmid DNA was rapidly injected (8-10 sec) in the tail vein of the mouse under isoflurane 
anesthesia. This induces uptake of DNA by the liver, which is initially transient and a small 
proportion will integrate upon regeneration of the liver. Expression of the hydroporated 
constructs was non-invasively analyzed using an IVIS® Spectrum imaging device (Caliper/
Xenogen) (Supplementary Figure S2), and positive mice were selected for liver isolation 
and slicing. Animals were sacrificed 24 h after injection and the livers were rapidly removed 
and placed in ice cold hank’s balanced salt solution supplemented with 50 mM glucose, 
4 mM sodium bicarbonate, 10 mM HEPES, 10 ml 10.000 unit/ml penicillin/10.000 μg/
ml streptomycin (5). Liver slices (200 μm) were prepared using an automated Krumdieck 
tissue slicer (Alabama R&D). Individual slices were placed on a membrane insert 
(Millipore) in a 35-mm dish in imaging medium (DMEM supplemented with 0.1 mM 
luciferin, 2% B27 supplement, 4 mM sodium bicarbonate, 10 mM HEPES, 2.5 ml 10.000 
units/ml penicillin/10.000 μg/ml streptomycin). Real time imaging and synchronization 
were performed as described above. The plasmids used were pGl4.11-Bmal1::luciferase and 
pcCry1::PtCPD-PL. Cloning and characterization of the Cry1 promoter will be described 
elsewhere (Saito and van der Horst, unpublished data). This animal study was approved by 
an independent Animal Ethical Committee (Dutch equivalent of the IACUC).
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Supplementary figures

Supplementary Figure S1.  
Schematic representation of 
the mPer2::Luc construct used 
to generate transgenic clock 
reporter mice. (A) The lucifer-
ase gene is cloned in front of 
the mPer2 promoter, using pBS 
as backbone. Intronic sequences 
from the rabbit β-globin locus 
were included in the expression 
construct for messenger stability. 
Restriction enzyme sites are 
indicated. (B) Sequence of the 
primers used to amplify the 4.2 
kb mPer2 promoter fragment. 
(C) Sequence of the lucifer-
ase primers used to genotype 
mPer2::Luc mice.

Supplementary Figure S2. Detection of 
luminescence in the liver of hydroporated 
mice. Representative examples of dorsal 
luminescence images, obtained 24 hour 
after hydroporation of mice with either 
the Bmal1::Luc reporter construct (left) or 
the empty vector (right). Expression of the 
hydroporated constructs was non-invasively 
monitored in isoflurane anesthetized 
animals using an IVIS® Spectrum imaging 
device (Caliper/Xenogen). Colors indicate 
signal intensity. Note that the reporter is 
prominently expressed in the liver.
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Abstract

Dietary restriction (DR) extends lifespan and increases resistance to multiple forms of 
stress, including ischemia reperfusion injury to the brain and heart in rodents. While 
maximal effects on lifespan require long-term restriction, the kinetics of onset of benefits 
against acute stress are not known. Here we show that 2-4 weeks of 30% dietary restriction 
improved survival and kidney function following renal ischemia reperfusion injury in mice. 
Brief periods of water-only fasting were similarly effective at protecting against ischemic 
damage. Significant protection occurred within one day, persisted for several days beyond 
the fasting period and extended to another organ, the liver. Protection by both short-term 
DR and fasting correlated with improved insulin sensitivity, increased expression of markers 
of antioxidant defense and reduced expression of markers of inflammation and insulin/
insulin-like growth factor-1 signaling. Unbiased transcriptional profiling of kidney from 
mice subject to short-term DR or fasting revealed a significant enrichment of signature 
genes of long-term DR. These data demonstrate that brief periods of reduced food intake, 
including short-term daily restriction and fasting, can increase resistance to ischemia 
reperfusion injury in rodents and suggest a rapid onset of benefits of DR in mammals.

Keywords: dietary restriction, ischemia reperfusion injury, fasting, oxidative stress, kidney, liver
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Introduction

Dietary restriction (DR) encompasses a variety of interventions resulting in reduced 
nutrient and energy intake without malnutrition. DR is best known for its ability to extend 
lifespan in a wide variety of organisms (Weindruch et al. 1986; Masoro 2003; Bishop and 
Guarente 2007). Longevity effects were first reported in rodents in 1935 (McCay et al. 
1935) and extended in subsequent decades to fish (Comfort 1963), worms (Klass 1977), 
flies (Partridge et al. 1987; Chippindale et al. 1993), yeast (Jiang et al. 2000; Lin et al. 2000) 
and non-human primates (Colman et al. 2009). Effects on human longevity are not known, 
but prospective studies show a favorable impact on markers of aging and predictors of 
long-term health, including improved cardiovascular fitness, body-mass index and insulin 
sensitivity (Heilbronn et al. 2006; Weiss et al. 2006; Fontana and Klein 2007). 

The kinetics of onset and loss of longevity benefits of DR are best understood in the 
fruit fly Drosophila melanogaster. In young adult flies, maximal effects of DR on longevity, 
measured as a function of daily mortality rate, are achieved within 1-3 days of switching 
from a normal to a restricted diet and vice versa (Mair et al. 2003). The use of daily mortality 
rate as an endpoint in young adult rodents would require large numbers of animals due to 
low daily mortality rates and is thus considered impractical. 

In addition to extended lifespan, another common property of organisms on DR is 
increased resistance to multiple forms of acute stress (Sinclair 2005; Brown-Borg 2006). 
In rodents, this includes resistance to paraquat toxicity and ischemia reperfusion injury. 
Paraquat is a free radical generator that primarily targets the lungs, and mice subject to ~5 
or 8 months of 40% DR have a significant survival advantage over ad libitum fed animals 
(Sun et al. 2001; Richardson et al. 2004). Ischemia reperfusion injury is initiated by a lack 
of blood flow (ischemia) resulting in a state of tissue oxygen and nutrient deprivation 
characterized chiefly by ATP depletion, loss of ion gradients across membranes and buildup 
of toxic byproducts. Restoration of blood flow (reperfusion) causes further damage at first by 
inappropriate activation of cellular oxidases and subsequently by inflammatory mediators 
in response to tissue damage (Friedewald and Rabb 2004). Rodents on a restricted diet for 
3 months to 1 year have reduced damage upon ischemic injury to the heart and brain in 
models of heart attack and stroke, respectively (Yu and Mattson 1999; Chandrasekar et al. 
2001; Ahmet et al. 2005).

 The length of time on a restricted diet required for the onset of increased stress resistance 
is not well characterized in any organism. Here, we examined the kinetics of onset and loss of 
protection against renal and hepatic ischemia reperfusion injury in mice using brief periods 
of food restriction, including 2-4 weeks of 30% reduced daily food availability (defined here 
as short-term DR) or 1-3 days of 100% restriction (water-only fasting).
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Results

Bilateral renal ischemia was induced by clamping both renal pedicles for 37 minutes, 
followed by clamp removal to reinitiate blood flow. Under these conditions, 60% of control 
mice fed ad libitum prior to surgery died or were sacrificed due to morbidity (including 
excessive weight loss, drop in body temperature, ruffled fur, decreased activity and hunched 
body posture) and the associated buildup of toxic waste products (urea, creatinine) in the 
blood indicative of irreversible kidney failure by the fourth day following surgery (Fig 
1A-D). In contrast, mice restricted daily to 70% of their ad libitum food intake (30% DR) 
for four weeks prior to challenge with renal IRI were protected from mortality, weight loss 
and kidney dysfunction (Fig 1A-D). 

To investigate shorter periods of more severe restriction, we tested the effects of water-
only fasting. As with 4 wks of 30% DR, 3 days of fasting resulted in 100% survival, post-
operative weight gain and reduced kidney dysfunction (Fig 1A-D). Protection afforded by 
both DR and fasting was further confirmed on the level of organ damage by longitudinal 
assessment of lactate dehydrogenase (LDH) in the serum (Fig 1E). Upon cellular damage 
or death, cytoplasmic LDH is released into the blood and can thus serve as a marker of 
acute tissue injury. Although LDH levels were significantly elevated in all groups 2 and 
6 hours after reperfusion, they returned to preoperative levels 24 hours after reperfusion 
only in the DR and fasted groups. LDH levels were also significantly lower in the DR group 
at the 2 hour timepoint. Kidney damage was further assessed on the histological level by 
scoring acute tubular necrosis (ATN) on a five point scale (Leemans et al. 2005) before and 
after injury (Fig 1F). Both DR and fasted groups had significantly less ATN than the ad 
libitum fed group on days 1 and 2 after injury, consistent with better outcome. Following 
ischemic injury, damaged tubules have a limited capacity to regenerate. We measured 
cellular proliferation on the histological level using the proliferative markers PCNA and 
Ki67 (Fig 1G) on the second day following reperfusion coincident with the onset of organ 
regeneration. Both markers were elevated in animals subject to renal IRI relative to mock 
treated animals. There were no significant effects of dietary pretreatment on absolute 
proliferation levels. Taken together, these data are consistent with better outcome in the 
DR and fasted groups. 

We next tested the kinetics of onset and loss of benefits of DR and fasting using a 
unilateral occlusion mode in which the left kidney was occluded for 37 minutes followed by 
removal of the right (undamaged) kidney. This model represents a more severe stress than 
the bilateral model with the same ischemic time because the recovery of renal function 
and animal survival depends on regeneration of a single damaged kidney. Under these 
conditions, 90% of ad libitum fed mice died or were sacrificed due to morbidity indicative 
of irreversible kidney failure by the fourth day following IRI. Mice on 30% DR for 4 weeks 
or 3 days had significantly elevated survival rates (both 100%; Fig 2A) and improved renal 
function (Fig 2B) as in the bilateral model. Two weeks of 30% DR was similarly effective 
as four weeks with respect to survival and kidney function (Fig 2A, B), indicating a rapid 
onset of benefits of DR. Similarly, 2 or even 1 day of water-only fasting prior to ischemia 
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ad libitum fed animals as well as those fasted for 2 days prior to

bilateral renal IRI. Although both groups continued to lose

weight the first day after surgery (Fig. 3A), animals fasted for

2 days prior to IRI had a significant survival advantage (Fig. 3B)

and significantly better renal function on the second day follow-

ing the injury (Fig. 3C). We cannot rule out the possibility that

differential feeding after this initial 24 h postoperative period, or

other physiological postoperative differences between fasted

and fed mice, contribute to the observed protection in the

fasted group. However, our data are consistent with a substan-

tial impact of diet prior to the onset of injury. We thus conclude

that the impact of diet on the ability to withstand renal IRI is lar-

gely caused by a preconditioning effect. The best known pre-

conditioning technique is ischemic preconditioning, in which

brief periods of ischemia are protective against longer, subse-

quent bouts of ischemia (Murray et al., 1986). Hereafter, we

refer to short-term nutritional interventions prior to ischemia as

dietary preconditioning.

(A) (C)

(D)(B)

(E)

(F) (G)

Fig. 1 Dietary restriction protects against the damaging effects of renal ischemia reperfusion injury (IRI). (A) Survival curves of male mice fed ad libitum, restricted

to 70% of ad libitum food consumption for 4 weeks, or fasted for 3 days prior to induction of 37 min of bilateral renal IRI (n = 10 per group). No further mortality

was observed beyond day 4 after surgery. Both dietary treatments led to a significant survival advantage by Kaplan–Meier analysis (log-rank test, P < 0.01).

(B) Body weight of mice over a 28-day time course following renal IRI. (C, D) Kidney function as measured by serum urea (C) and creatinine (D) concentrations on

the indicated days following surgery. Asterisks indicate the significance of the difference as compared with the ad libitum group at the same time point (*P < 0.05;

** P < 0.01). (E) Serum LDH of the indicated groups over a time course following reperfusion. Asterisks indicate significant differences relative to time 0 of the

same treatment; crosses represent significant differences relative to the ad libitum group at the indicated time point. (F) Quantification of acute tubular necrosis on

a 5-point scale before and after renal IRI based on blind scoring of hemotoxylin ⁄ eosin stained kidney sections as described previously (Leemans et al., 2005).

Asterisks represent significant differences relative to the ad libitum group at the indicated time point (*P < 0.05; ** P < 0.01). (G) Percentage of cells expressing

Ki67 or PCNA proliferative markers in a microscopic field of the indicated group on the second day following IRI. All groups were significantly elevated vs. the mock

control.

Dietary preconditioning against ischemic injury, J. R. Mitchell et al.

ª 2010 The Authors
Journal compilation ª Blackwell Publishing Ltd/Anatomical Society of Great Britain and Ireland 2010

42

Figure 1. DR protects against the damaging effects of renal IRI. A. Survival curves of male mice fed 
ad libitum, restricted to 70% of ad libitum food consumption for 4 weeks, or fasted for 3 days prior 
to induction of 37 minutes of bilateral renal IRI (n=10 per group). No further mortality was observed 
beyond day 4 after surgery. Both dietary treatments led to a significant survival advantage by Kaplan 
Meier analysis (log rank test, p<0.01). B. Body weight of mice over a 28-day time course following 
renal IRI. C, D. Kidney function as measured by serum urea (C) and creatinine (D) concentrations 
on the indicated days following surgery. Asterisks indicate the significance of the difference as 
compared to the ad libitum group at the same time point (* p<0.05; ** p<0.01). E. Blood serum 
LDH of the indicated groups over a time course following reperfusion. Asterisks indicate significant 
differences relative to time 0 of the same treatment; crosses represent significant differences relative 
to the ad libitum group at the indicated time point. F. Quantification of acute tubular necrosis on a 
5 point scale before and after renal IRI based on blind scoring of hemotoxylin/eosin stained kidney 
sections as described previously (Leemans et al. 2005). Asterisks represent significant differences 
relative to the ad libitum group at the indicated time point (* p<0.05; ** p<0.01). G. Percentage of 
cells expressing Ki67 or PCNA proliferative markers in a microscopic field of the indicated group on 
the second day following IRI. All groups were significantly elevated vs. the mock control. 
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To find out if the protection afforded by brief fasting against

IRI was specific to the kidney or more broadly applicable, we

used a model of liver IRI. Seventy per cent hepatic ischemia was

induced by clamping the portal vein, hepatic artery and bile duct

to the left and median hepatic lobes for 75 min. As no mortality

is associated with this model, we monitored ischemic liver dam-

age by measuring the release of the liver-specific enzyme ala-

nine aminotransferase (ALAT) from dead or damaged cells into

the blood for up to 24 h (Fig. 4A). Six hours after reperfusion,

serum ALAT levels were elevated above baseline in all groups.

However, they were significantly lower in the 2- and 3-day

fasted groups than in the ad libitum fed group. Twenty-four

hours after reperfusion, serum ALAT levels were significantly

lower in each of the fasted groups. Histological sections pre-

pared 24 h after reperfusion showed less hemorrhagic necrosis

in the 3-day fasted group than in the ad libitum fed group

(Fig. 4B). Thus, as in the renal ischemia model, 1–3 days of

water-only fasting significantly protected against ischemic

damage to the liver.

The mechanisms underlying the benefits of long-term DR,

including resistance to IRI and extended longevity, remain

unclear. Attenuation of oxidative stress, upregulation of stress

proteins and reduced inflammation have emerged as potential

mechanisms of resistance to heart and brain ischemia by long-

term DR (Yu & Mattson, 1999; Chandrasekar et al., 2001;

Ahmet et al., 2005), while improved insulin sensitivity, reduced

(D) (E)

(C)

(A) (B)

Fig. 2 Rapid onset and loss of protective effects of short-term dietary restriction and fasting. (A–C) Rapid onset: (A) Survival curves of male mice fed ad libitum,

30% restricted for 2–4 weeks or fasted for 1–3 days prior to induction of 37 min of unilateral renal IRI with contralateral nephrectomy (n = 10–18 per group).

(B) Kidney function as measured by serum urea following 37 min of unilateral renal IRI in the indicated groups (serum from 4–10 individual animals was sampled

per data point). Asterisks indicate the significance of the difference as compared with the ad libitum group at the same time point (**P < 0.01). (C) Mice fasted for

0–3 days (4–10 animals per group) were analyzed for kidney function either in the absence of renal ischemia (day 0, )renal IRI) or 1 day following 37 min renal

ischemia (day 1, +renal IRI) by measuring radioactivity in the kidney with a gamma-counter 4 h after injection of 99mTc-DMSA, expressed as a percentage of the

injected dose per one kidney (% ID ⁄ kidney). Note the reduced percentage of 99mTc-DMSA in the kidneys of the ad libitum group 24 h after renal IRI (12.4% to

5.6%), indicative of renal dysfunction. The significance of the difference as compared with the ad libitum group prior to (asterisks) or 1 day after (crosses) renal IRI

is indicated. (D, E) Rapid loss: (D) Survival curves of the indicated groups. Survival of animals refed for 2 h, 1 and 2 days was significantly different than ad libitum

fed animals (P < 0.002); survival of animals refed for 4 and 7 days was not significantly different than ad libitum fed animals. (E) Kidney function as measured by

serum urea prior to and 1 day following IRI. Data from three independent experiments with 4–12 animals per group are averaged. In the day 0 group, asterisks

indicate significant differences vs. the ad libitum (AL) fed control group; in the day 1 group, asterisks indicate significant difference between 3 days of fasting

without refeeding and AL fed animals as well as each of the refed groups (**P < 0.01). There were no significant differences between the AL group and any of the

refed groups on day 1 following renal IRI.
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Figure 2. Rapid onset and loss of protective effects of short-term DR and fasting. A-C. Rapid 
onset: A. Survival curves of male mice fed ad libitum, 30% restricted for 2-4 weeks,  or fasted for 1-3 
days prior to induction of 37 minutes of unilateral renal IRI with contralateral nephrectomy (n=10-18 
per group). B. Kidney function as measured by serum urea following 37 minutes of unilateral renal IRI 
in the indicated groups (serum from 4-10 individual animals was sampled per data point). Asterisks 
indicate the significance of the difference as compared to the ad libitum group at the same time 
point (** p<0.01). C. Mice fasted for 0-3 days (4-10 animals per group) were analyzed for kidney 
function either in the absence of renal ischemia (day 0, -renal IRI) or one day following 37 minutes 
renal ischemia (day 1, +renal IRI) by measuring radioactivity in the kidney with a gamma-counter 4 h 
after injection of 99mTc-DMSA, expressed as a percentage of the injected dose per one kidney (% ID/
kidney). Note the reduced percentage of 99mTc-DMSA in the kidneys of the ad libitum group 24 hours 
after renal IRI (12.4% to 5.6%), indicative of renal dysfunction. The significance of the difference as 
compared to the ad libitum group prior to (asterisks) or one day after (crosses) renal IRI is indicated. 
D, E. Rapid loss: D. Survival curves of the indicated groups. Survival of animals refed for 2hr, 1 and 2 
days was significantly different than ad libitum fed animals (p<0.002); survival of animals refed for 4 
and 7 days was not significantly different than ad libitum fed animals. E. Kidney function as measured 
by serum urea prior to and one day following IRI. Data from three independent experiments with 
4-12 animals per group are averaged. In the day 0 group asterisks indicate significant differences vs. 
the ad libitum fed control group; in the day 1 group, asterisks indicate significant difference between 
3 days of fasting without refeeding and ad libitum (AL) fed animals as well as each of the refed groups 
(**p<0.01). There were no significant differences between the ad libitum group and any of the refed 
groups on day 1 following renal IRI.
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significantly elevated survival rates (100% and 90%, respectively, Fig 2A). Interestingly, 
despite maximal effects on survival within 2 days, protection against kidney dysfunction 
increased in a dose-dependent manner for up to 3 days, reaching protection levels similar 
to 2 or 4 weeks of 30% DR (Fig 2B). 

Assessment of kidney function by serum-based measures including creatinine and urea 
can in some cases be affected by confounding factors such as differences in muscle mass 
or diet. We thus sought to confirm the rapid onset of protection afforded by fasting with 
a more direct measure of kidney function. The uptake of technetium-99m-radiolabeled 
dimercaptosuccinic acid (99mTc-DMSA) by the kidneys is directly related to kidney tubular 
reabsorption. 24 hours after IRI significantly less 99mTc-DMSA accumulated in the ad libitum 
group relative to the mock-treated animals, indicative of kidney dysfunction. In mice fasted 
48 and 72 hours prior to IRI, this reduction was significantly ameliorated (Fig 2C).

In order to determine the kinetics of loss of the protective effect of fasting from renal 
IRI, we allowed animals ad libitum access to food for variable times following a three day 
fast and tested their resistance to ischemic injury. Significant benefits on animal survival 
remained for at least two days after refeeding but were lost after 4 days (Fig 2D). Despite 
these lingering survival benefits, protection from kidney dysfunction was lost by as little as 
two hours of refeeding prior to surgery (Fig 2E). 

In contrast to ad libitum fed mice, food-restricted mice started eating shortly after 
awaking from surgery. As a result they gained weight rapidly following surgery, whereas the 
ad libitum fed mice did not eat in the first days following surgery and as a result lost weight 
(Fig 1B). We thus asked if benefits of fasting were due to diet-induced changes present at the 
time of renal IRI (preconditioning) or differences in eating behavior after the injury leading 
to weight gain in the protected groups. To do this, we prevented access to food for one day 
following reperfusion in ad libitum fed animals as well as those fasted for two days prior to 
bilateral renal IRI. Although both groups continued to lose weight the first day after surgery 
(Fig 3A), animals fasted for two days prior to IRI had a significant survival advantage (Fig 3B) 
and significantly better renal function on the second day following the injury (Fig 3C). We 
cannot rule out the possibility that differential feeding after this initial 24 hour post-operative 
period, or other physiological post-operative differences between fasted and fed mice, 
contribute to the observed protection in the fasted group. However, our data are consistent 
with a substantial impact of diet prior to the onset of injury. We thus conclude that the impact 
of diet on the ability to withstand renal IRI is largely due to a preconditioning effect. The 
best known preconditioning technique is ischemic preconditioning, in which brief periods 
of ischemia are protective against longer, subsequent bouts of ischemia (Murray et al. 1986). 
Hereafter we refer to the effects observed here as dietary preconditioning.

To find out if the protection afforded by brief fasting against IRI was specific to the kidney 
or more broadly applicable, we used a model of liver IRI. 70% hepatic ischemia was induced by 
clamping the portal vein, hepatic artery and bile duct to the left and median hepatic lobes for 
75 minutes. Because no mortality is associated with this model, we monitored ischemic liver 
damage by measuring the release of the liver-specific enzyme ALAT from dead or damaged 
cells into the blood for up to 24 hours (Fig 4A). Six hours after reperfusion, serum ALAT levels 
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insulin ⁄ insulin-like growth factor (IGF)-1 signaling, upregulation

of stress proteins, reduced mitochondrial free radical production

and reduced inflammation are thought to contribute to

extended longevity by long-term DR (Gredilla & Barja, 2005;

Sinclair, 2005). We asked if dietary preconditioning by short-

term DR (defined here as 4 weeks or less) and ⁄or fasting could

function via these candidate mechanisms. We first measured

insulin sensitivity of animals fasted for 1 or 3 days or 30%

restricted for 4 weeks relative to ad libitum fed mice by injecting

a bolus of insulin into the intraperitoneal cavity and measuring

changes in blood glucose over time. The area under each curve

is inversely proportional to that group’s ability to clear glucose in

response to insulin challenge. Fasting and short-term DR

resulted in improved insulin sensitivity relative to ad libitum fed

mice, correlating with improved outcome following renal IRI

among our experimental groups (Fig. 5A). Fasting improved

insulin sensitivity in a dose-dependant manner from 1 to 3 days,

with 3 days leading to an equivalent area under the curve as

4 weeks of DR.

We next analyzed components of the insulin ⁄ IGF-1 signaling

pathway and the inflammatory response on the transcriptional

level. At baseline, levels of kidney growth hormone receptor

(Ghr) mRNA were significantly reduced in fasted relative to ad

libitum fed animals (Fig. 5B). Transcription of IGF-1 is dependent

(B)

(C)

(A)

Fig. 3 Protection is a preconditioning effect. (A) Black bars indicate periods

of free access to chow; gray bars indicate periods without access to chow.

Body weights of the two groups at the time of surgery (day 0) are indicated.

Error bars indicating SEM are contained within the symbols. (B) Survival

following renal IRI; fasted animals retained their survival advantage (P < 0.02)

despite lack of refeeding for 1 day following renal IRI. (C) Kidney function as

measured by serum urea levels before and after IRI. Asterisk indicates a

significant difference between the fasted and ad libitum fed groups (P < 0.05)

on the second day following surgery.

(A)

(B)

Fig. 4 Dietary preconditioning in the liver. (A) Reduced injury markers upon

liver IRI in fasted mice. Mice (5–8 animals per group) were fasted for the

indicated times prior to induction of 75 min of warm ischemia to the liver.

Serum concentration of the liver-specific enzyme alanine aminotransferase

(ALAT) indicative of liver damage was measured at the indicated times

following reperfusion. Asterisks indicate the significance of the difference as

compared with the ad libitum group at the same time point using a

Mann-Whitney U-test (*P < 0.05; ** P < 0.01). (B) Representative

hematoxylin ⁄ eosin-stained liver sections frommice 24 h after reperfusion

Note the large areas of hemorrhagic necrosis (in red) in the mouse fed ad

libitum prior to IRI and its relative absence in the mouse fasted for 3 days

prior. Magnification 100·. Right: Quantification of hemorrhagic necrosis.

Liver necrosis was scored blindly on a scale from 0 to 4, with 4 representing

100% of the area covered by hemorrhagic necrosis. Asterisks indicate the

significance of the difference as compared with the ad libitum group

(**P < 0.01).
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Figure 3. Protection is a preconditioning 
effect. A. Black bars indicate periods of free 
access to chow; grey bars indicate periods 
without access to chow. Body weights 
of the two groups at the time of surgery 
(day 0) are indicated. Error bars indicating 
SEM are contained within the symbols. B. 
Survival following renal IRI; fasted animals 
retained their survival advantage (p < 
0.02) despite lack of refeeding for one 
day following renal IRI. C. Kidney function 
as measured by serum urea levels before 
and after IRI. Asterisk indicates a significant 
difference between the fasted and ad 
libitum fed groups (p<0.05) on the second 
day following surgery. 

were elevated above baseline in all groups. However, they were significantly lower in the 2 and 
3 day fasted groups than in the ad libitum fed group. Twenty-four hours after reperfusion, 
serum ALAT levels were significantly lower in each of the fasted groups. Histological sections 
prepared 24 hours after reperfusion showed less hemorrhagic necrosis in the 3 day-fasted 
group than in the ad libitum fed group (Fig 4B). Thus as in the renal ischemia model, 1-3 days 
of water-only fasting significantly protected against ischemic damage to the liver. 

The mechanisms underlying the benefits of long-term DR, including resistance to IRI and 
extended longevity, remain unclear. Attenuation of oxidative stress, upregulation of stress 
proteins and reduced inflammation have emerged as potential mechanisms of resistance to 
heart and brain ischemia by long-term DR (Yu and Mattson 1999; Chandrasekar et al. 2001; 
Ahmet et al. 2005), while improved insulin sensitivity, reduced insulin/insulin-like growth 
factor (IGF)-1 signaling, upregulation of stress proteins, reduced mitochondrial free radical 
production and reduced inflammation are thought to contribute to extended longevity by 
long-term DR (Gredilla and Barja 2005; Sinclair 2005). We asked if dietary preconditioning 
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by short-term DR (defined here as 4 weeks or less) and/or fasting could function via these 
candidate mechanisms. We first measured insulin sensitivity of animals fasted for 1 or 3 
days or 30% restricted for 4 wks relative to ad libitum fed mice by injecting a bolus of 
insulin into the intraperitoneal cavity and measuring changes in blood glucose over time. 
The area under each curve is inversely proportional to that group’s ability to clear glucose 
in response to insulin challenge. Fasting and short-term DR resulted in improved insulin 
sensitivity relative to ad libitum fed mice, correlating with improved outcome following 
renal IR among our experimental groups (Fig 5A). Fasting improved insulin sensitivity in a 
dose-dependant manner from 1 to 3 days, with 3 days leading to an equivalent area under 
the curve as 4 weeks of DR.

We next analyzed components of the insulin/IGF-1 signaling pathway and the 
inflammatory response on the transcriptional level. At baseline, levels of kidney growth 
hormone receptor (Ghr) mRNA were significantly reduced in fasted relative to ad libitum 
fed animals (Fig 5B). Transcription of Igf-1 is dependent on binding of growth hormone 

Figure 4. Dietary preconditioning 
in the liver. A. Reduced injury 
markers upon liver IRI in fasted 
mice. Mice (5-8 animals per group) 
were fasted for the indicated times 
prior to induction of 75 minutes of 
warm ischemia to the liver. Serum 
concentration of the liver-specific 
enzyme alanine aminotransferase 
(ALAT) indicative of liver damage 
was measured at the indicated 
times following reperfusion. 
Asterisks indicate the significance 
of the difference as compared to 
the ad libitum group at the same 
time point using a Mann-Whitney 
U-test (* p<0.05; ** p<0.01). B. 
Representative hematoxylin/eosin-
stained liver sections from mice 24 
hours after reperfusion Note the 
large areas of hemorrhagic necrosis 
(in red) in the mouse fed ad libitum 
prior to IRI and its relative absence 
in the mouse fasted for 3 days 
prior. Magnification 100X. Right: 
Quantification of hemorrhagic 
necrosis. Liver necrosis was scored 
blindly on a scale from 0-4, with 
4 representing 100% of the area 
covered by hemorrhagic necrosis. 
Asterisks indicate the significance 
of the difference as compared to 
the ad libitum group (** p<0.01). 

insulin ⁄ insulin-like growth factor (IGF)-1 signaling, upregulation

of stress proteins, reduced mitochondrial free radical production

and reduced inflammation are thought to contribute to

extended longevity by long-term DR (Gredilla & Barja, 2005;

Sinclair, 2005). We asked if dietary preconditioning by short-

term DR (defined here as 4 weeks or less) and ⁄or fasting could

function via these candidate mechanisms. We first measured

insulin sensitivity of animals fasted for 1 or 3 days or 30%

restricted for 4 weeks relative to ad libitum fed mice by injecting

a bolus of insulin into the intraperitoneal cavity and measuring

changes in blood glucose over time. The area under each curve

is inversely proportional to that group’s ability to clear glucose in

response to insulin challenge. Fasting and short-term DR

resulted in improved insulin sensitivity relative to ad libitum fed

mice, correlating with improved outcome following renal IRI

among our experimental groups (Fig. 5A). Fasting improved

insulin sensitivity in a dose-dependant manner from 1 to 3 days,

with 3 days leading to an equivalent area under the curve as

4 weeks of DR.

We next analyzed components of the insulin ⁄ IGF-1 signaling

pathway and the inflammatory response on the transcriptional

level. At baseline, levels of kidney growth hormone receptor

(Ghr) mRNA were significantly reduced in fasted relative to ad

libitum fed animals (Fig. 5B). Transcription of IGF-1 is dependent
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(A)

Fig. 3 Protection is a preconditioning effect. (A) Black bars indicate periods

of free access to chow; gray bars indicate periods without access to chow.

Body weights of the two groups at the time of surgery (day 0) are indicated.

Error bars indicating SEM are contained within the symbols. (B) Survival

following renal IRI; fasted animals retained their survival advantage (P < 0.02)

despite lack of refeeding for 1 day following renal IRI. (C) Kidney function as

measured by serum urea levels before and after IRI. Asterisk indicates a

significant difference between the fasted and ad libitum fed groups (P < 0.05)

on the second day following surgery.

(A)

(B)

Fig. 4 Dietary preconditioning in the liver. (A) Reduced injury markers upon

liver IRI in fasted mice. Mice (5–8 animals per group) were fasted for the

indicated times prior to induction of 75 min of warm ischemia to the liver.

Serum concentration of the liver-specific enzyme alanine aminotransferase

(ALAT) indicative of liver damage was measured at the indicated times

following reperfusion. Asterisks indicate the significance of the difference as

compared with the ad libitum group at the same time point using a

Mann-Whitney U-test (*P < 0.05; ** P < 0.01). (B) Representative

hematoxylin ⁄ eosin-stained liver sections frommice 24 h after reperfusion

Note the large areas of hemorrhagic necrosis (in red) in the mouse fed ad

libitum prior to IRI and its relative absence in the mouse fasted for 3 days

prior. Magnification 100·. Right: Quantification of hemorrhagic necrosis.

Liver necrosis was scored blindly on a scale from 0 to 4, with 4 representing

100% of the area covered by hemorrhagic necrosis. Asterisks indicate the

significance of the difference as compared with the ad libitum group

(**P < 0.01).
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Figure 5. Insulin and IGF-1 signaling in dietary preconditioning. A. Improved insulin sensitivity 
in preconditioned mice. Whole blood glucose levels at the indicated timepoints following 
intraperitoneal injection of insulin into animals following the indicated preconditioning regimens. 
Right: area under the curves (AUC). Statistically significant differences relative to the ad libitum group 
are indicated by asterisks (** p<0.01; * p<0.05). B. Differential expression of markers of antioxidant 
protection, inflammation and GH/IGF-1 axis. Changes in steady state mRNA levels of the indicated 
genes at baseline (bar graph, top) and over a two day time course following reperfusion (line graphs, 
bottom) as determined by quantitative real-time PCR. All data points are expressed relative to the 
ad libitum group at t=0 prior to renal IR. Each data point represents the mean expression value 
from 5 animals. HO-1, hemeoxygenase-1; Gsr, glutathione reductase; IL-6, interleukin-6; Ghr, growth 
hormone receptor; Igf-1, insulin-like growth factor-1. Top: asterisks indicate the significance of the 
difference as compared to the ad libitum group (* p<0.05; ** p<0.01).

to its cognate receptor, Ghr. Similar to Ghr, Igf-1 mRNA was significantly reduced in the 
fasted group (Fig 5B). Markers of antioxidant protection, including the inducible form of 
hemeoxygenase 1 (HO-1) and glutathione reductase (Gsr), were significantly elevated on 
the transcriptional level in fasted relative to ad libitum fed animals (Fig 5B). Following 
renal IRI, Ghr and Igf-1 mRNA levels fell below baseline in both groups. Interestingly, their 

on binding of growth hormone to its cognate receptor, Ghr.

Similar to Ghr, IGF-1 mRNA was significantly reduced in the

fasted group (Fig. 5B). Markers of antioxidant protection,

including the inducible form of hemeoxygenase 1 (HO-1) and

glutathione reductase (Gsr), were significantly elevated on the

transcriptional level in fasted relative to ad libitum fed animals

(Fig. 5B). Following renal IRI, Ghr and IGF-1 mRNA levels fell

below baseline in both groups. Interestingly, their decline was

proportionately less in the fasted group than in the ad libitum

group. Also, relative to baseline, the levels 48 h after reperfusion

were higher in the fasted group than in the ad libitum group.

Hemeoxygenase 1 was strongly induced in both groups follow-

ing ischemia, but to significantly lower levels and with a more

rapid return to baseline in the fasted group. Gsr mRNA levels fell

in the fasted group and increased in the fed group over the 48-h

time course following reperfusion. Markers of inflammation

including the proinflammatory cytokine interleukin-6 and the

neutrophil-recruiting endothelial adhesion molecule P-selectin

were upregulated on the transcriptional level following IRI in

both groups with similar kinetics, but to a significantly lower

degree in the fasted group (Fig. 5B).

We turned to a global approach to quantify the degree to

which changes in gene expression because of fasting and short-

term DR overlap with each other and with long-term DR. To this

(B)

(A)

Fig. 5 Insulin and IGF-1 signaling in dietary preconditioning. (A) Improved insulin sensitivity in preconditioned mice. Whole blood glucose levels at the indicated

timepoints following intraperitoneal injection of insulin into animals following the indicated preconditioning regimens. Right: area under the curves (AUC).

Statistically significant differences relative to the ad libitum group are indicated by asterisks (**P < 0.01; * P < 0.05). (B) Differential expression of markers of

antioxidant protection, inflammation and GH ⁄ IGF-1 axis. Changes in steady state mRNA levels of the indicated genes at baseline (bar graph, top) and over a 2-day

time course following reperfusion (line graphs, bottom) as determined by quantitative real-time PCR. All data points are expressed relative to the ad libitum group

at t = 0 prior to renal IR. Each data point represents the mean expression value from five animals. HO-1, hemeoxygenase-1; Gsr, glutathione reductase; IL-6,

interleukin-6; Ghr, growth hormone receptor; Igf-1, insulin-like growth factor-1. Top: asterisks indicate the significance of the difference as compared with the ad

libitum group (*P < 0.05; ** P < 0.01).
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decline was proportionately less in the fasted group than in the ad libitum group. Also, 
relative to baseline, the levels 48 hrs after reperfusion were higher in the fasted group than 
in the ad libitum group. HO-1 was strongly induced in both groups following ischemia, but 
to significantly lower levels and with a more rapid return to baseline in the fasted group. 
Gsr mRNA levels fell in the fasted group and increased in the fed group over the 48-hr time 
course following reperfusion. Markers of inflammation including the proinflammatory 
cytokine interleukin-6 and the neutrophil-recruiting endothelial adhesion molecule 
P-selectin were upregulated on the transcriptional level following IRI in both groups with 
similar kinetics, but to a significantly lower degree in the fasted group (Fig 5B).

We turned to a global approach to quantify the degree to which changes in gene expression 
due to fasting and short-term DR overlap with each other and with long-term DR. To this 
end, we compared kidney transcriptomes of animals preconditioned with 4 weeks 30% DR 
or 3 days fasting to a common group of ad libitum fed animals (n=3 animals per group) 
using Affymetrix arrays with 45,101 unique probe sets representing 36,431 target genes. 
642 (fasted) and 161 (short-term DR) probe sets were significantly differentially regulated 
vs. the ad libitum control group using the criteria of fold change >1.5 with a p value of 
<0.001 (Fig 6A). 24 probe sets were common to both (Table 1), representing 14% and 4% 
of the total significant DR and fasted group probe sets, respectively. 79% of these changes 
occurred in the same direction, with a Pearson’s correlation of 0.529 and a Spearman’s 
rho of 0.464. Notable in this group of genes is a number involved in lipid metabolism 
(Lpl, Acsm3, Cyp51, Decr2, and Ces1), organelle/membrane trafficking (Ccdc91, Vsp8 and 
Bnip1) and protein turnover (Cndp2, Wdr40b, Rnf180 and Mmp13).

In light of this modest number of overlapping genes between dietary groups, we next asked 
which pathways were significantly affected by short-term DR and fasting, and how many were 
common to both. To this end, we looked for over-representation of pre-defined gene sets 
within each data set genes using GAzer (Kim et al. 2007) with a false discovery rate of q<0.05. 
Within the Gene Ontology (GO) category of Biological Processes (GO-BP), 43 and 27 genes 
sets were significantly over-represented in the DR and fasted groups, respectively. 13 of these 
were common to both treatments, with Z scores indicating the same directionality in all 13 
gene sets.  In GENMAPP Pathway, 19 and 9 gene sets were significantly over-represented 
in the DR and fasted groups, respectively, with 4 of the 6 in common in the same direction. 
Heat maps of these enriched gene sets in both treatment groups ordered by Z score of the 
DR group are shown in Fig 6B,C. Similar overlaps were seen within other sets of pre-defined 
gene sets, including GO Molecular Functions (GO-MF; 40 DR and 25 fasted significant gene 
sets, 12 common to both, all in the same direction) GO Cellular Component (GO-CC; 18 
DR and 7 fasted significant gene sets, 3 common to both, all in the same direction) and 
Interpro (41 DR and 49 fasted significant gene sets, 19 in common, all in the same direction). 
Thus, despite only modest overlap on the level of individual genes, 53 out of the 161 and 117 
significant gene sets in the short-term DR and fasted groups, respectively, were common to 
both treatments, with 51 of these in the same direction.

Amongst these pathways were many expected for nutrient/energy deprivation by either 
fasting or DR, including downregulation of fatty acid, cholesterol and steroid biosynthesis. 
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Pathways previously reported to be downregulated upon dietary restriction, such as DNA 
repair (Stuart et al. 2004), were also downregulated (although not significantly) in the 
fasted group. In addition, shared pathways consistent with increased resistance to IRI were 
significantly over-represented, including increased GO-BP negative regulation of apoptosis 
(upregulated anti-apoptotic genes included angiopoietin-like 4 in both groups and Bcl2-
like 1 in the fasted group), increased GO-MF glutathione transferase activity (increased 
Gstm1, Gstm3 in DR; increased Mgst-1, Gsta1, Gsta2, Gsta3, Gsto1, Gstt2, Gstm1 in FA) 
and decreased GO-BP complement activation. Of the 19 common significant pathways 
represented in Fig 6B, differences between dietary treatments were observed in only 2, Statin 
and Electron Transport Chain (ETC). In the ETC Pathway, for example, a  number of genes 
encoding subunits of cytochrome c oxidase, NADH dehydrogenase and ATP synthase were 
significantly upregulated in DR and downregulated in FA, accounting for the difference in 
directionality. Although ROS production and/or detoxification is thought to be a key player in 
the anti-aging effects of DR, the role of mitochondrial respiration itself remains controversial 
(Kaeberlein et al. 2005). Further experiments will be required to test which if any of these 
pathways are involved in the beneficial effects of dietary preconditioning against IRI.

Finally, we asked if the effects of short-term DR and fasting on gene expression in 
the kidney were similar to what has been previously reported for long-term DR in other 
mouse tissues. For data regarding long-term DR, we turned to a meta-analysis covering 
ten mouse tissues subject to varying lengths (2d-2yr, average 6 mo) and severity (10-75%, 
average 36%) of DR (Swindell 2008). 28 genes that change significantly upon DR in at 
least 5 tissues were identified in this meta-analysis. Within this group of 28 genes/48 probe 
sets), 2 genes/2 probe sets (PER2, TSPAN4) from our DR data set and 8 genes/9 probe 
sets (CD74, COL3A1, TSPAN 4, FKBP5, RBM3, PECI, SERPINH1 and CDKN1A) from 
our fasted data set were significantly differentially regulated in the kidney (fold change 
>1.5, p<0.001). This degree of enrichment makes it amongst the most significant of any 
pre-defined gene set tested (p= 0.013 and p =2.353e-8 for DR and fasted, respectively, by 
Fisher’s exact test). A heat map representing expression levels of probe sets corresponding 
to the 28 DR-associated genes is presented in Fig 6D.

Figure 6. Global transcriptional changes upon short-term dietary restriction and fasting. A. Venn 
diagram representing numbers and overlap of probesets significantly differentially regulated in kidney 
as a result of dietary preconditioning (4 wk 30% DR or 3 days fasting, FA) as compared to ad libitum fed 
controls. Significance cutoffs were set by fold change of greater than 1.5 and p value of <0.001. B, C. 
All Gene Ontology - Biological Processes (B) and GENMAPP Pathway (C) gene sets over-represented 
within either the short-term DR or fasted vs. ad libitum data sets were aligned according to Z score. 
Red, green and black indicate upregulation, downregulation and or no change, respectively, of that 
biological process due to the given dietary treatment relative to ad libitum feeding. Gene sets are 
ordered by Z score of the 30% DR group. Note that all gene sets significantly over-represented in either 
treatment group (DR or FA) are included in the heat maps, and that those gene sets significantly over-
represented in both treatment groups are in bold. D. Similarity to long-term DR. Heat map of gene 
expression changes in a pre-defined set of 28 genes comprising a common transcriptional signature of 
DR across multiple mouse tissues (Swindell 2008).  Long-term DR probesets are indicated either as up 
(red) or down (green) without regard to magnitude of expression; probesets corresponding to short-
term DR and fasted groups are colored as in B. Significant genes from the short-term DR and fasted 
data sets as defined by fold change > 1.5 and p value <0.001 are in bold, with crosses and asterisks 
corresponding to short-term DR and fasting, respectively. 
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end, we compared kidney transcriptomes of animals precondi-

tioned with 4 weeks 30% DR or 3 days fasting to a common

group of ad libitum fed animals (n = 3 animals per group) using

Affymetrix arrays with 45 101 unique probe sets representing

36 431 target genes. Six hundred and forty-two (fasted) and

161 (short-term DR) probe sets were significantly differentially

regulated vs. the ad libitum control group using the criteria of

fold change > 1.5 with a P-value of < 0.001 (Fig. 6A). Twenty-

four probe sets were common to both (Table 1), representing

14% and 4% of the total significant DR and fasted group probe
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Fig. 6 Global transcriptional changes upon short-

term dietary restriction and fasting. (A) Venn

diagram representing numbers and overlap of

probesets significantly differentially regulated in

kidney as a result of dietary preconditioning

(4 weeks 30% dietary restriction DR or 3 days

fasting, FA) as compared with ad libitum fed

controls. Significance cutoffs were set by fold

change of greater than 1.5 and P-value of < 0.001.

(B, C) All Gene Ontology – Biological Processes (B)

and GENMAPP Pathway (C) gene sets over-

represented within either the short-term DR or

fasted vs. ad libitum data sets were aligned

according to Z score. Red, green and black indicate

upregulation, downregulation and or no change,

respectively, of that biological process because of

the given dietary treatment relative to ad libitum

feeding. Gene sets are ordered by Z score of the

30% DR group. Note that all gene sets significantly

over-represented in either treatment group (DR or

FA) are included in the heat maps, and that those

gene sets significantly over-represented in both

treatment groups are in bold. (D) Similarity to long-

term DR. Heat map of gene expression changes in

a predefined set of 28 genes comprising a common

transcriptional signature of DR across multiple

mouse tissues (Swindell, 2008). Long-term DR

probesets are indicated either as up (red) or down

(green) without regard to magnitude of expression;

probesets corresponding to short-term DR and

fasted groups are colored as in (B). Significant

genes from the short-term DR and fasted data sets

as defined by fold change > 1.5 and P-value

< 0.001 are in bold, with crosses and asterisks

corresponding to short-term DR and fasting,

respectively.
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Discussion

Timing of onset of benefits of DR
Voluntary adherence to a restricted diet is difficult for most people. Potential benefits of 
DR requiring long-term application, such as extended longevity, are thus considered moot 
in a clinical setting. However, extended longevity is only one of the potential benefits of 
DR (albeit a widely popularized one). DR also increases acute stress resistance in most 
organisms tested, including mammals. For example, DR lasting between 3 months and 1 
year mitigates injury in rodent models of cardiac and cerebral ischemia (Yu and Mattson 
1999; Chandrasekar et al. 2001; Ahmet et al. 2005). What is currently not known is the 
length of restriction required for the onset of such benefits. Here we show that as little 
as 2-4 weeks of 30% reduced daily feeding in mice led to significant protection against 
renal IRI. Interestingly, there was no increase in protection between 2 and 4 weeks of 
DR, suggesting that the maximal protection afforded by these short-term treatments was 
already reached by 2 weeks of DR. Whether or not longer periods of restriction will further 
increase protection remains to be experimentally determined.

In rodents, longevity extension by DR is roughly proportional to the amount of energy 
restriction (0-65%) up to the point of starvation (Weindruch et al. 1986; Merry 2002). Beyond 
this point, restriction can lead to irreversible consequences and is eventually fatal. However, 
100% restriction (water-only fasting) for shorter periods of time is possible without irreversible 
side-effects. We found that 3 days of water-only fasting led to protection against renal ischemic 
injury similar in magnitude to 2-4 weeks of 30% DR. Significant benefits were observed with 
respect to both survival and kidney function; however, the kinetics of onset and loss differed 
between these endpoints. Significant survival benefits occurred after a single overnight fast, 
while protection against renal dysfunction increased each fasting day for up to three days. 
Similarly, functional protection afforded by a 3 day fast was rapidly lost within hours of 
refeeding despite lingering survival benefits for up to several days. The reason for these apparent 
discrepancies in timing of onset and loss of benefits is currently not known. One possibility is 
that death and kidney dysfunction, although both initiated by renal IRI, have partially different 
causes. For example, mortality may be caused  by reperfusion injury to distant organs such as 
the heart, lungs and brain (Kelly 2003) in addition to renal failure. Fasting may more rapidly 
affect the body’s ability to withstand remote ischemic injury than acute renal ischemic injury. 
Another, non-mutually exclusive possibility is that different mechanisms of protection exist 
and that they are gained and lost at different rates. For example, transcriptional upregulation 
of stress resistance genes including HO-1 and Gsr may require several days of reduced insulin/
IGF-1 signaling, but be rapidly lost upon the return of such signaling. Future experiments 
will be required to determine molecular mechanisms underlying individual benefits and their 
timing of onset and loss as a function of different dietary regimens. 

This is the first demonstration of the rapid onset of resistance to renal ischemic damage by 
short-term DR and fasting. However, it is consistent with a larger body of work demonstrating 
rapid onset of benefits of energy/nutrient deprivation, including both fasting and DR, in 
different organisms using different endpoints. For example, in fruit flies maximal effects on 
daily mortality rate are achieved within one to three days of DR (Mair et al. 2003). Resistance 
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to starvation stress is also increased by four days of DR and scales with the percent restriction 
(Chippindale et al. 1993). In mice, 40% DR for 12-15 days is effective at preventing growth 
of tumor xenografts (Kalaany and Sabatini 2009). DR initiated late in life rapidly shifts liver 
gene expression towards a long-term DR profile, beginning in a little as 2 weeks, and impacts 
longevity within two months (Dhahbi et al. 2004). Two weeks of DR also leads to feminization 
of liver gene expression in males (Estep et al. 2009), an intriguing finding in light of the 
dramatically increased resistance of females to renal IRI relative to males in both humans 
and mice (Kher et al. 2005). Shorter periods of more severe restriction have also proven 
efficacious in protecting against acute stress. For example, fasting for 3-4 days improves organ 
and animal survival in rodent models of orthotopic liver transplantation (Sumimoto et al. 
1993) and heterotopic heart transplantation (Nishihara et al. 1997). Finally, two days of water-
only fasting protects mice against the toxic effects of chemotherapeutic agents (Raffaghello 
et al. 2008). Although most of these studies were not designed to interrogate the time on a 
restricted diet required for the onset of maximal benefit, taken together with our own studies 
they suggest that benefits of nutrient/energy restriction measured by a variety of outcomes, 
including acute stress resistance, do not require long-term application.

Potential overlap between mechanisms of protection by fasting, short-
term and long-term DR
One of the consequences of nutrient/energy deprivation is reduced insulin/IGF-1 signaling. 
Reduced signaling through these pathways increases stress resistance and extends longevity 
in part through activation of transcription factors leading to increased expression of stress 
resistance genes (Tatar et al. 2003). In rodents, improved insulin sensitivity is indicative 
of reduced baseline insulin signaling and is observed in both genetic and dietary models 
of extended longevity and increased stress resistance. Relative to ad libitum fed mice, we 
observed improved insulin sensitivity upon both fasting and short-term DR. We also 
observed reduced levels of growth hormone receptor and IGF-1 mRNAs in the kidney 
itself, as well as upregulation of genes involved in antioxidant defense. These data are 
consistent with a model of increased stress resistance by both fasting and short-term DR 
involving reduced insulin/IGF signaling and concomitant upregulation of cellular stress 
resistance mechanisms. As a consequence, oxidative injury, cell death and inflammation 
are all reduced subsequent to ischemic injury.

In a variety of experimental models, reduced signaling through insulin/insulin-like 
peptides results in extended longevity and increased stress resistance (Brown-Borg 2006). 
This may seem at odds with the well-documented pro-growth and pro-survival effects these 
factors have in other settings, for example in response to ischemic insult to the brain, heart 
or kidney (Miller et al. 1992; Guan et al. 2003; Takeda et al. 2006; Suleiman et al. 2007). 
Here we observed improved insulin sensitivity and reduced Ghr and Igf-1 mRNA in fasted 
mice consistent with reduced signaling through these pathways at baseline prior to IRI. 
Interestingly, we also observed a relative increase in mRNA levels of Ghr and Igf-1 after injury 
in the fasted group. Although further experiments are required to determine actual levels of 
GH/IGF-1 signaling, the present data are consistent with increased signaling through these 
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pathways after ischemic insult and better survival. Based on these data, we hypothesize that 
the benefits of reduced and increased insulin/IGF signaling can be separated by time relative 
to an acute injury, and are thus not mutually exclusive. According to this hypothesis, reduced 
IGF-1 signaling as a result of DR or fasting prior to ischemic insult may have two beneficial 
effects: upregulation of stress resistance resulting in less initial damage, and improved IGF-1 
sensitivity resulting in increased survival signaling after injury.

In lower organisms, the genetic requirements for lifespan extension and stress resistance 
are more extensively characterized than in mammals, and appear to vary depending on the 
type of DR method employed. In worms, for example, the source of bacteria (liquid culture 
vs. solid agar plates) and the timing of onset of DR can both affect the genetic requirements 
for longevity extension (Greer et al. 2007). Here we used two distinct dietary interventions, 
fasting and short-term DR, to modulate resistance to ischemic injury and found similar 
beneficial effects with both. On the level of global changes in the kidney transcriptome, 
31% of the significant short-term DR and 49% of the significant fasting annotated gene sets 
identified in GO-BP, GO-MF, GO-CC, GENMAPP Pathway and Interpro were common 
to both treatment groups. Of the 53 significant gene sets in common, 51 were changed in 
the same direction. Furthermore, gene expression markers identified previously in a meta-
analysis of mostly long-term DR studies of multiple mouse organs (Swindell 2008) were 
significantly enriched in our kidney data set from both short-term DR and fasted animals. 
Taken together, these data are consistent with an overlapping transcriptional response to 
fasting, short-term DR and long-term DR in the kidney. However, they are also consistent 
with different genetic requirements for different DR regimens as in lower organisms. 
Future experiments will be required to determine which of these changes, if any, underlie 
the benefits of dietary restriction on acute stress resistance.

Finally, it will be of great future interest to elucidate the relationship between acute 
stress resistance and other benefits of DR such as extended longevity. Without any detailed 
understanding of the mechanism (or mechanisms) underlying either of these benefits, the 
relationship between them remains only correlative in nature. It is easy to envisage how 
improved stress resistance could extend longevity, for example by increasing the likelihood 
of surviving a heart attack or stroke on any given day. What remains unclear is if, or how, 
this relates to the reduction in the rate of aging achieved by DR.

Fasting in DR and acute stress resistance
The role of periods of fasting in the beneficial action of DR remains unclear (Mattson 2005). 
DR regimens in rodents involve extended periods of fasting between meals, as animals are 
hungry and consume their food allotment quickly when fed. The length of these periods is not 
widely reported and likely depends both on the percent restriction as well as the frequency 
of meals (typically once daily to thrice weekly). Intermittent fasting regimens with ad libitum 
feeding between periods of fasting (for example, every other day fasting or 4 days fasting 
every two weeks) have beneficial effects in rodents similar to DR, including extended lifespan 
(Goodrick et al. 1982; Sogawa and Kubo 2000) and increased stress resistance (Anson et al. 
2003). In some strains, intermittent fasting is associated with reduced total food intake and 
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reduced body weight typical of DR (Varady and Hellerstein 2007), while in others, it produces 
tangible health benefits in the absence of weight loss (Sogawa and Kubo 2000; Anson et al. 
2003). This suggests that periods of fasting rather than reduced overall calorie intake per se 
may underlie some of the benefits of DR. On the other hand, altering the temporal pattern 
of feeding of a restricted diet from once to twice daily, while affecting circadian rhythmicity, 
has no significant impact on lifespan (Masoro et al. 1995). This suggests that overall nutrient/
energy restriction is more important than timing of food intake at least for longevity extension 
by DR. Nevertheless, these experiments did not rule out the potential role of fasting between 
meals, as both groups still underwent extended periods of fasting relative to the ad libitum 
group (Masoro 2004). Experimental separation of reduced nutrient/energy intake from 
periods of fasting in experimental rodents remains challenging, and further experiments will 
be required to resolve the contribution of periods of fasting, if any, to the benefits of DR. Our 
data are consistent with a role of fasting in at least one of these benefits, acute stress resistance, 
during the initiation phase of DR.

The benefits of fasting have been known at least since the time of Hippocrates, but the 
practice is largely absent from Western medicine today. Instead, it is often associated with 
malnutrition, a risk factor for postoperative survival (Studley 1936), wound healing, infection 
and multiple organ failure (Chung 2002). One of the few modern clinical applications of 
fasting is to reduce the risk of pulmonary aspiration of regurgitated stomach contents prior 
to operations involving anesthesia. The origins in the 1960s of the standard “nil by mouth 
after midnight” preoperative fast are somewhat obscure (Maltby 2006), and today even this 
relatively short fast is perceived as overcautious and possibly detrimental to patient subjective 
well-being and postoperative recovery (Diks et al. 2005). Current more liberal guidelines 
allow consumption of solids up to six hours prior to surgery and recommend consumption of 
liquids, including carbohydrate-rich beverages, up to two hours prior to surgery (Soreide et 
al. 2005). Our data suggest that slightly longer periods of fasting, or short periods of DR, prior 
to surgery may be beneficial for an entirely different purpose – protection against certain 
types of acute organ stress. Fasting may thus represent a non-invasive, cost-free method of 
protecting against multiple types of acute stress, including surgical ischemia reperfusion injury 
unavoidably encountered in elective surgeries including living-donor organ transplantation, 
cardiac surgery, vascular surgery and liver resection. It remains to be seen if the benefits of 
fasting and short-term DR and their rapid onset observed in rodents will translate to humans. 
However, the conservation of rapid onset of DR benefits between flies (Mair et al. 2003)  and 
rodents,  combined with the efficacy of  DR in improving markers of healthspan in both non-
human primates (Colman et al. 2008; Colman et al. 2009) and humans (Fontana and Klein 
2007) suggests that it might. 

Experimental procedures

Mice 
Male C57BL/6J mice in the age/weight range of 22-25 grams/10-14 weeks were purchased 
from Charles River Laboratories, Maastricht, the Netherlands. Animals were kept under 
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standard laboratory conditions (temperature 20-24ºC, relative humidity 50-60%, 12 h 
light/12 h dark) with 3-4 animals per cage and allowed free access to water and food (Hope 
Farms, Woerden, The Netherlands) except where noted. All experiments were performed 
with the approval of the appropriate local ethical board. 

Dietary regimens
The amount of food eaten ad libitum was approximately 3.5 gram/day as determined by 
weighing the remaining food on a daily basis for one week. DR was applied for 2-4 weeks 
by feeding mice 70% of this amount on a daily basis. Fasting was applied by transferring 
mice to a fresh cage without food for 1-3 days. Despite significant weight loss as a result 
of short-term DR and fasting, no morbidity or mortality was observed as a function of the 
diets alone.

Renal ischemia model
Mice were anaesthetized by isoflurane inhalation (5% isoflurane initially and then 2-2.5% 
with oxygen for maintenance). Body temperature was maintained by placing the animals on 
heating pads until recovery from anesthesia. Following a midline abdominal incision, the 
left renal pedicle was localized and the renal artery and vein were dissected. An atraumatic 
microvascular clamp was used to occlude the left kidney for 37 minutes. For bilateral 
occlusion, the procedure was repeated immediately on the right kidney. After inspection 
for signs of ischemia (purple color), the wound was covered with phosphate-buffered saline 
(PBS)-soaked cotton and the animal placed under an aluminum foil blanket to maintain 
body temperature. After release of the clamp, restoration of blood-flow was inspected by 
return of the kidney to normal color. In the case of unilateral occlusion, a contralateral 
nephrectomy was performed immediately following clamp release. The abdominal wound 
was closed in two layers using 5/0 sutures. Animals were given 0.5 mL PBS subcutaneously 
for maintenance of fluid balance and kept warm under a heat lamp. All animals were 
observed to have regained consciousness before moving their cages from the operating 
room to the stable.

Kidney function analysis
Unlabeled DMSA kits were purchased from GE Healthcare (Roosendaal, the Netherlands) 
and radiolabeled with 99mTc according to manufacturer’s instructions. Mice were injected 
in a lateral tail vein with 30 MBq 99mTc-DMSA. Four hours post injection the mice were 
sacrificed, the kidney was removed, and the absorbed radioactivity was measured in a 
gamma counter (Perkin Elmer, Groningen, the Netherlands) and expressed as percentage 
of injected dose per kidney (%ID/kidney).

Liver ischemia model
Liver IRI was performed by visualizing the liver hilus and clamping the portal vein, hepatic 
artery and bile duct to the left and median hepatic lobes with an atraumatic clamp for 
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75 minutes. In this model, 70% of the liver tissue becomes ischemic, and blood outflow 
from the small intestine is preserved through the right anterior and caudate liver lobes. 
Mortality associated with this amount of ischemic damage to the liver was not observed. 
Liver samples were fixed in formalin for 24 hr prior to embedding in paraffin. 4 µm sections 
were cut and stained with hematoxylin and eosin. Liver necrosis was scored blindly on a 
scale from 0-4, with 4 representing 100% of the area covered by hemorrhagic necrosis.

Serum measurements
Blood samples were collected by retro-orbital puncture. Serum urea and creatinine levels 
were measured using QuantiChrom assay kits based on the improved Jung and Jaffe 
methods, respectively (DIUR-500 and DICT-500, Gentaur, Brussels, Belgium). Serum ALAT 
levels were determined using an ELAN analyzer (Eppendorf Merck, Hamburg, Germany) 
with Ecoline S+ reagents (Diagnostic Systems GmbH, Holzheim, Germany) according to 
manufacturer’s instructions. Serum LDH levels were determined using Ecoline S+ reagents 
according to manufacturer’s instructions in a 96-well format on a Varioskan microplate 
reader (Thermo Scientific).

Histology
Organs were harvested, fixed for 24 hr in formalin and embedded in paraffin. 3 µm sections 
were stained with hematoxylin and eosin. Tubular injury was assessed in a blind fashion on 
a five point scale as described previously (Leemans et al. 2005). 

Insulin sensitivity tests
Following baseline blood glucose determination from tail blood of conscious, restrained 
mice, animals were injected with a bolus of insulin (Novorapid; 0.75 U/kg body weight) into 
the intraperitoneal cavity. Blood glucose determinations were performed at the indicated 
times after injection using a HemoCue glucose 201 RT blood glucose analyzer (HemoCue, 
Ängelholm, Sweden) according to the manufacturer’s instructions.

Quantitative real time PCR
Total RNA was extracted from frozen kidney tissue using Ambion mirVana miRNA 
Isolation Kit and oligodT or hexamer-primed cDNA synthesized using SuperScript II 
(Invitrogen) according to the manufacturer’s instructions. Quantitative real-time PCR was 
performed using a MyIQ (BioRad) with SYBR Green incorporation. Relative expression 
was calculated using the equation 1.8-(DCt sample – DCt control) (Pfaffl 2001). Each sample was tested 
in duplo at least two times. 

Microarrays
Purified total RNA extracted from frozen kidneys (three per group) was used as template 
to generate biotin labeled cRNA and hybridized to 430-2.0 GeneChips according to the 
manufacture’s protocol (Affymetrix). Raw data was RMA normalized (Irizarry et al. 
2003) and assessed for differential gene expression using limma (Smyth 2004). Annotated 
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pathway over-representation was performed using GAzer (Kim et al. 2007). Fisher’s Exact 
test was performed using the web application available at  http://www.langsrud.com/fisher.
htm. Spearman’s rho and Pearson’s correlation coefficients were calculated using SPPS11. 
Affymetrix 430-2.0 probe sets representative of the 28 common dietary restricted genes 
(Swindell 2008) were obtained from Ensembl (http://www.ensembl.org/), based on the 
NCBI m37 mouse assembly; expect for MGI:1924575 which was obtained from the Mouse 
Genome Informatics data base (http://www.informatics.jax.org/) given the absence of 
annotations in Ensembl for this transcript at the time of submission.

Statistics
Data are expressed as the mean ± SEM. Statistical analyses of data on urea, creatinine, 
histomorphology, immunohistochemistry and immunoblot was preformed using a Student’s 
T test unless otherwise indicated. Survival was analyzed by Kaplan-Meier (SPSSv11). Area 
under the curve was calculated using GraphPad Prism 4.0, and the significance calculated 
usin g a Student’s T test.
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Summary

The daily rotation of the Earth about its own axis and annually around the sun exposes life to 
profound variation in environmental conditions. This variation results in predictable changes 
of light, temperature and consequently food availability and predation. Most organisms have 
evolved a circadian (from circa dies, Latin for ‘about a day’) time keeping mechanism which 
generates, co-ordinates and synchronizes internal processes with the local time. This circadian 
clock maintains approximately 24 hour rhythms in behavior, physiology and metabolism, 
even in the absence of timing cues. In mammals the locus of the circadian clock is the 
suprachiasmatic nucleus (SCN) which is located in the anterior hypothalamus and receives 
its timing cue, light, directly from intrinsically photoreceptive retinal ganglion cells of the eye. 
The SCN is composed of two hemispheres each containing ~10,000 coupled neurons, most of 
which contribute a ~24 hour rhythm in electrical discharge and neuropeptide secretion which 
is responsible for communicating the external time cue to other brain regions and peripheral 
organs. This ~24 hour rhythm in output is generated by a self sustained intracellular oscillator 
consisting of a transcription-translation feedback loop of a set of core clock genes which 
produces daily rhythms in individual SCN neurons and virtually all cells. Animals in which 
the SCN has been surgically ablated, or core clock genes genetically disrupted, immediately 
alter or lose behavioral and endocrine rhythms underscoring the importance of the SCN and 
molecular clock. Although most neurons of the SCN are intrinsically rhythmic, differences in 
retinal innervation, neuropeptide content and molecular clock phasing of neurons between 
different regions reveal a tissue of striking diversity and heterogeneity. Unique roles have 
been ascribed to different regions based on the aforementioned characteristics, where the 
ventral (SCNv) functions in light reception, the dorsal (SCNd) in rhythm maintenance 
and the central (SCNce) in gating the communication of light signals from SCNv to SCNd. 
Daylength (photoperiod) is believed to be the principle cue for driving seasonal adaptations 
in organisms. A role in photoperiod encoding has been posited for rostral and caudal SCN 
regions (R-SCN; C-SCN), in which these subregions appear to house morning (M) and 
evening (E) daily oscillators, independently phased to dawn to dusk.

Although there is a body of evidence supporting the unique functions localized within 
these SCN subregions, there is a lack of global, top-down understanding how these functions 
are performed at the molecular level. To this end we developed an approach to interrogate the 
transcriptome of these SCN subregions, presented in Chapter 2. We combined laser catapult 
microdissection with an efficient, single cycle amplification protocol to generate sufficient 
quantities of transcripts for microarray analysis. The success of our approach is demonstrated 
in the recapitulation of known regional markers, ie. Avp, Vip and Grp. 481 unique transcripts 
show subregion enriched expression between ventral, dorsal and central SCN. These transcripts 
were assessed for over-representation of their respective biological functions, i.e. gene ontology. 
We identified novel overrepresented terms enriching understanding of these regions as well as 
terms which support their putative functions and thus further strengthen confidence in the 
veracity, sensitivity and power of our approach. Furthermore, the novel candidate species we 
identified represent a resource for characterizing regionally enriched markers and which allow 
further insight into the mechanisms underlying the function of these subregions.



156

&

The model describing the dependence of a seasonal timer on circadian M and E 
oscillators for encoding photoperiod preceded characterization of both the molecular clock 
and the SCN, both requisite for maintaining daily rhythms. However this model has been 
vindicated in several model organisms and finds support in rodents from the observation 
of differential responses by R-SCN and C-SCN in electrophysiology and core-clock phasing 
under different photoperiods. The R-SCN and C-SCN thus represent candidate E and M 
components respectively. We applied the method described in Chapter 2 to explore global 
transcription levels of R-SCN and C-SCN in mice entrained under short (6 hours light/day), 
equinoxal (12 hours light/day) and long (18 hours light/day) photoperiods as presented 
in Chapter 3. High density sampling of R-SCN and C-SCN over a complete circadian 
combined with flexible, robust bioinformatics allowed us to identify photoperiodically 
regulated, rhythmic transcripts. Our results support previous studies on the response of 
core-clock gene expression in mice to different photoperiods and we reveal photoperiodic 
regulation of the entire rhythmic genome identified in rostral and caudal SCN. Strikingly, 
the temporal profile of rhythmic transcripts overall show photoperiodic regulation in both 
subregions and to a greater extent in R-SCN. We also find the peak expression of rhythmic 
transcripts clusters around dawn or dusk, with several transcripts specifically tracking 
dawn or dusk across all photoperiods. These transcripts represent novel, photoperiodically 
regulated transcripts and warrant further characterization for their role in encoding or 
driving seasonal adaptation. Finally, we identified photoperiodic regulation of rhythmic 
transcripts previously associated with seasonal affective disorder (SAD) highlighting the 
need for further investigation of these genes in SAD and other cognitive pathologies with 
circadian and/or seasonal etiology. 

Besides applying the approach described in Chapter 2 to deepen understanding of the 
of R-SCN and C-SCNM in photoperiod encoding we also used these methods for several 
related applications. We present preliminary results of our examination of the transcriptional 
response by the ventral, dorsal and central SCN subregions during re-entrainment to a 
phase-advance light stimulus delivered at CT22. These results, a list of transcripts induced 
in each of these subregions four hours after a light pulse, is available online (http://bioinf-
quad07.erasmusmc.nl/scn/). Notably, we find an abundance of transcripts known for their 
function in modulating glutamatergic synapse efficacy. This suggests that a modulation 
of synaptic strength occurs in the SCN during re-entrainment. Appendix I shows the use 
of precise LCM capture of the SCN to verify the expression of a rat kangaroo photolyase 
transgene in the SCN of transgenic mice. With this confirmation, we support the possibility 
of the novel circadian phenotype observed in these animals arising from the expression of 
the cryptochrome-like photolyase transgene in the SCN. In Appendix II, we use similar 
statistical methods as those in Chapters 2 and 3 to identify over-represented biological 
themes amongst differentially expressed genes from fasted and dietary restricted mice. 
Critically, this analysis revealed strikingly similar biological responses in both short-term 
fasted and long term caloric restricted mice. Moreover these data show strong similarity 
with a core set of genes believed to be consistently differentially regulated across many 
transcriptome studies in diverse tissue types obtained from caloric restricted animals.
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Samenvatting

De rotatie van de aarde om haar eigen as in één dag en jaarlijks om de zon stelt het leven 
bloot aan een grote variatie in omgevingsfactoren. Onder deze variatie vallen voorspelbare 
veranderingen in zonlicht, temperatuur en als gevolg hiervan de beschikbaarheid van 
voedsel en de mogelijkheid tot jagen. De meeste organismen hebben een circadiaan 
(van circa dies, Latijn voor ‘ongeveer een dag’) mechanisme voor het bijhouden van tijd 
geëvolueerd, dat interne processen genereert en synchroniseert met de actuele tijd. Deze 
circadiane klok zorgt voor een ongeveer 24 uur durend ritme in gedrag, fysiologie en 
metabolisme, zelfs in afwezigheid van indicaties van tijd. In zoogdieren bevindt de kern 
van de circadiane klok zich in de suprachiamatische nucleus (SCN). Deze is gelokaliseerd 
in de anteriële hypothalamus en krijgt tijdsindicaties van buiten het organisme door iddel 
van signalen die door retinale ganglia cellen van het oog worden doorgegeven nadat 
licht op deze lichtgevoelige cellen is gevallen. De SCN bestaat uit twee hemisferen die 
ieder uit ongeveer 10.000 met elkaar verbonden neuronen bestaan. De meeste van deze 
neuronen dragen bij aan een elektrische ontlading en vrijzetting van neuropeptiden in 
een 24 uur ritme, dat ervoor zorgt dat de externe tijdsindicaties worden doorgegeven naar 
andere gebieden van de hersenen en de perifere organen. Deze ritmische output wordt 
gegenereerd door een zich zelf instaand houdende intracellulaire oscillator die bestaat 
uit een terugkoppeling tussen transcriptie en translatie van een set kern-klok genen dat 
dagelijkse ritmes produceert in individuele SCN neuronen en vrijwel alle andere cellen van 
het lichaam. Dieren waarbij de SCN chirurgisch is verwijderd of waarvan kern-klok genen 
genetisch veranderd of verwijderd zijn, verliezen onmiddellijk hun ritmiek in gedrag, 
fysiologie en metabolisme, wat het belang onderstreept van de SCN en de moleculaire klok. 
Hoewel de meeste neuronen van de SCN intrinsiek ritmisch zijn, is de SCN opvallend 
divers en heterogeen, wat blijkt uit verschillen tussen neuronen wat betreft de innervatie 
van neuronen verbonden met de retina, het voorkomen van verschillende neuropeptiden 
en de fasering  van de moleculaire klok in deze neuronen. Op basis van bovengenoemde 
kenmerken zijn er unieke rollen aan de verschillende regio’s in de SCN toe te schrijven, 
zoals de functie van lichtopname door de ventrale SCN (SCNv), het onderhouden van de 
ritmiek door de dorsale SCN (SCNd) en het gecontroleerd doorlaten van signalen tussen 
de SCNv en  SCNd door de centrale SCN (SCNce). Men is van mening dat de lengte van 
de dag (fotoperiode) de belangrijkste indiatie is  voor het sturen van seizoensgebonden 
aanpassingen in organismen. Een rol van de fotoperiode codering is geponeerd voor de 
rostrale en caudale delen van de SCN (R-SCN; C-SCN), waarbij in deze subregio’s ochtend 
(O) en avond (A) oscillatoren lijken te bevatten, onafhankelijk gefaseerd tot zonsopgang en 
zonsondergang. Hoewel er een bulk van bewijs is ter ondersteuning van de unieke functies 
die zijn gelokaliseerd binnen deze SCN subregio’s, is er een gebrek aan een globaal, volledig 
begrip hoe deze functies plaatsvinden op moleculair niveau. 

Daartoe ontwikkelden wij een aanpak om het transcriptoom van deze SCN subregio’s te 
achterhalen, gepresenteerd in hoofdstuk 2. We combineerden laser katapult microdissectie 
met een efficiënt, single-cyclus amplificatieprotocol om voldoende hoeveelheden 
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transcripten voor microarray-analyse te genereren. Het succes van onze aanpak blijkt uit het 
aantonen van reeds bekende regionale markers als, AVP, Vip en GRP. 481 uniek aanwezige 
transcripten laten een verrijking zien per subregio tussen de ventrale, dorsale en de centrale 
SCN. Deze transcripten werden vervolgens beoordeeld op oververtegenwoordiging van hun 
respectieve biologische functies. Wij hebben oververtegenwoordigde biologische functies 
gevonden die een verder begrip van deze subregio’s bewerkstelligen alsmede biologische 
functies die overeenkomen met de vermeende functies van de verschillende subregio’s 
zoals hierboven beschreven. Hiermee ondersteunen en versterken wij het vertrouwen in 
de juistheid, de gevoeligheid en de kracht van onze aanpak. De nieuwe kandidaatgenen 
die wij hebben geïdentificeerd vormen een bron voor het karakteriseren van markers die 
regionaal zijn verrijkt  en die meer inzicht geven in het mechanisme achter de functie 
van deze subregio’s. Het model dat de afhankelijkheid van een seizoensgebonden wekker 
op circadiane O en A oscillatoren voor het coderen van de fotoperiode beschrijft, ging 
vooraf aan de karakterisering van zowel de moleculaire klok en de SCN, die beide zijn 
vereist voor het behoud van dagelijkse ritmes. Ondanks dat is dit model gerechtvaardigd 
in verschillende modelorganismen zoals in knaagdieren waar men differentiële reacties 
van de R-SCN en C-SCN in elektrofysiologie en kern-clock fasering onder verschillende 
fotoperiodes heeft geobserveerd. De R-SCN en C-SCN vertegenwoordigen dus 
respectievelijk kandidaat O en A componenten. We hebben de methode  beschreven in 
hoofdstuk 2 toegepast om de globale transcriptieniveaus in de R-SCN en C-SCN van 
muizen die werden gehouden  onder korte (6 uur licht per dag), equatoriale (12 uur licht 
per dag) en lange (18 uur licht per dag) fotoperiodes. Dit is gepresenteerd in hoofdstuk 3. 
Door middel van het nemen van veel monsters van de R-SCN en C-SCN gedurende een 
volledige circadiane periode te combineren met flexibele, robuuste bio-informatica konden 
wij ritmische transcripten identificeren die worden gestuurd door de fotoperiode. Onze 
resultaten ondersteunen eerdere studies over de reactie van klokgenexpressie in muizen 
op de verschillende fotoperiodes en wij laten de regulatie zien van het gehele ritmische 
genoom in de rostrale en caudale SCN door de fotoperiode. Opvallend is dat het tijdsprofiel 
van ritmische transcripten in het algemeen een regulatie door de fotoperiode laat zien in 
beide subregio’s en in grotere mate in de R-SCN. Wij hebben ook gevonden dat de expressie 
van clusters van ritmische transcripten piekt rond zonsopgang of zonsondergang, met 
verschillende transcripten die specifiek zonsopgang of zonsondergang volgen over alle 
fotoperiodes. Deze clusters vertegenwoordigen nieuwe, door de fotoperiode gereguleerde 
transcripten en vraagt om een verdere karakterisering van hun rol in de regulatie van 
seizoensgebonden aanpassing. Ten slotte hebben wij door de fotoperiode gereguleerde 
ritmische transcripten, die eerder geassocieerd zijn met seizoensgebonden affectieve 
stoornis (SAD, winterdepressie), geïdentificeerd. Dit benadrukt de noodzaak van verder 
onderzoek van deze genen met betrekking tot SAD en andere cognitieve aandoeningen 
met een circadiane en / of seizoensgebonden etiologie. Naast het toepassen van de aanpak 
beschreven in hoofdstuk 2 om het begrip van de R-SCN en C-SCN in het coderen van 
de fotoperiode te verbreden, hebben wij deze methoden ook gebruikt voor diverse 
gerelateerde toepassingen. Wij presenteren voorlopige resultaten van ons onderzoek naar de 
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transcriptionele responsie door de ventrale, dorsale en centrale SCN subregio’s gedurende 
de aanpassing aan een fase-vervroegende lichtstimulus toegediend op het tijdstip CT22. 
Deze resultaten, zijnde een lijst van transcripten geïnduceerd in elk van deze subregio’s vier 
uur na de lichtstimulus, is te vinden op het internet (http://bioinf-quad07.erasmusmc.nl/
scn/). Vermeldenswaardig is het feit dat wij veel transcripten hebben gevonden waarvan 
bekend is dat de eiwitprodukten glutamaterge neurotransmisie moduleren.  Dit suggereert 
dat een modulatie van synaptische sterkte optreedt in de SCN gedurende aanpassinge van 
het ritme door licht. Bijlage I toont het gebruik van nauwkeurige LCM micro dissectie 
van de SCN om de expressie van een rat-kangaroo transgen, fotolyase, te verifiëren in de 
SCN van transgene muizen. Met deze bevestigingondersteunen wij het nieuwe circadiane 
fenotype dat is waargenomen bij deze dieren als gevolg van de expressie van het fotolyase 
transgen in de SCN. In Bijlage II hebben wij soortgelijke statistische methoden als die 
in de hoofdstukken 2 en 3 zijn gebruikt om oververtegenwoordigde biologische functies 
te identificeren onder differentieel tot expressie komende genen in muizen die hadden 
gevast  en toegang hadden tot beperkte voeding. Belangrijk is dat deze analyse opvallend 
veel gelijke biologische reacties in zowel de korte termijn als de lange termijn calorie-
beperkte muizen liet zien. Bovendien tonen deze gegevens aan dat er een sterke gelijkenis 
is met een set van genen, waarvan verondersteld wordt dat zij consequent differentieel zijn 
gereguleerd zoals aangetoond is in vele transcriptoomstudies uitgevoerd in diverse soorten 
weefsel van calorie-beperkte dieren. 
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