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Abstract

It is common practice to evaluate fixed-event forecast revisions in macroeconomics by regressing current revisions on one-period lagged revisions. Under weak-form efficiency, the correlation between the current and one-period lagged revisions should be zero. The empirical findings in the literature suggest that the null hypothesis of zero correlation between the current and one-period lagged revisions is rejected quite frequently, where the correlation can be either positive or negative. In this paper we propose a methodology to be able to interpret such non-zero correlations in a straightforward manner. Our approach is based on the assumption that forecasts can be decomposed into both an econometric model and expert intuition. The interpretation of the sign of the correlation between the current and one-period lagged revisions depends on the process governing intuition, and the correlation between intuition and news.
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1. Introduction

There is a substantial recent literature on the evaluation of macroeconomic forecasts and, in particular, on forecast revisions. Such revisions involve potential changes in the forecasts for the same fixed event. For example, Consensus Forecasters quote forecasts for the value of an economic variable (such as the inflation rate, unemployment rate, real GDP growth rate) in year T, where the forecast origin starts in January of year T-1. When these forecasts continue through to December in year T, there are 24 forecasts for the same fixed event, and hence there are 23 forecast revisions (or updates).

The literature on forecast revisions deals with the merits of these revisions (see, for example, Lawrence and O’Connor (2000) and Cho (2002)) but, for a larger part, it seems to deal with the properties of the updates themselves (see, for example, the recent study of Dovern and Weisser (2011)). The latter seems to be inspired by the recent availability of databases with detailed information of forecasts quoted by a range of professional forecasters.

In this paper we aim to contribute to this second stream of literature, that is, an evaluation of the properties of the forecast revisions themselves. We denote a forecast given at origin $t-h$, for fixed-event forecast horizon $t$, as

$$F_{t|t-h}$$

where $h$ can run from 1 through to $H$. Then a (first-order) forecast revision is defined by

$$F_{t|t-h} - F_{t|t-(h+1)}$$

A commonly used method to examine the potential properties of forecast revisions is to run regressions of the form:
Nordhaus (1987) introduced the concept of weak-form efficiency (or rationality), which entails that, under such efficiency, the correlation between subsequent forecast revisions is equal to zero. In other words, under weak-form efficiency, it should be the case that \( \beta = 0 \) in equation (1). As Nordhaus (1987) was concerned with models rather than intuition, it is appropriate to refer to this concept as “weak-form model forecast efficiency.”

Interestingly, in various recent studies that have analyzed a range of forecast revisions, it has frequently been found that such a null hypothesis that \( \beta = 0 \) is rejected. When it is found that \( \beta > 0 \), the situation is sometimes termed “forecast smoothing” (see, for example, Isengildina et al. (2006)). On the other hand, when it is found that \( \beta < 0 \), it is believed to be a sign of efficient behaviour in the event that there is no news (see, for example, Clements (1997)).

In this paper we propose a methodology to provide an interpretation of the potential sign outcomes associated with equation (1). The approach is based on our conjecture that available forecasts are typically the concerted outcome of an econometric model-based forecast, \( M_{\hat{F}_{i|t-h}} \), and of the intuition of an expert (such as a professional forecaster), \( v_{\hat{F}_{i|t-h}} \).

There are various reasons why forecasters may deviate from a pure econometric model-based forecast. Examples are that forecasters aim to attract attention (see Laster, Bennett and Geoum (1999)), or may have alternative loss functions (see, for example, Capistran and Timmermann (2009)).

In what follows, we use the decomposition of an available forecast as

\[
F_{\hat{F}_{i|t-h}} = M_{\hat{F}_{i|t-h}} + v_{\hat{F}_{i|t-h}}
\]
It will become apparent that changing $M_{\epsilon_{t-h}}$ into $\pi M_{\epsilon_{t-h}}$, with $0 < \pi < 1$, whereby the model forecast may be down-weighted by the expert, does not change the discussion appreciably. The next step is to propose a model for the intuition, $v_{\epsilon_{t-h}}$, and to allow for correlation between intuition and the error term, $\varepsilon_{t-h}$, in the model. The interpretation of the sign of the correlation between the current and one-period lagged revisions depends on the process governing intuition, and the correlation between intuition and news. We illustrate our methodology using empirical results that are available in the literature, several of which are presented in Section 2. In Section 3 we discuss the methodological approach, and in Section 4 relate it to the empirical findings in the literature. Section 5 concludes with several further research issues.

2. Empirical Findings in the Literature

In this section we review a selection of the empirical results in the forecasting literature, based on the regression given in equation (1). There are various studies that provide novel estimation tools for variants of (1) in the event there are various forecasters who quote forecasts at the same time, or when there is correlation between the errors of (1) for forecast horizon $t$ and the errors in the equation for forecast horizon $t+j$. For ease of discussion, these issues are ignored here, and we focus only on the estimates of $\beta$ in equation (1). A summary of the empirical findings is given in Table 1.

Clements (1997) analyzes the forecasts for GDP and CPI made by the National Institute of Economics and Social Research in the UK. Using 5 different versions of equation (1), Clements (1997) documents an average value of $\beta$ of -0.414 for GDP forecast revisions and of -0.232 for inflation forecast revisions (see Clements (1997, Table 1)). In 5 of the 10 cases considered, the negative parameter estimate is also significantly different from 0.

Isengildina et al. (2006) examine forecasts for crop production concerning corn and soybeans, where the forecasts are provided by the US Department of Agriculture. The authors also use various versions of (1) and retrieve an average estimate of 0.396 of $\beta$
for corn and 0.212 for soybeans, and also show that 8 of the 10 estimates of $\beta$ are significantly positive.

Dovern and Weisser (2011) analyze the forecasts obtained from the surveys conducted by Consensus Economics. They focus on individual panelist’s forecasts for GDP, inflation, industrial production and private consumption for the G7 countries. They conclude that in only a few cases are the estimated values of $\beta$ significantly different from 0 but, when they are significant, they are predominantly negative. These authors interpret their finding as an indication that forecasters overreact to incoming news.

Ager et al. (2009) also analyze the Consensus Economics forecasts, but they consider the pooled forecasts rather than the individual forecasts. They analyze the forecast revisions for GDP and inflation for twelve industrial countries for the years 1996 through to 2006. For GDP they report that in all cases the null hypothesis $\beta = 0$ is rejected, with a mean estimate of 0.309 across 24 cases (namely, 12 countries and 2 methods - see their Table 5). In their Table 6, they report a mean estimate of 0.163 across 24 cases for inflation.

Isiklar et al. (2006) adopt the view that a positive correlation between forecast revisions can occur, and they seek to analyze how long it takes for those correlations to die out. The authors propose using VAR models and impulse response functions, and also use the Consensus Economics forecasts data set, for which they examine 18 industrialized countries and the corresponding GDP growth forecasts. When the authors pool the estimates of $\beta$ in equation (1), they obtain an estimate of 0.330.

Finally, Ashiya (2006), Loungani (2001), and an early study in Berger and Krane (1985), all find small but positive estimates of $\beta$ in equation (1). These results are all interpreted as indications of forecast smoothing, meaning that forecast revisions in one direction are most likely followed by revisions in the same direction.
In summary, we observe from the literature that the estimates of $\beta$ in equation (1) tend to range from -0.5 to 0.5 and, in a significant number of cases the null hypothesis that $\beta = 0$ is rejected. Given the results in Franses et al. (2009) and Chang et al. (2011) regarding the use of biased OLS standard errors in many empirical analyses of forecasts and forecast updates, the frequency of rejecting the null hypothesis is likely to be biased upward.

3. Interpreting the Empirical Findings

Despite a wealth of empirical evidence on patterns in forecast revisions, to date there would seem to be no studies that have formally analyzed the meaning of positive or negative estimates of $\beta$ in equation (1). If $\beta > 0$, there must be some kind of smoothing process that exists, but what type of process might this be? It is the purpose of this section to propose a formal methodology to derive how specific estimates could arise. We first introduce some notation, and then we derive the first-order autocorrelation of $F_{t_t-h} - F_{t_t-(h+1)}$, which is associated with $\beta$ in equation (1). Finally, we consider several special cases that are related to the observed estimates given in Table 1.

3.1 Preliminaries

The basic assumption for our methodology is that

$$F_{t_t-h} = M_{t_t-h} + v_{t_t-h} \quad \text{(2)}$$

which states that a forecast is the sum of a model forecast, $M_{t_t-h}$, and of intuition, $v_{t_t-h}$.

For illustrative purposes, we focus on

$$F_{t_{t-1}} = M_{t_{t-1}} + v_{t_{t-1}}$$

$$F_{t_{t-2}} = M_{t_{t-2}} + v_{t_{t-2}}$$

and
\[ F_{t-3} = M_{t-3} + v_{t-3} \]

We use the familiar Wold decomposition of a time series of interest (like GDP, inflation), \( y_t \), that is:

\[ y_t = \varepsilon_t + \theta_1 \varepsilon_{t-1} + \theta_2 \varepsilon_{t-2} + \theta_3 \varepsilon_{t-3} + \ldots \]  \hspace{1cm} (3)

where \( \varepsilon_t \sim (0, \sigma^2) \) is an uncorrelated error process. This error process can be called a news process (as will be seen below). The parameters, \( \theta_t \), are such that the time series is stationary and invertible.

Given (3), the econometric time series model forecasts can be written as

\[
\begin{align*}
M_{t-1} &= \theta_1 \varepsilon_{t-1} + \theta_2 \varepsilon_{t-2} + \theta_3 \varepsilon_{t-3} + \ldots \\
M_{t-2} &= \theta_2 \varepsilon_{t-2} + \theta_3 \varepsilon_{t-3} + \theta_4 \varepsilon_{t-4} + \ldots \\
M_{t-3} &= \theta_3 \varepsilon_{t-3} + \theta_4 \varepsilon_{t-4} + \theta_5 \varepsilon_{t-5} + \ldots 
\end{align*}
\]

The two subsequent forecast updates are given as

\[
\begin{align*}
F_{t-1} - F_{t-2} &= M_{t-1} - M_{t-2} + v_{t-1} - v_{t-2} \\
&= \theta_1 \varepsilon_{t-1} + v_{t-1} - v_{t-2} \\ 
&= \theta_2 \varepsilon_{t-2} + v_{t-2} - v_{t-3} \\
&= \theta_3 \varepsilon_{t-3} + v_{t-3} - v_{t-4} \\
&= \theta_4 \varepsilon_{t-4} + v_{t-4} - v_{t-5} \\
&\vdots \\
&= \theta_n \varepsilon_{t-n} + v_{t-n} - v_{t-(n+1)} \\
&= \theta_1 \varepsilon_{t-1} + v_{t-1} - v_{t-2} \\
&= \theta_2 \varepsilon_{t-2} + v_{t-2} - v_{t-3} \\
&= \theta_3 \varepsilon_{t-3} + v_{t-3} - v_{t-4} \\
&= \theta_4 \varepsilon_{t-4} + v_{t-4} - v_{t-5} \\
&\vdots \\
&= \theta_n \varepsilon_{t-n} + v_{t-n} - v_{t-(n+1)} 
\end{align*}
\]  \hspace{1cm} (4)

and

\[
\begin{align*}
F_{t-2} - F_{t-3} &= M_{t-2} - M_{t-3} + v_{t-2} - v_{t-3} \\
&= \theta_2 \varepsilon_{t-2} + v_{t-2} - v_{t-3} \\
&= \theta_3 \varepsilon_{t-3} + v_{t-3} - v_{t-4} \\
&= \theta_4 \varepsilon_{t-4} + v_{t-4} - v_{t-5} \\
&\vdots \\
&= \theta_n \varepsilon_{t-n} + v_{t-n} - v_{t-(n+1)} \\
&= \theta_2 \varepsilon_{t-2} + v_{t-2} - v_{t-3} \\
&= \theta_3 \varepsilon_{t-3} + v_{t-3} - v_{t-4} \\
&= \theta_4 \varepsilon_{t-4} + v_{t-4} - v_{t-5} \\
&\vdots \\
&= \theta_n \varepsilon_{t-n} + v_{t-n} - v_{t-(n+1)} 
\end{align*}
\]  \hspace{1cm} (5)

Note that when
\[ F_{t|T-h} = \pi M_{t|T-h} + v_{t|T-h} \]

with \(0 < \pi < 1\), which is the case where the model outcome is only partially taken into account, then similar results will appear as above, as the \(\theta\) parameters will then be scaled by \(\pi\).

### 3.2 Correlation

In this subsection we assume that \(h = 1\), and that we have data for various forecast horizons \(t\). In order to derive the correlation between (4), that is, the left-hand side variable in (1), and (5), the variable on the right-hand side, we define the following variances and covariances:

- \(\gamma_0\) variance of \(v_{t|t-i}\)
- \(\gamma_1\) covariance between \(v_{t|t-i}\) and \(v_{t|t-(i+1)}\)
- \(\gamma_2\) covariance between \(v_{t|t-i}\) and \(v_{t|t-(i+2)}\)
- \(\omega_0\) covariance between \(e_{t-i}\) and \(v_{t|t-i}\)
- \(\omega_1\) covariance between \(e_{t-(i+1)}\) and \(v_{t|t-i}\)

The first three terms deal with the time series properties of the intuition. The last two terms deal with the potential non-zero correlation between current news and current intuition, and with such correlation between one-period lagged news and current intuition. Note that the premise behind forecast smoothing, as it is presented in the literature, is that current news is discarded to some extent, which means that \(\omega_0 < 0\).

Given the above terms, we can show that the variance of \(F_{t|t-2} - F_{t|t-3}\) is equal to

\[
E[(\theta_2 e_{t-2} + v_{t|t-2} - v_{t|t-3})(\theta_2 e_{t-2} + v_{t|t-2} - v_{t|t-3})] = \theta_2^2 \sigma^2 + 2\theta_2\omega_0 + 2\gamma_0 - 2\gamma_1
\]
The covariance between $F_{t+h-1} - F_{t+h-2}$ and $F_{t+h-2} - F_{t+h-3}$ is equal to

$$E[(\theta_1 \epsilon_{t-1} + \nu_{t-1} - \nu_{t-2})(\theta_2 \epsilon_{t-2} + \nu_{t-2} - \nu_{t-3})]$$

$$= \theta_2 \omega_1 - \theta_2 \omega_0 - \gamma_0 + 2\gamma_1 - \gamma_2$$

Hence, the parameter arising from equation (1) for $h = 1$ is given by

$$\beta = \frac{\theta_2 \omega_1 - \theta_2 \omega_0 - \gamma_0 + 2\gamma_1 - \gamma_2}{\theta_2^2 \sigma^2 + 2\theta_2 \omega_0 + 2\gamma_0 - 2\gamma_1}$$

(6)

3.3 Special cases

There are several special cases that are worth highlighting, as follows:

(i) $F_{t+h} = M_{t+h}$

In this case, where the final forecast is just the model forecast with no intuition, it is clear that

$$E[(\theta_1 \epsilon_{t-1})(\theta_2 \epsilon_{t-2})] = 0,$$

so that $\beta = 0$ in (1). This is the classic case of weak-form forecast rationality.

(ii) $F_{t+h} = \nu_{t+h}$

In this case, the final forecast is based only on intuition and no model. Therefore, the forecaster does not consider the use of an econometric model, and also does not have any insights into the news process, $\epsilon_i$. In this case, the parameter in (1) becomes
\[ \beta = \frac{-\gamma_0 + 2\gamma_1 - \gamma_2}{2\gamma_0 - 2\gamma_1} \]

which, in turn, can be written as

\[ \beta = \frac{-1 + 2\rho_1 - \rho_2}{2 - 2\rho_1} \] (7)

where the \( \rho \) parameters are the usual autocorrelations. We consider two alternative processes for intuition, namely an autoregressive (AR) process and a moving average (MA) process:

(a) When intuition follows an AR(1) process, with parameter \( \lambda \), then \( \rho_1 = \lambda \) and \( \rho_2 = \lambda^2 \). Substituting these two terms into equation (7) gives

\[ \beta = \frac{\lambda - 1}{2} \] (8)

Clearly, when intuition is a stationary AR(1) process, that is, when \( |\lambda| < 1 \), then \( -1 < \beta < 0 \).

(b) When intuition follows an MA(1) process, with parameter \( \theta \), then \( \rho_1 = \frac{\theta}{1+\theta^2} \) and \( \rho_2 = 0 \). Substituting these terms into equation (7) gives

\[ \beta = \frac{-(\theta - 1)^2}{2(\theta^2 - \theta + 1)} \]

In Figure 1, we present the parameter, \( \beta \), as a function of \( \theta \). Again, it is clear that \( \beta \) is negative unless \( \theta = 1 \).
(iii) \( F_{t+h} = M_{t+h} + \nu_{t+h} \), with \( \omega_0 = 0 \) and \( \omega_1 = 0 \).

In this case, where there is no correlation between current and past news and intuition, the expression for \( \beta \) is

\[
\beta = \frac{-\gamma_0 + 2\gamma_1 - \gamma_2}{\theta_2^2 \sigma^2 + 2\gamma_0 - 2\gamma_1}
\]

When a time series process is postulated for intuition, it is again most likely that the value of \( \beta \) is negative.

(iv) \( F_{t+h} = M_{t+h} + \nu_{t+h} \), with \( \omega_0 \neq 0 \) and \( \omega_1 = 0 \)

In this case, where current intuition is correlated with current news, the parameter in (1) becomes

\[
\beta = \frac{-\theta_2 \omega_0 - \gamma_0 + 2\gamma_1 - \gamma_2}{\theta_2^2 \sigma^2 + 2\theta_2 \omega_0 + 2\gamma_0 - 2\gamma_1}
\]

A typical macroeconomic variable would show positive autocorrelation, certainly for the first few of these so that, in practice, it is likely that \( \theta_2 > 0 \). In this case for \( \beta \) to become positive, \( \omega_0 \) should be large and negative.

(v) \( F_{t+h} = M_{t+h} + \nu_{t+h} \), with \( \omega_0 \neq 0 \) and \( \omega_1 \neq 0 \)
In this most general case, for $\beta > 0$, it should hold that $\theta_2(\omega_1 - \omega_0)$ is large and positive. With $\omega_1 > 0$ and $\omega_0 < 0$, the chances are high indeed that $\beta > 0$.

In summary, when there is no correlation between news and intuition, it is most likely that $\beta < 0$. When there is a negative correlation between current news and current intuition, and when there is a positive correlation between past news and current intuition, it becomes more likely that $\beta > 0$. In the event that $\beta = 0$, this can be associated with the situation where the forecaster relies fully on an econometric model, and also where the forecaster relies fully on intuition, and where the time series properties of intuition are a random walk (that is, $\lambda = 1$ in equation (8)). In contrast, when only intuition is used and intuition is a white noise process (that is, $\lambda = 0$ in equation (8)), then $\beta = -0.5$.

4. Interpreting Table 1

With the results in the previous section, we can now evaluate the empirical results given in Table 1. It seems that theoretically the values of $\beta$ can range from around -1 to $+\infty$, where the values in the range -0.5 to slightly positive seem to be most likely.

A value for $\beta$ of -0.5 would mean that it is quite likely that the forecaster has discarded the outcome of the model, and has used intuition, with the peculiar property that there is zero correlation between $\nu_{t-(h+1)}$ and $\nu_{t-(h+1)}$. This absence of correlation seems quite unusual, as the intuition-based forecasts are concerned with the same fixed event.

Dovern and Weisser (2011, p. 463) interpret a negative value of $\beta$ as a sign of over-reaction, “i.e., at first, they (forecasters) revise their forecasts too much, then they undo part of this revision during the next forecasting round”. Hence, they assume that $\omega_0 > 0$ and $\omega_1 < 0$. The results in the previous section show that there can also be other situations that lead to negative values of $\beta$. 
A large and positive value of $\beta$ must mean that forecasters take current and one-period lagged news into account when forming their intuition. A negative correlation between current news and intuition ($\omega_0 < 0$) means that a forecaster downplays the relevance of current news, that is, there is under-reaction. This could be associated with a forecaster’s uncertainty with the most recent releases of data. A positive correlation between one-period lagged news and intuition ($\omega_1 > 0$) suggests that the forecaster amplifies a recent trend, which might not be there, and hence over-adjusts the model forecast. In the literature, these situations are all presented under the label of “forecast smoothing”.

The results in the previous section suggest that, based only on estimates of $\beta$, these separate cases cannot be disentangled. Various parameter configurations of $\gamma_0, \gamma_1, \gamma_2, \omega_0, \omega_1$ can lead to various values of $\beta$.

By far, the optimal value of $\beta$ is 0. This could mean either that the forecaster has relied fully on an econometric model, or that the forecast is given as

$$F_{t+h} = v_{t+h}$$

with

$$v_{t+h} = v_{t+(h+1)} + \zeta_t$$

where $\zeta_t \sim (0, \eta^2)$ is a white noise process.

What is certain, though, is that when there is no correlation between news and intuition, it follows that $\beta$ is negative. For $\beta$ to be positive, a forecaster should under-react to current news and over-react to past news. The latter case seems to occur most frequently in practice (see Table 1).
4. Conclusion

This paper has shown that the interpretation of $\beta$ in a regression of forecast updates on past updates is not entirely straightforward. Currently, the literature unequivocally assigns meanings such as smoothing, and over-reaction or under-reaction, to certain values of $\beta$, but we have shown in this paper that these are not one-to-one relationships.

In order to derive from the observed data on $F_{t|t-h}$ what forecasters actually do, it is necessary to obtain estimates of the news process and of intuition. This requires fitting an econometric time series model for $y_t$ to acquire estimates of $\epsilon_t$. Next, this model can be used to create estimates of the model-based forecasts, $M_{t|t-h}$ and, with these, one can estimate a time series with observations on intuition, $v_{t|t-h}$. These two estimated series can then be used to compute the correlations between intuition and current and past news. As such, one acquires estimates of the key parameters, $\gamma_0, \gamma_1, \gamma_2, \omega_0, \omega_1$, and then one may sensibly interpret the value of the estimated $\beta$. As the variables are generated regressors, Franses, McAleer and Legerstee (2009) recommend using Newey-West HAC standard errors.

When estimates of $\gamma_0, \gamma_1, \gamma_2, \omega_0, \omega_1$ are available, it also seems possible to examine the validity of other reasons for forecast updates not to be rational. Recent work in Ashiya (2003), Amir and Ganzach (1998), and DellaVigna (2009) sketch various reasons for non-rationality. It would be interesting to examine whether professional forecasters have certain forecasting styles. We postpone such an extensive analysis for further research. Then it would be relevant to compare the behaviour with the actual performance of the forecasters. Indeed, as Franses and Legerstee (2010) have shown, in order to evaluate forecast accuracy properly, one needs to know how the forecasts were actually created.
<table>
<thead>
<tr>
<th>Source</th>
<th>Estimates of $\beta$, with averaging or pooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clements (1997)</td>
<td>-0.414 (average across 5 cases, GDP)</td>
</tr>
<tr>
<td>Table 1, p. 233</td>
<td>-0.232 (average across 5 cases, inflation)</td>
</tr>
<tr>
<td>Isengildina et al. (2006)</td>
<td>0.396 (average across 5 cases, Corn)</td>
</tr>
<tr>
<td>Table 2, p. 1097</td>
<td>0.212 (average across 5 cases, Soybeans)</td>
</tr>
<tr>
<td>Dovern and Weisser (2011)</td>
<td>0.089 (average across G7, GDP)</td>
</tr>
<tr>
<td>Table 4, p. 463</td>
<td>-0.040 (average across G7, inflation)</td>
</tr>
<tr>
<td></td>
<td>0.001 (average across G7, industrial production)</td>
</tr>
<tr>
<td></td>
<td>-0.021 (average across G7, private consumption)</td>
</tr>
<tr>
<td>Ager et al. (2009)</td>
<td>0.309 (average across 12 countries, GDP)</td>
</tr>
<tr>
<td>Tables 5 and 6, pp. 178-179</td>
<td>0.163 (average across 12 countries, inflation)</td>
</tr>
<tr>
<td>Isiklar et al. (2006)</td>
<td>0.330 (pooled estimated across 18 countries, GDP)</td>
</tr>
<tr>
<td>Table II, p. 710</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: Relation between the parameters $\theta$ and $\beta$ for an MA(1) process
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