In this article we consider combining forecasts generated from the same model but over different estimation windows. We develop theoretical results for random walks with breaks in the drift and volatility and for a linear regression model with a break in the slope parameter. Averaging forecasts over different estimation windows leads to a lower bias and root mean square forecast error (RMSFE) compared with forecasts based on a single estimation window for all but the smallest breaks. An application to weekly returns on 20 equity index futures shows that averaging forecasts over estimation windows leads to a smaller RMSFE than some competing methods.
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1. INTRODUCTION

There is a sizeable literature on the merits of combining forecasts obtained from different models, reviewed by Clemen (1989), Stock and Watson (2004), and, more recently, by Timmermann (2006). Bayesian and equal-weighted forecast combinations are being increasingly used in macroeconomics and finance to good effect. In this literature, the different forecasts are typically obtained by estimating a number of alternative models over the same sample period. Pesaran and Timmermann (2007) argued that the forecast averaging procedure can be extended to deal with other types of model uncertainty, such as the uncertainty over the size of the estimation window, and proposed the idea of averaging forecasts from the same model but computed over different estimation windows. Using Monte Carlo experiments these authors show that this type of forecast averaging reduces the mean squared forecast error (MSFE) in many cases when the underlying economic relations are subject to structural breaks.

The idea of forecast averaging over estimation windows has been fruitfully applied in macroeconomic forecasting. Assenmacher-Wesche and Pesaran (2008) used average forecasts based on different vector autoregressive models with weakly exogenous regressors (VARX*) of the Swiss economy estimated over different estimation windows and found that averaging forecasts across windows resulted in improvements over averaging of forecasts across models. Similar results were obtained by Pesaran, Schuermann, and Smith (2009), who applied the forecast averaging ideas to global VARs composed of 26 individual country/region VARX* models. Schrimpf and Wang (2010) applied averaging over estimation windows to forecasts of GDP growth based on the yield curve. Therefore, it is of interest to see if some theoretical insights can be gained to support these empirical findings.

In this article we derive theoretical results for the average windows (AveW) forecasting procedure. First, we consider a random walk model. The most interesting case is when the break occurs in the drift term but we also allow for simultaneous breaks in the drift and volatility of the random walk. The MSFE depends on the time and the size of the breaks, the MSFE of the AveW and ExpS forecasts are smaller than those of the single-window forecasts for all but the smallest break sizes.

An attractive feature of these methods is that no exact information about the structural break is needed. This contrasts with the conventional approach of estimating the break points using such methods as those of Bai and Perron (1998, 2003), and then basing the forecasts on the post-break observations. However, as pointed out by Pesaran and Timmermann (2007), it is not always optimal to base forecasts only on the post-break data. Using pre-break data biases the forecast, but also reduces the forecast error variance. The overall effect of using pre-break...


data on the MSFE is ambiguous and depends on the size and the point of the break. To optimally exploit information concerning parameter breaks in forecasting requires knowing the point and the size of the latest break. Even if the point of the last break can be estimated with some degree of confidence, it is unlikely that the size of the break can be estimated accurately, because it involves estimating the model over the pre-break and post-break periods. If the distance to break (measured from the date on which forecasts are made) is short, then the post-break parameters are likely to be poorly estimated relative to those obtained using pre-break data. In contrast, if the pre-break and post-break samples are both relatively large, then it might be possible to estimate the size of the break reasonably accurately, but in such cases the break information might not be that important. Results from Monte Carlo experiments and from the application to financial time series confirm this intuition.

Closely related to our approach is the suggestion by Clark and McCracken (2009) that averaging expanding and rolling windows can be useful for forecasting in the presence of structural breaks. This can be seen as a limited version of AveW forecasts where forecasts from only two different windows are combined.

Another reason for considering the random walk model with drift and volatility instability is that it is generally thought to describe the stochastic properties of many macroeconomic and financial time series. In this article we apply the AveW procedure to forecasting weekly returns on futures contracts for 20 world equity markets. Compared with a range of competing approaches, such as forecasts from rolling windows, expanding windows, ExpS forecasts, and forecasts based on post-break observations with breaks estimated by the sequential procedure of Bai and Perron (1998, 2003), the AveW forecast has the lowest RMSFE on average. However, in many cases the differences were not statistically significant, largely reflecting the highly volatile nature of weekly returns.

The rest of the article is organized as follows. Section 2 sets out the model, and Section 3 develops the AveW forecasting procedure and establishes its properties. Section 4 considers the ExpS forecast procedure. Section 5 reports the results of the applications to weekly returns on equity futures, and Section 6 concludes. Mathematical details are provided in Appendix A.

2. BASIC MODEL AND NOTATIONS

Consider the following time-varying regression model:

\[ (y_t - \mu_t) = \beta_t(x_t - \mu_s) + \sigma_t \epsilon_t, \quad \epsilon_t \sim \text{iid} (0, 1), \]

which is defined over the sample period \( t = 1, 2, \ldots, T + 1 \) and where the exogenous variable, \( x_t \), is assumed to follow a covariance stationary process with mean \( \mu_s \) and autocovariances, \( \gamma_s(s) \), that are absolute summable, \( \sum_{|s|}^{\infty} |\gamma_s(s)| < K < \infty \). Further assume that the slope parameter, \( \beta_t \), and the standard deviation, \( \sigma_t \), are subject to a break at a time \( t = T_b \) (\( 1 < T_b < T \)),

\[
\beta_t = \begin{cases} 
\beta^{(1)} & \forall t \leq T_b \\
\beta^{(2)} & \forall t > T_b 
\end{cases}, \quad \sigma_t = \begin{cases} 
\sigma^{(1)} & \forall t \leq T_b \\
\sigma^{(2)} & \forall t > T_b 
\end{cases}.
\]

The aim is to forecast \( y_{T+1} \) based on the observations \( (y_1, y_2, \ldots, y_T) \) and \( (x_1, x_2, \ldots, x_T, x_{T+1}) \). When it is known with certainty that the parameters have not been subject to breaks, the forecast based on the ordinary least squares (OLS) estimates using all of the available observations is most efficient in the mean squared error sense. However, when the parameters are subject to breaks, more efficient forecasts can be obtained. As pointed out earlier, Pesaran and Timmermann (2007) showed that there is typically a trade-off between bias and variance of forecast errors. For example, when there is a break in the slope parameter, the use of the full sample will yield a biased forecast but will continue to have the least variance. On the other hand, a forecast using parameter estimates based on the post-break sample, \( (y_{T+1}, x_{T+1}) \), is unbiased but for recent breaks could be inefficient due to a higher variance compared with the full-sample estimate. A third option is to use the optimal window length as suggested by Pesaran and Timmermann (2007). But calculating the optimal window relies on the time and size of the last break. If the break is close to the point of forecast, then reliable estimates of the size of the break cannot be obtained even if the time of the break can be determined accurately. Thus the estimated window length is likely to be suboptimal.

In the absence of reliable information on the point and size of the break(s) in \( \beta_t \) and \( \sigma_t \), a forecasting procedure that is reasonably robust to such breaks will be of interest. In similar fashion to model averaging, which improves forecasts when the optimal model is uncertain, Pesaran and Timmermann (2007) considered the use of different sub-windows to forecast and then to average the outcomes, either by using cross-validated weights or simply using equal weights.

Consider the sample \( (y_t, x_t)_{T = T_{min} + 1} \), with \( 0 \leq T_i < T \), which yields an observation window of size \( W_i = T - T_i \). It is convenient to denote the fraction of observations in the single window (from the time the forecast is formed) by \( w_i = (T - T_i)/T \). The estimation process could start with a minimum window, \( (y_t, x_t)_{T = T_{min} + 1} \), of size \( W_{min} = (T - T_{min})/T \). From \( W_{min} \), other, larger windows can be considered with \( T_i = T_{min}, T_{min} - j, \ldots, T_{min} - j(m - 1) \), thus yielding \( m \) separate estimation windows with \( j \) observations apart. More specifically, we have

\[ w_i = W_{min} + \left( \frac{i - 1}{m - 1} \right) (1 - W_{min}) \quad \text{for } i = 1, 2, \ldots, m, \]

so that \( w_i \in [W_{min}, 1] \). Clearly, \( W_m = 1 \) corresponds to using the full sample. The number of estimation windows, \( m \), can be kept fixed as \( T \) changes or can be allowed to increase with \( T \). In both cases we must have \( m \leq T(1 - W_{min}) + 1 \). The maximum number of possible windows is set by \( m = T(1 - W_{min}) + 1 \). For this choice of \( m \), we have

\[ w_i = W_{min} + \frac{i - 1}{T}, \quad i = 1, 2, \ldots, T(1 - W_{min}) + 1. \]

Similar to the window size, define the distance to the break by \( b = (T - T_b)/T \), with \( b \in (0, 1) \). The forecast outcomes depend on whether \( b \) is a fixed fraction or changes with \( T \). In the former case, \( W_b = T - T_b \to \infty \) as \( T \to \infty \); that is, the number of post-break observations is large when \( T \) is large. In this case, the point and size of the break can be estimated consistently, as was shown by Bai (1997). Under the latter, we consider the case where \( b \to 0 \) as \( T \to \infty \), such that \( W_b = T - T_b \) is small even when \( T \) is large. In this case, which is the focus of this
where \( \hat{y}_{T+1}(w) \) is the forecast from a given estimation window \( w \), and forecasts from all windows are given equal weight.

The first object of interest in this article is comparing the single-window forecast, \( \hat{y}_{T+1}(w) \), and the AveW forecasts, \( \hat{y}_{m,T+1} \), in the mean squared error sense. In the case of the single-window forecast, we focus on the most frequently encountered case where all observations in a given sample are used. In recursive estimation, the single window can be an expanding window or a rolling window, and AveW forecasts can be obtained by averaging over sub-windows within the given expanding or rolling window. Therefore, the AveW procedure is not an alternative to rolling forecasts and can be used irrespective of whether rolling or expanding windows are used in recursive forecasting.

### 3.1 Random Walk With Drift

Initially, we focus on a simple version of (1), where \( \mu_t = \mu_x = 0 \), \( x_t = 1 \) \( \forall t \), and \( \beta_t = \mu_t \) is subject to a single break at time \( T_b \), that is,

\[
y_t = \mu_t + \sigma_t \epsilon_i, \quad \epsilon_i \sim \text{iid } (0, 1),
\]

where

\[
\mu_t = \begin{cases} 
\mu^{(1)} & \forall t \leq T_b \\
\mu^{(2)} & \forall t > T_b
\end{cases}
\]

\[
\sigma_t = \begin{cases} 
\sigma^{(1)} & \forall t \leq T_b \\
\sigma^{(2)} & \forall t > T_b
\end{cases}
\]

The simplicity of this model allows us to obtain finite-sample results for a single break in mean, multiple breaks in mean, and joint breaks in mean and error variance. However, the model is also a forecasting tool for a random walk with drift instability, \( z_t = z_{t-1} + \mu_t + \xi_t \), so that \( y_t = \Delta z_t \), and \( \hat{y}_{T+1} = z_T + \hat{y}_{T+1}(w) \), where

\[
\hat{y}_{T+1}(w) = \frac{1}{T_w} \sum_{t=T(1-w)+1}^{T} y_t,
\]

### 3.1.1 Single Break in Drift and Volatility

In the first instance assume that a single break occurs at date \( T_b \), \( 1 < T_b < T \), and suppose that only the mean of the process is subject to the break, namely \( \mu^{(1)} \neq \mu^{(2)} \), and \( \sigma^{(1)} = \sigma^{(2)} = \sigma \). In this simple case, the one-step-ahead forecast of \( y_{T+1} \) based on a given window of size \( wT \) (from \( t = T \)) is given by

\[
\hat{y}_{T+1}(w) = \mu^{(2)}[1 - I(w - b)] + I(w - b)
\]

\[
\times \left[ b \mu^{(2)} + (w - b) \mu^{(1)} \right] + \frac{1}{T_w} \sum_{t=T(1-w)+1}^{T} \sigma \epsilon_i,
\]

where \( I(c) \) is an indicator function that is unity if \( c > 0 \) and 0 otherwise. Clearly, if \( w \leq b \), then the forecast will have mean \( \mu^{(2)} \) and will be unbiased. There is, however, a bias when \( w > b > 0 \). The associated forecast error, \( \xi_{T+1}(w) = y_{T+1} - \hat{y}_{T+1}(w) \), is

\[
\xi_{T+1}(w) = \left( \mu^{(2)} - \mu^{(1)} \right) \frac{w - b}{w} I(w - b)
\]

\[
+ \sigma \epsilon_{T+1} - \frac{1}{T_w} \sum_{t=T(1-w)+1}^{T} \epsilon_i,
\]

Thus the forecast bias is \( \mathbb{E}[\xi_{T+1}(w)] = (\mu^{(2)} - \mu^{(1)})[(w - b)/w]I(w - d) \). Because \( (w - b)I(w - b) > 0 \), the direction of the bias depends on the sign of \( (\mu^{(2)} - \mu^{(1)}) \). Scaling the forecast error by \( \sigma \), we have the decomposition

\[
\sigma^{-1} \xi_{T+1}(w) = \epsilon_{T+1} + B_{T+1}(w) - \frac{1}{T_w} \sum_{t=T(1-w)+1}^{T} \epsilon_i,
\]

where \( B_{T+1}(w) = \lambda[(w - b)/w]I(w - b) \) and \( \lambda = (\mu^{(2)} - \mu^{(1)})/\sigma \). The first term, \( \epsilon_{T+1} \), represents the future uncertainty, which is given and unavoidable; the second term is the “bias” that depends on the size of the break, \( \lambda \), and the distance to break, \( b \); and the last term represents the estimation uncertainty that depends on \( T_w \). The (scaled) MSFE for a window of size \( w \) is given by

\[
\text{MSFE}(w) = 1 + B_{T+1}^2(w) + \frac{1}{T_w}.
\]

Now consider the forecast from averaging over estimation windows based on \( m \) successive windows of sizes from the smallest window fraction \( w_{\min} \) to the largest possible one, \( w_m \), where each forecast is of the form given in (6). The (scaled) one-step-ahead forecast error associated with the average forecast is

\[
\sigma^{-1} \xi_{m,T+1} = \epsilon_{T+1} + \frac{\lambda}{m} \sum_{i=1}^{m} \left( \frac{w_i - b}{w_i} \right) I(w_i - b)
\]

\[
- \frac{1}{m} \sum_{i=1}^{m} \frac{1}{T_{wi}} \sum_{t=T(1-w_i)+1}^{T} \epsilon_i,
\]

Thus the bias of the AveW forecast is given by

\[
B_{m,T+1} = \frac{\lambda}{m} \sum_{i=1}^{m} \left( \frac{w_i - b}{w_i} \right) I(w_i - b),
\]

and, as before, the sign of the bias depends on the sign of \( (\mu^{(2)} - \mu^{(1)}) \). In this case the computation of the variance of the forecast error is complicated due to the cross-correlation of forecasts from different windows.
Thus in this case, the scaled MSFE is given by
\[
\text{MSFE}(m, w_{\text{min}}; \lambda, b) = 1 + B_m^2 \sigma^2 + \sigma^2 \text{Var}(\hat{y}_{m, T+1}),
\]
with \(B_m\) and \(\text{Var}(\hat{y}_{m, T+1})\) as defined earlier.

The difference between the scaled MSFE of the single-window forecast (9) and that of the AveW forecast (12) is
\[
\text{MSFE}(w_a; \lambda, b) - \text{MSFE}(m, w_{\text{min}}; \lambda, b) = \lambda^2 \left( \frac{w_a - b}{w_a} \right)^2 I(w_a - b) + \frac{1}{T w_a}
- \left[ \frac{\lambda}{m} \sum_{i=1}^{m} \frac{w_i - b}{w_i} I(w_i - b) \right]^2
- \frac{1}{m^2} \sum_{i=1}^{m} \frac{1 + 2(i-1)}{T w_i}.
\]

This depends on a number of parameters, including the size of the single window, \(w_a\). Consider two cases: \(w_a = b\) and \(w_a > b\). When \(w_a = b\), the forecast from the single window is unbiased, whereas the AveW forecast with \(w_m > b\) is biased. The variance of the single-window forecast, \(\sigma^2/(Tb)\), will be very large when \(Tb\) is small, and forecasting from a postbreak sample might not be desirable.

Now assume that \(w_a > b\). In this case we can set \(w_m = w_a\); that is, the AveW forecast is constructed from sub-windows within the expanding or rolling window.

**Proposition 1.** For DGP (5) with given \(T\) and \(b\), the single-window forecast with \(w_a > b\) has a larger absolute bias than the AveW forecast with \(w_i, i = 1, 2, \ldots, T\) and \(w_m = w_a\). In particular,
\[
\left( \frac{w_a - b}{w_a} \right) I(w_a - b) > \frac{1}{m} \sum_{i=1}^{m} \left( \frac{w_i - b}{w_i} \right) I(w_i - b),
\]
if \(w_i < w_a\) for at least one \(i\).

In contrast, the difference between the variance terms is ambiguous. Thus there may be a trade-off between a reduction in the bias and an increase in the variance. Whether or not the AveW forecast has a lower MSFE depends on the length of the single-window forecast, \(w_a\), and the minimum window, \(w_{\text{min}}\), which are chosen by the forecaster, and the break parameters, namely the size and the distance to the break, \(\lambda\) and \(b\).

Table 1 illustrates the trade-off numerically. It reports MSFE\((w_a; \lambda, b) - \text{MSFE}(m, w_{\text{min}}; \lambda, b)\) computed for \(T = 100\), \(w_{\text{min}} = 1\), and different values of \(w_a, w_{\text{min}}, m, \lambda,\) and \(b\). The top two panels report the results when the single window uses all 100 observations, \(w_a = 1\). In the lower two panels, the single window equals the minimum window, \(w_a = w_{\text{min}}\). The first and third panels give the results when the windows in the AveW forecast are one observation apart, the AveW forecasts in the second and fourth panels use 10 equally spaced windows.

First, consider the top two panels. The first line in each panel shows the difference between the MSFE of the single window and that of the AveW window for \(\lambda = 0\), that is, in the absence of a break. In this case, as expected, the single window outperforms the AveW forecasts. However, as \(\lambda\) increases, the bias reduction implied by averaging over estimation windows leads to a decrease in the MSFE of the AveW forecast relative to that of the single-window forecast. The improvement is modest for small breaks, but the difference in MSFEs increases to about a third of the variance of the innovation when the break is equal to the standard deviation of the innovation.

For the range of \(b\) considered, the benefit of averaging forecasts over estimation windows for a given \(w_{\text{min}}\) increases with \(b\), because a larger number of sub-windows over the post-break sample are used. For the same reason, the difference in the MSFEs decreases in \(w_{\text{min}}\) when \(\lambda > 0\). When \(\lambda = 0\), a smaller \(w_{\text{min}}\) increases the variance of the AveW forecast due to the larger number of correlated forecasts included. The results reported in the first line of the first panel for \(m = T (1 - \min) + 1\) and those in the first line of the second panel for \(m = 10\) suggest that the variance term of the AveW forecast decreases in \(m\). When \(\lambda\) increases, the reduction in the bias leads to a larger reduction in the MSFE for a smaller \(m\). However, the size of this effect depends on \(b\) and \(w_{\text{min}}\). Overall, the numerical examples in the first two panels show that the effects of \(b\), \(w_{\text{min}}\), and \(m\) are of second-order importance compared with the gains from averaging forecasts over estimation windows.

The bottom two panels, which compare the AveW forecast using all \(T = 100\) observations and the single window of length \(w_{\text{min}}\), show that for small breaks, the forecast from the short single window has a much larger MSFE than the AveW forecast due to the large estimation uncertainty associated with the small single window. Even for larger \(\lambda\), a single window that is too small leads to an inferior forecast due to the large estimation uncertainty. However, when \(\lambda\) is large and the single window is not too small, using only post-break data can improve the forecast. But this procedure still requires a priori knowledge of the break point or its estimation by means of statistical techniques.

To investigate the implications of estimating the break point for the relative performance of the two forecast procedures, we carried out a Monte Carlo experiment that compares the AveW forecast with \(w_{\text{min}} = 0.02\) to forecasts obtained from using data after the break date estimated by the sequential procedure proposed by Bai and Perron (1998, 2003). We searched for up to three break points and used the observations after the last statistically significant break date to generate one-step-ahead forecasts. We set the trimming parameter to 0.05 and the significance level to 5%, and allowed for heterogeneous covariance matrices across segments. The results were robust to varying these settings. The data were generated using model (5) with \(T = 100\) and \(\sigma_i = 1, \forall i\) for 10,000 replications.

The results in Table 2 show that the MSFE of the AveW forecasts is smaller than that of the forecasts based on post-break observations when \(\lambda < 1\), but when \(\lambda = 1\), the post-break data forecasts have a lower MSFE. This contrasts with the results in the bottom two panels of Table 1 where the post-break data forecast has a lower MSFE for \(\lambda = 0.75\). The uncertainty of the size of the break leads to deterioration of the forecast precision.
### Table 1. MSFE($w_{a}; \lambda, b$) − MSFE($m, w_{\min}; \lambda, b$): Exact results for a single break in drift

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$b$</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.02</td>
<td>$-0.009$</td>
<td>$-0.008$</td>
<td>$-0.009$</td>
</tr>
<tr>
<td>0.1</td>
<td>0.02</td>
<td>$-0.009$</td>
<td>$-0.006$</td>
<td>$-0.005$</td>
</tr>
<tr>
<td>0.2</td>
<td>0.02</td>
<td>$-0.009$</td>
<td>$-0.006$</td>
<td>$-0.005$</td>
</tr>
<tr>
<td>0.4</td>
<td>0.02</td>
<td>$-0.009$</td>
<td>$-0.006$</td>
<td>$-0.005$</td>
</tr>
<tr>
<td>0.75</td>
<td>0.02</td>
<td>$-0.009$</td>
<td>$-0.006$</td>
<td>$-0.005$</td>
</tr>
<tr>
<td>1</td>
<td>0.02</td>
<td>$-0.009$</td>
<td>$-0.006$</td>
<td>$-0.005$</td>
</tr>
</tbody>
</table>

### Table 2. MSFE($\hat{w}_{a}(\text{BP}); \lambda, b$) − MSFE($m, w_{\min}; \lambda, b$): Monte Carlo results for a single break in drift

<table>
<thead>
<tr>
<th>$\lambda \backslash b$</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.156</td>
<td>0.155</td>
<td>0.134</td>
</tr>
<tr>
<td>0.2</td>
<td>0.157</td>
<td>0.158</td>
<td>0.140</td>
</tr>
<tr>
<td>0.4</td>
<td>0.164</td>
<td>0.162</td>
<td>0.164</td>
</tr>
<tr>
<td>0.75</td>
<td>0.123</td>
<td>0.121</td>
<td>0.109</td>
</tr>
<tr>
<td>1</td>
<td>$-0.040$</td>
<td>$-0.242$</td>
<td>$-0.014$</td>
</tr>
</tbody>
</table>

### Table 3 gives numerical examples of the difference in MSFEs when the DGP contains a break in the mean and the error variance, that is, the difference of (15) and (16). Here we concentrate on forecasts with $w_{a} = 1$ and $m = T(1 − w_{\min}) + 1$. The forecast is

\[
\text{MSFE}(w_{a}; \lambda, \kappa, b) = 1 + B_{T+1}^2(w) + \frac{\kappa^2}{T_{a}^2} \left( \frac{w_{a} - b}{T_{a}^2} \right)^2 \times I(w_{a} - b) + \frac{\text{min}(w_{a}, b)}{T_{a}^2}, \tag{15}
\]

where $\lambda = (\mu(2) − \mu(1))/\sigma(2)$ and $\kappa = \sigma(1)/\sigma(2)$. Similarly, for the AveW forecasts over $m$ estimation windows, the scaled MSFE is

\[
\text{MSFE}(m, w_{\min}; \lambda, \kappa, b) = 1 + B_{m,T+1}^2 \left[ \sum_{i=1}^{m} \frac{w_{i} - b}{T_{w_{i}}} \frac{1}{w_{i}} + 2 \frac{m}{\sum_{j=1}^{m} \frac{1}{w_{j}}} \right]
\]

\[
+ \frac{m}{\sum_{i=1}^{m} \frac{\text{min}(w_{i}, b)}{T_{w_{i}}}} \left( \frac{1}{w_{i}} + 2 \frac{m}{\sum_{j=1}^{m} \frac{1}{w_{j}}} \right). \tag{16}
\]

Note: This table reports the difference between the MSFE of the forecast based on post-break data, where the break date is estimated using the sequential procedure proposed by Bai and Perron (1998, 2003). MSFE($\hat{w}_{a}(\text{BP}); \lambda, b$) and that of the AveW forecast, namely MSFE($m, w_{\min}; \lambda, b$). The MSFEs are computed using Monte Carlo experiments with 10,000 replications. Data were generated using DGP (5) with $\gamma = 1$, $\tau$, and $T = 100$. The Bai and Perron test procedure was conducted with up to three breaks, trimming of 0.05, and a 5% significance level. Forecasts were then based on observations after the last detected break. The AveW forecast used $w_{\min} = 0.02$, windows separated by one observation, and $w_{\min} = 1$. Note: This table reports the difference between the MSFE of the single-window forecast for a given $w_{a}$, and the AveW forecast with $w_{\min} = 1$ given in (13), namely MSFE($w_{a}; \lambda, b$) − MSFE($m, w_{\min}; \lambda, b$), when $T = 100$ for different numbers of estimation windows, $m$, break sizes as a proportion of the standard deviation of the disturbance term, $\lambda$, distance to break, $b$, and different minimum window sizes, $w_{\min}$.
Consider a random walk model where the drift term is subject to the low-variance part of the sample, and AveW offers significantly more of the estimation windows in the AveW procedure fall in the minimum size, resulting in large MSFEs. However, as \( b \) increases, more of the estimation windows in the AveW procedure fall in the low-variance part of the sample, and AveW offers significant improvements over the single-window forecast.

### 3.1.2 Multiple Breaks in Drift

Consider a random walk model where the drift term is subject to \( n \) different breaks. Denote the break points by \( b_1, b_{t-1}, \ldots, n \), such that \( b_1 > b_2 > \cdots > b_n \), and let the means of the process over these segments be \( \mu(1), \mu(2), \ldots, \mu(n+1) \). Specifically,

\[
y_t = \mu_t + \sigma \varepsilon_t \quad \text{for} \quad t = 1, 2, \ldots, T, \quad (17)
\]

such that if the sample period is mapped to the unit interval, then the mean from \( t = 1 \) to \( t = b_1 \) is given by \( \mu(1) \), the mean from \( t = b_1 + 1 \) to \( t = b_2 \) is \( \mu(2) \), and so forth.

To simplify the analysis, first assume that \( n = 2 \) and note that the one-step-ahead forecast of \( y_{T+1} \) based on the window of size \( w T \) (from \( t = T \)) is given by

\[
\hat{y}_{T+1}(w) = \frac{1}{w T} \sum_{i=T-w+1}^{T} \sigma \varepsilon_i
\]

\[
+ I(w-b_2)[1-I(w-b_1)] \left[ \frac{b_2 \mu(3) + (w-b_2) \mu(2)}{w} \right]
\]

\[
+ [1-I(w-b_2)] \mu(3)
\]

\[
+ I(w-b_1) \left[ \frac{b_1 \mu(3) + (b_1-b_2) \mu(2) + (w-b_1) \mu(1)}{w} \right].
\]

The one-step-ahead forecast error is

\[
\xi_{T+1}(w) = y_{T+1} - \hat{y}_{T+1}(w) = \mu(3) + \sigma \varepsilon_{T+1} - \hat{\gamma}_{T+1}(w),
\]

which, after some algebra, and noting that \( I(w-b_1)I(w-b_2) = I(w-b_1) \), can be written as

\[
\xi_{T+1}(w)/\sigma = B_{T+1}(w) + \varepsilon_{T+1} - \frac{1}{w T} \sum_{i=T-w+1}^{T} \varepsilon_i,
\]

where \( B_{T+1}(w) = \mu(1)I(w-b_1) + \mu(2)I(w-b_2) \).

### 3.1.3 Break Sizes in the Error Variances

The variance term is unaffected by the possibility of multiple breaks in the mean.

In the case where \( \chi(1), \chi(2), \ldots, \chi(n) \) are distributed independently of the break points, \( b_1, b_2, \ldots, b_n \), with expectations \( E(\chi(i)) = \tilde{\chi} \) and \( E(b_i) = \bar{b} \), the expected bias terms are

\[
E[B_{T+1}(1)] = \tilde{\chi}(1 - \bar{b}) \quad \text{and}
\]

\[
E(\hat{B}_{m,T+1}) = \tilde{\chi} \sum_{j=1}^{m} E[I(w_j - b_j)] w_j - \bar{b}. \quad (18)
\]

If we further assume that the break points are uniformly distributed over the sample [i.e., \( b_i \sim U(0,1) \)], then we have that \( E[I(w_j - b_i)] = Pr(b_i < w_j) = w_j \), and \( E(\hat{B}_{m,T+1}) = (\tilde{\chi}/m) \sum_{j=1}^{m} (w_j - \bar{b}) \). Using (2), it is easy to show that \( (1/m) \sum_{j=1}^{m} w_j = (1 + \min_{b_i})/2 \), and under uniform distribution of \( b_i \), we also have \( \bar{b} = 1/2 \). Thus the difference between the absolute expected bias of the single-window forecast and that of the AveW forecast is \( E[B_{T+1}(1)] - E(\hat{B}_{m,T+1}) = \tilde{\chi}(1 - \min_{b_i})/2 \geq 0 \), which increases in the absolute average break size, \( |\tilde{\chi}| \), and decreases in the minimum window size, \( \min_{b_i} \). Equality holds only when \( |\tilde{\chi}| = 0 \).
3.2 Break in the Slope Parameter

Now consider the more general model (1) and assume that a single break occurs in the slope parameter of the process at date, $T_b$, $1 < T_b < T$, whereas the error variance is constant, namely $\beta^{(1)} \neq \beta^{(2)}$, and $\sigma^{(1)} = \sigma^{(2)} = \sigma$. In this case, the conditional (on $x_{T+1}$) one-step-ahead forecast of $y_{T+1}$ based on a given window of size $wT$ is

$$y_{T+1}(w) = \bar{\hat{y}}(w) + \hat{\beta}(w)[x_{T+1} - \bar{x}(w)],$$

where

$$\bar{x}(w) = \frac{1}{w} \sum_{t=T(1-w)+1}^{T} x_t,$$

and

$$\hat{\beta}(w) = \frac{\sum_{t=T(1-w)+1}^{T} (x_t - \bar{x}(w))^2}{\sum_{t=T(1-w)+1}^{T} (x_t - \bar{x}(w))^2}.$$

Under the assumption that $x_t$ is a covariance stationary process with mean $\mu_x$ and absolute summable autocovariances, $\sum_{s=0}^{\infty} |\gamma_x(s)| < K < \infty$, we have

$$\bar{x}(w) - \mu_x = O_p\left(\frac{1}{\sqrt{wT}}\right).$$

Similarly,

$$\bar{\hat{y}}(w) - \mu_y = O_p\left(\frac{1}{\sqrt{wT}}\right),$$

see Appendix A. The estimate of the slope coefficient can be written as

$$\hat{\beta}(w) = \frac{\sum_{t=T(1-w)+1}^{T} \beta_t (x_t - \mu_x)^2}{\sum_{t=T(1-w)+1}^{T} (x_t - \mu_x)^2} + O_p\left(\frac{1}{\sqrt{wT}}\right),$$

where the first term on the right side of (22) can be rewritten as

$$\frac{\sum_{t=T(1-w)+1}^{T} \beta_t (x_t - \mu_x)^2}{\sum_{t=T(1-w)+1}^{T} (x_t - \mu_x)^2} = \beta^{(2)} + \beta^{(1)} - \beta^{(2)} \left(\frac{w-b}{w}\right) I(w-b) \theta(x, w, b),$$

where

$$\theta(x, w, b) = \frac{T(w-b)}{(T-w)^{-1} \sum_{t=T(1-w)+1}^{T} (x_t - \mu_x)^2} > 0$$

and $x = (x_1, x_2, \ldots, x_T)'$. Conditional on $x$ and $x_{T+1}$ the bias in estimating $\beta^{(2)}$ by $\hat{\beta}(w)$ using the estimation window, $w$, is given by

$$B_{T+1}(w) = \left(\beta^{(1)} - \beta^{(2)}\right) \left(\frac{w-b}{w}\right) I(w-b) \theta(x, w, b).$$

In general, $\theta(x, w, b)$ varies with the particular set of the regressors realized over the estimation window. To simplify the analysis, we can replace $\theta(x, w, b)$ by its mean computed with respect to the assumed distribution of the regressors. When $x_t \sim \text{iid} \mathcal{N}(0, \sigma_x^2)$, using the results of Pesaran and Timmermann (2007, app. C), we have that $E[\theta(x, w, b)] = 1$. Simulations not reported here but available from the authors show that this is true for a range of distributions for $x_t$.

In what follows, we work with $\theta(x, w, b) \approx 1$. In this case, it can be seen from (24) that the bias is proportional to the size of the break, $(\beta^{(1)} - \beta^{(2)})$, and the proportion of pre-break observations in the sample, $(w-b)/w$.

**Lemma 1.** Denote the forecast error based on a single fixed estimation window, $w \in [w_{\text{min}}, 1]$, and a given break point $b \in (0, 1)$, by $\xi_{T+1}(w) = y_{T+1} - \bar{\hat{y}}_{T+1}(w)$, where $y_{T+1}$ is defined by the DGP in model (1) and $\bar{\hat{y}}_{T+1}(w)$ is given by (19). Define $\lambda = (\beta^{(2)} - \beta^{(1)})/\sigma$. Then, conditional on $x_{T+1}$, for fixed $w$ and $b$, the (scaled) forecast error is

$$\sigma^{-1} \xi_{T+1}(w) = \varepsilon_{T+1} + \left(\frac{w-b}{w}\right) I(w-b) \lambda^2 (x_{T+1} - \mu_x) + O_p\left(\frac{1}{\sqrt{T}}\right).$$

Using the foregoing result, we also note that $\sigma^{-1} \xi_{T+1}(w) = \varepsilon_{T+1} + O_p(1/\sqrt{b})$. Now consider the forecast based on averaging the forecasts over the different windows, $w_1, w_2, \ldots, w_m$,

$$\bar{\hat{y}}_{m, T+1} = \frac{1}{m} \sum_{i=1}^{m} \xi_{T+1}(w_i).$$

It follows that the error of the AveW forecast is $\xi_{m, T+1} = 1/m \sum_{i=1}^{m} \xi_{T+1}(w_i)$.

**Lemma 2.** Suppose that the DGP in (1) holds with $\beta_t$ subject to a single break. Consider the forecast error of the AveW forecasts based on $m$ estimation windows, defined by (26) and (19). Let $\zeta(w_i) = [(w_i - b)/w_i] I(w_i - b)$, and $\lambda = (\beta^{(2)} - \beta^{(1)})/\sigma$. Then, conditional on $x_{T+1}$, for fixed $m, w_{\text{min}}$ and given $b$ as $T \rightarrow \infty$, the scaled AveW forecast error is

$$\sigma^{-1} \xi_{m, T+1} = \varepsilon_{T+1} + B_{m, T+1} + O_p\left(\frac{1}{\sqrt{T}}\right),$$

where

$$B_{m, T+1} = \lambda (x_{T+1} - \mu_x) \left[\frac{1}{m} \sum_{i=1}^{m} \zeta(w_i)\right].$$

We are now in a position to compare the MSFE of the standard forecasts based on a single window with the AveW forecasts. First, consider the case where $b$ is fixed as $T \rightarrow \infty$.

**Proposition 2.** Consider the DGP given by (1) with a single break in $\beta_t$. For large $T$ but a fixed $b$ such that $W_b \rightarrow \infty$, the MSFE of the forecast from a single window of length $b$ will be unbiased and will have the lowest MSFE.

This follows directly from the arguments of Bai (1997). Clearly, under such circumstances, averaging over estimation windows will not improve the forecast accuracy.

However, our focus is on the case where $W_b$ remains small as $T \rightarrow \infty$. In this case, the forecast using only post-break data will still be unbiased, but the terms of order $O_p\left(\frac{1}{\sqrt{W_b}}\right)$ will be large when $W_b$ is small, and the variance of the forecast error might be quite high. As shown by Pesaran and Timmermann (2007), in such circumstances a larger estimation window might be more appropriate. Accordingly, in what follows we compare a single-window forecast with window size $w_a > b$ to the AveW
forecast based on \( m \) windows starting with \( w_1 \) and ending with \( w_m = w_a \). In this setup, we have

\[
\sigma^{-1}(\xi_{T+1}(1) - \xi_{m,T+1}) = \lambda(x_{T+1} - \mu) \left[ \xi(w_a) - \frac{1}{m} \sum_{i=1}^{m} \xi(w_i) \right] + O_p\left( \frac{1}{\sqrt{T}} \right).
\] (29)

Proposition 3. Suppose that the DGP in (1) holds and is subject to a single break in \( \beta \), at \( b \). For large \( T \) but a small \( w_a \), the MSFE of the forecast from a single window of length \( w_a > b \) will be larger than that of the AveW forecast with \( w_m = w_a \) and a fixed number of windows, \( m > 1 \).

This follows because the difference in square brackets in (29) is positive, which follows from Proposition 1.

4. FORECASTS FROM TIME–VARYING PARAMETER MODELS

As an alternative to averaging forecasts over estimation windows, we consider time-varying parameter models. Recently, Branch and Evans (2006) considered a number of variations on this class of models and showed that a particularly simple form, known as the “constant gain least squares,” works reasonably well in forecasting U.S. inflation and GDP growth.

Constant gain least squares is equivalent to discounting past observations at a geometric rate, \( \gamma \) (Branch and Evans 2006, p. 160). To analyze this forecasting method, we return to the simple model (5) with a break in mean. We denote the constant gain least squares or exponential smoothing (ExpS) forecast by

\[
\hat{y}_{T+1}(\gamma) = \left( \frac{1 - \gamma}{1 - \gamma^T} \right) \sum_{j=1}^{T} y_{T-j+1}^T.
\] (30)

Now consider the case where the mean of \( y_t \) is subject to a single break at date \( T_b \), \( 1 < T_b < T \), with \( \mu(1) \neq \mu(2) \) and \( \sigma(1) = \sigma(2) = \sigma \). The bias of the one-step-ahead forecast error is \( \text{Bias}[\hat{y}_{T+1}(\gamma)] = (\mu(2) - \mu(1))(\frac{T_b - T + 1}{1 - \gamma^T}) \) (Pesaran and Pick 2008). Because \( 0 < \gamma < 1 \), the sign of the forecast bias is the same as the sign of \( (\mu(2) - \mu(1)) \). The forecast error variance is given by \( \text{Var}[\hat{y}_{T+1}(\gamma)] = \sigma^2[1 + (\frac{1 - \gamma}{1 - \gamma^T})^2(\frac{1 - \gamma^2}{1 - \gamma})] \). It is interesting to note that for all values of \( \gamma \in (0, 1) \), the sampling variance of the forecast error (the second part in square brackets) does not vanish even for \( T \) sufficiently large. Therefore, the exponential down-weighting of the past observations can work only through bias reduction.

The scaled one-step-ahead MSFE in then given by

\[
\text{MSFE}(\gamma; \lambda, b) = 1 + \lambda^2 \left( \frac{y_{1+T} - y_T^T}{1 - \gamma^T} \right)^2 + \left( \frac{1 - \gamma}{1 - \gamma^T} \right) \left( \frac{1 - \gamma^{2T}}{1 - \gamma^T} \right),
\] (31)

where \( \lambda = |\mu(2) - \mu(1)|/\sigma \). It can be shown that for a sufficiently large \( T \), there is a unique \( \gamma \) that minimizes the MSFE. However, choosing the optimal down-weighting parameter \( \gamma \) will depend on \( \lambda \) and \( b \), which typically are unknown.

Table 4 gives a numerical illustration of the difference in the MSFE of the ExpS forecast and that of the AveW forecast, where the AveW forecast uses estimation windows one observation apart. The ExpS forecasts are based on two different choices of the down-weighting parameter, namely \( \gamma = 0.95 \) and 0.99. The results suggest that whereas \( b \) and \( w_{\text{min}} \) have some influence on the final outcomes, the choice of the down-weighting parameter dominates the results. When \( \gamma = 0.95 \), the AveW forecast has a lower MSFE for small breaks, whereas the ExpS forecast has a lower MSFE for larger breaks. This comparison is reversed when \( \gamma = 0.99 \).

To understand these numerical results, we can express the AveW model as a “forgetting factor” model. Forgetting factor models weigh observations \( [y_t]_{t=1}^T \) by factors \( [k_{T-t}]_{t=1}^{T} \) (Hannan and Deistler 1988; Brailoford, Penn, and Terrell 2002). The ExpS model fits naturally into this framework. Using (3) and (4), the AveW forecast can be expressed as

\[
\hat{y}_{m,T+1} = \frac{1}{T(1 - w_{\text{min}}) + 1} \sum_{i=1}^{T(1-w_{\text{min}})+1} \frac{1}{T w_{\text{min}} + i - 1} \sum_{t=T(1-w_{\text{min}})-i+2}^{T} y_t,
\]

where we use the AveW forecast with windows increasing by one observation. Thus each observation \( y_t, t = 1, 2, \ldots, T \), receives the weight

\[
k(T, t, w_{\text{min}}) = \frac{1}{T(1 - w_{\text{min}}) + 1} \sum_{i=1}^{T} \frac{1}{T + 1 - i} [T(1 - w_{\text{min}}) + 1 - i].
\] (32)

Table 4. MSFE(\gamma; \lambda, b) – MSFE(m, w_{\text{min}}; \lambda, b): Exact results for a single break in drift

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( w_{\text{min}} )</th>
<th>( b: \gamma = 0.95 )</th>
<th>( b: \gamma = 0.99 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>0.05</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Note: This table reports the difference in the exact MSFE of the ExpS forecast given in (31) and the AveW forecast with \( w_m = 1 \) given in (12), namely MSFE(\gamma; \lambda, b) – MSFE(m, w_{\text{min}}; \lambda, b), when \( T = 100, m = T(1 - w_{\text{min}}) + 1 \), for different break sizes, \( \lambda \), defined as a proportion of the standard deviation of the disturbance term, the proportion of post-break data, \( b \), the minimum window sizes, \( w_{\text{min}} \), and the down-weighting parameter, \( \gamma \).
When than the weights of AveW for both minimum windows, but the sequential procedure of Bai and Perron (1998, 2003), designing forecasting methods for the mean model (5). The baseline covers the highly volatile episodes associated with the credit indices. Our sample ends on November 24, 2008, and thus the AveW forecast. The weights implied by the AveW forecasts vary much less than the weights implied by the ExpS forecasts. When \( \gamma = 0.99 \), the observations are weighted more evenly than the weights of AveW for both minimum windows, but when \( \gamma = 0.95 \), past observations are discounted much more heavily. This largely explains the results in Table 4.

5. APPLICATIONS TO FINANCIAL TIME SERIES

We now consider the application of the AveW forecasting procedure to weekly returns on futures contracts for 20 equity indices. Our sample ends on November 24, 2008, and thus covers the highly volatile episodes associated with the credit crunch. Details of the data are given in Appendix B.

We recursively compute one-week-ahead forecasts using various forecasting methods for the mean model (5). The baseline forecast uses the observations after the last break identified by the sequential procedure of Bai and Perron (1998, 2003), designated BP, where we search for up to eight breaks and set the trimming parameter to 0.1 and the significance level to 5%. Whereas Pesaran and Timmermann (2007) showed that forecast accuracy can be improved by using some pre-break observations, we use only post-break observations because this is the more common procedure followed in practice, and exploiting the bias-variance trade-off requires knowledge of the break size, which would introduce further complications into the comparative forecasting exercise.

We compare the BP post-break forecasts with two versions of the AveW forecasts. The first version averages forecasts from sub-windows within a rolling window of 156 weeks (equal to three years) using \( w_{\min} = 0.1 \). This yields \( W_{\min} = 15 \). The second AveW forecast averages forecasts from sub-windows in an expanding window using the same number of minimum observations, \( W_{\min} = 15 \). We use \( m = 10 \) windows. The results are qualitatively similar when a larger number of estimation windows is used. We also included forecasts from expanding and rolling windows in our comparisons. For the rolling windows, we considered a rolling window of size \( W = 156 \) and a minimum rolling window of size \( W_{\min} = 15 \). Also, as it could be argued that the AveW forecasts are performing better because they are effectively based on a smaller average window (compared with \( W_{\min} \)), we considered a third rolling-window forecast based on an (average) effective window size of \( W = 85 \), computed as the integer part of \( W_{\min}10/2 + 10/ \cdots + 10/10/10 \). Finally, we computed ExpS forecasts using two down-weighting parameters, \( \gamma = 0.95 \) and 0.99.

For each series, we calculate the absolute bias, the RMSFE, and tests for predictive performance of Diebold and Mariano (1995). More precisely, \( \text{RMSFE} = \left( \frac{1}{n} \sum_{t=1}^{n} \frac{1}{2} \right)^{1/2} \), where \( \hat{e}_{t} = y_{t+1} - \hat{y}_{t+1|t} \), the one-week-ahead forecast, \( \hat{y}_{t+1|t} \), is based on the observations up to \( t \), and \( n \) is the number of forecasts. We also report the RMSFE and the relative RMSFE; that is for, say, the AveW(\( W_{\min} \)) forecast, we report \( \text{RMSFE(AveW(\( W_{\min} \)))} / \text{RMSFE(BP)} \), where BP denotes the forecast from the baseline forecast using the observations after the break date estimated by the Bai and Perron procedure. Values smaller than 1 indicate that the baseline forecast has a larger RMSFE than the AveW forecast. The Diebold–Mariano test statistics for predictive ability are calculated for the loss differential \( l(A, B) = \hat{e}_{A}^{2} - \hat{e}_{B}^{2} \), where \( \hat{e}_{A} \) and \( \hat{e}_{B} \) are the forecast errors for two forecast methods, \( A \) and \( B \).

The results are reported in Table 5. The first line reports the (absolute) average bias (\( \times 100 \)) across the 20 time series, the second line gives the results for the average RMSFE (\( \times 100 \)), and the third line presents RMSFE as a ratio of the RMSFE from the forecasts based on the post-break observations. The lower panel of Table 5 shows the fraction of series where the test of Diebold and Mariano (1995) rejects equal predictive accuracy and the forecast method in the respective column has the lower RMSFE.

The results indicate that the forecasts based on the post-break sample have a smaller average bias than the AveW forecasts but that the average RMSFE is larger than that of the AveW forecasts. Using DM tests, we find that the AveW forecasts are statistically significantly more accurate in 40% of the series when the AveW forecasts are computed within rolling windows and in 45% of the series if the AveW forecasts are based on expanding windows.

Comparing the AveW forecasts with the forecasts based on the corresponding single windows, we find that the AveW forecasts have a lower bias and RMSFE, as predicted by our theory. In contrast, the forecasts from the single rolling window of length \( W_{\min} \) have a lower bias than the AveW forecasts, because they are less likely to include breaks in the estimation window. However, due to the small number of observations used in the estimation, the RMSFE is larger that that of the AveW forecasts. The AveW forecasts are significantly more accurate in about half of the series, whereas the short single rolling window is never significantly more accurate than the AveW forecasts. Comparing the AveW forecasts with the forecasts based on rolling windows of size \( W \) shows that averaging over the
different sub-windows leads to a reduction in bias beyond the implied reduction in sample size. The average RMSFE is reduced even if this difference is not statistically significant.

The ExpS forecast with $\gamma = 0.95$, which discounts past observations at a faster rate compared with the ExpS forecasts with $\gamma = 0.99$, has a lower average bias than the AveW forecasts and—with the exception of the shortest rolling window—all other forecast procedures. However, the rapid discounting leads to a larger RMSFE than the AveW forecasts and all other forecasting procedures with the exception of the shortest rolling window and the post-break window forecast. The ExpS forecast with $\gamma = 0.99$ has a smaller average bias than the AveW forecast within the expanding window and most of the other forecast methods but a larger bias than the AveW forecast within the rolling window. Although the RMSFE is larger than that of the AveW forecasts within the rolling window, it is smaller than that of most other forecast methods.

Overall, it appears that the large variances of the series relative to the size of possible breaks implies that break points are difficult to estimate and forecasts based on such estimates are less precise. Equally, using only short rolling windows increases the estimation uncertainty, which eliminates the benefits from the reduction in forecast bias. The same is true of down-weighting observations when the weights decay too rapidly. Using more slowly decaying weights tends to improve forecast accuracy in the MSFE sense. Overall, for the data considered here, the best results are obtained from averaging forecasts over estimation windows within a rolling window.

### 6. CONCLUSION

We have shown that averaging forecasts over estimation windows reduces the forecast bias and, despite a potential increase in the variance, reduces the MSFE for all but the smallest breaks. We have also compared it with the forecast obtained from exponential down-weighting of past observations. Both can be cast in the framework of forgetting factor models. However, the exponential smoothing forecast is more sensitive to the down-weighting parameter than the averaged forecast is to the choice of the minimum estimation window. Monte Carlo results and the application to time series of returns on equity futures show that averaging forecasts over estimation windows can improve forecast accuracy compared with forecasts from post-break samples when the variance of the process is relatively large compared with the break size. Averaging of forecasts over different estimation windows offers a simple approach to generating forecasts that are reasonably robust to structural breaks of unknown break dates and sizes. It is likely to be particularly effective when the last break date is relatively close to the point of the forecast and the break is of moderate magnitude. Although our theoretical analysis has been confined to point forecasts for random walk and linear regression models, averaging forecasts over estimation windows is likely to improve forecast accuracy in many settings, such as richer models or density forecasts, but we leave these topics for future research.

### APPENDIX A: MATHEMATICAL APPENDIX

**Proof of Proposition 1**

Denote $\gamma(w_i) = [(w_i - b)/w_i]I(w_i - b)$, and note that $\gamma(w_i) \geq 0, \forall w_i$. Furthermore, because $\gamma(w_i)$ is increasing in $w_i$, $\gamma(w_d) \geq \gamma(w_i), \forall w_i \leq w_d$. Therefore $\gamma(w_d) = \frac{1}{m} \sum_{i=1}^{m} \gamma(w_d) \geq \frac{1}{m} \sum_{i=1}^{m} \gamma(w_i)$. Strict equality holds if one element of the last term contains at least one window for which $w_i < w_d$. 

---

**Table 5. Predictive accuracy for alternative forecasts of returns of 20 equity index futures**

<table>
<thead>
<tr>
<th>BP</th>
<th>AveW($W_{min}$)</th>
<th>Expanding windows</th>
<th>Rolling windows</th>
<th>ExpS($\gamma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>post-break</td>
<td>Rolling</td>
<td>Expanding</td>
<td>$W_{min} = 15$</td>
</tr>
<tr>
<td>Bias</td>
<td>1.668</td>
<td>1.874</td>
<td>1.896</td>
<td>2.108</td>
</tr>
<tr>
<td>RMSFE</td>
<td>63.546</td>
<td>61.483</td>
<td>61.531</td>
<td>61.602</td>
</tr>
<tr>
<td>Rel. RMSFE</td>
<td>1</td>
<td>0.968</td>
<td>0.969</td>
<td>0.970</td>
</tr>
</tbody>
</table>

**Diebold–Mariano tests**

<table>
<thead>
<tr>
<th>Post-break</th>
<th>AveW: rolling</th>
<th>AveW: expand.</th>
<th>Expanding</th>
<th>Rolling $W_{min}$</th>
<th>Rolling $W_d$</th>
<th>ExpS($\gamma = 0.95$)</th>
<th>ExpS($\gamma = 0.99$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>RMSFE</td>
<td>63.546</td>
<td>61.483</td>
<td>61.531</td>
<td>61.602</td>
<td>62.661</td>
<td>61.512</td>
<td>61.707</td>
</tr>
</tbody>
</table>

**NOTE:** The forecast methods are (i) using the observations after the last break point estimated by the procedure of Bai and Perron (1998, 2003); AveW forecasts with the minimum number of observations $W_{min} = 15$ weeks and $m = 10$ sub-windows within (ii) a rolling window of length $W_d = 156$ weeks and (iii) an expanding window; (iv) an expanding window; single rolling windows of size (v) $W_{min} = 15$, (vi) $W = 85$, (vii) $W_d = 156$ weeks; ExpS forecasts with (viii) $\gamma = 0.95$ and (ix) $\gamma = 0.99$. The results in the top panel are the absolute average of the bias across the 20 time series, those in the second row are the average of the RMSFE, and those in the third row are the average of the RMSFE as a ratio of the average RMSFE of the post-break window forecast. The results are multiplied by 100. The lower panel reports the proportion of rejection of predictive accuracy using the test of Diebold and Mariano (1995) across the 20 series. We report the fraction of the series where equal forecast accuracy was rejected and the forecasting method in the respective column had the lower RMSFE than the forecasting method in the respective row. Details of the data are given in Appendix B.
Asymptotic Equivalence of $\hat{x}(w)$ and $\mu_x$

Under the assumptions regarding $x_t$ in Section 3.2, $\lim_{T \to \infty} \{T[\hat{x}(w) - \mu_x]_2^2\} = \sum_{t=-\infty}^{\infty} \gamma_t(s)$, and for a given $w \in (w_{\min}, 1)$, $w_{\min} > 0$, $\lim_{T \to \infty} \{T[\hat{x}(w) - \mu_x]_2^2\} = [\sum_{t=-\infty}^{\infty} \gamma_t(s)]/w$, where $\hat{f}_x(0)$ is the spectral density of $\{x_t\}$ evaluated at zero frequency. Using the results of propositions 7.5 and 7.11 of Hamilton (1994), then $\sqrt{T}[\hat{x}(w) - \mu_x] \xrightarrow{D} N(0, \frac{\hat{f}_x(0)}{w})$, where $\xrightarrow{D}$ denotes convergence in distribution. Thus $\hat{x} - \mu_x = O_p(1/\sqrt{T})$.

Asymptotic Equivalence of $\hat{y}(w)$ and $\mu_y$

Using (1) with $\sigma^{(1)} = \sigma^{(2)} = \sigma$ we have

$$\hat{y}(w) = \mu_y + \frac{1}{T} \sum_{t=T(1-w)+1}^{T} \beta_t(x_t - \mu_x) + \frac{1}{T} \sum_{t=T(1-w)+1}^{T} \sigma \varepsilon_t$$

$$\text{and similarly (because } \beta_t \text{ is exogenous)}$$

$$\hat{y}(w) + \beta_t^1 \{\mu_y - \mu_x\} + \frac{1}{T} \sum_{t=T(1-w)+1}^{T} \beta_t^1 \{x_t - \mu_x\}$$

$$= \mu_y + \frac{1}{T} \sum_{t=T(1-w)+1}^{T} \beta_t^2 (x_t - \mu_x) + \frac{1}{T} \sum_{t=T(1-w)+1}^{T} \sigma \varepsilon_t$$

where

$\hat{y}(w) - \mu_y = [T(1-w)]^{-1} \sum_{t=T(1-w)+1}^{T} \bar{y}_t$,

and $\hat{y}(w) = (Tw)^{-1} \sum_{t=T(1-w)+1}^{T} \bar{y}_t$.

Using the results above, we have that $\{w - b\} \bar{y}_t = O_p(1/\sqrt{T})$, and $\{w - b\} \bar{y}_t = O_p(1/\sqrt{T})$, and similarly (because $\varepsilon_t$ is serially uncorrelated with a finite variance) $\bar{y}_t = O_p(1/\sqrt{T})$, which yields the result in (21).

Derivation of $\hat{\beta}(w)$ in (22)

Consider first the denominator of $\hat{\beta}(w)$,

$$\frac{1}{T} \sum_{t=T(1-w)+1}^{T} [x_t - \bar{y}(w)]^2$$

$$= \frac{1}{T} \sum_{t=T(1-w)+1}^{T} \{x_t - \mu_x\}^2 - [\mu_x - \bar{y}(w)]^2$$

$$= \frac{1}{T} \sum_{t=T(1-w)+1}^{T} \{x_t - \mu_x\}^2 + O_p(1/\sqrt{T})$$

where the last equality follows from the foregoing arguments. Therefore, by Slutsky’s theorem, $\{\frac{1}{T} \sum_{t=T(1-w)+1}^{T} [x_t - \bar{y}(w)]^2\}^{-1} = \left[\frac{1}{T} \sum_{t=T(1-w)+1}^{T} \{x_t - \mu_x\}^2\right]^{-1} + O_p(1/T)$. For the numerator,

$$\sum_{t=T(1-w)+1}^{T} \gamma_t \{x_t - \bar{y}(w)\}$$

Proof of Lemma 1

Rewrite (19) as $\hat{y}_{T+1}(w) = \hat{y}(w) + \hat{\beta}(w)(x_{T+1} - \mu_x) + \hat{\beta}(w)[\mu_x - \bar{y}(w)]$ then, using the results in (20), (21), and (24), the forecast error can be written as

$$\bar{e}_{T+1}(w) = \sigma \bar{e}_{T+1} + \{\hat{\beta}(w) - \hat{\beta}(w)\}(x_{T+1} - \mu_x) + O_p\left(\frac{1}{\sqrt{T}}\right)$$

$$= \sigma \bar{e}_{T+1} + \frac{w - b}{w} I(w - b) \sigma \lambda (x_{T+1} - \mu_x) + O_p(1/\sqrt{T})$$

$$+ \hat{\beta}(w)[\mu_x - \bar{y}(w)] + O_p\left(\frac{1}{\sqrt{T}}\right)$$

With $x_t$ being exogenous, $u_t$ and $\varepsilon_t$ are uncorrelated and (25) follows, noting that $\sum_{t=T(1-w)+1}^{T} \varepsilon_t / \sum_{t=T(1-w)+1}^{T} u_t^2 = O_p(1/\sqrt{T})$. Using (A.1), the squared forecast error is

$$\bar{e}_{T+1}(w) = \sigma \bar{e}_{T+1} + \frac{w - b}{w} I(w - b) \sigma \lambda (x_{T+1} - \mu_x)^2$$

Proof of Lemma 2

$$\bar{e}_{m,T+1} = \frac{1}{m} \sum_{i=1}^{m} \{\mu_y + \bar{y}(w)_i\} + \{\hat{\beta}(w)_i - \hat{\beta}(w)_i\}(x_{T+1} - \mu_x)$$

$$= \sigma \bar{e}_{T+1} + \frac{w - b}{w} I(w - b) \sigma \lambda (x_{T+1} - \mu_x)^2 + O_p(1/\sqrt{T})$$

The first term does not vary with $m$. The second term relates to the forecast bias and is bounded in $m$. Now consider the last
term as \( T \to \infty \), for either a fixed \( m \) or as \( m \to \infty \). Using (20), (21), and (22), and after some algebra (noting that \( w_i = w_{\text{min}} < b \)), we have

\[
\frac{1}{m} \sum_{i=1}^{m} \left[ \mu_x - \hat{y}(w_i) + \hat{\beta}(w_i)[\mu_x - \tilde{x}(w_i)] \right] < \frac{K_1}{m^{1/2}} \sum_{i=1}^{m} \frac{1}{\sqrt{w_i}} + \frac{K_2}{m^{1/2}} \sum_{i=1}^{m} \frac{1}{\sqrt{w_i}} (w_i - b) I(w_i - b),
\]

where \( K_1 \) and \( K_2 \) are positive constants. Also, \( m^{-1} \sum_{i=1}^{m} w_i^{-1/2} < w_{\text{min}}^{-1/2} \) and, noting that \( w^{-3/2}(w - b) \) is maximized at \( w^{*} = 3b \), \( m^{-1} \sum_{i=1}^{m} w_i^{-1/2} ((w_i - b)/w_i) I(w_i - b) < 2/(3\sqrt{3b}) \). Therefore, for \( w_{\text{min}} > 0 \), \( \xi_{m,T+1} \) is bounded in \( m \) irrespective of whether \( m \) is fixed as \( T \to \infty \), or if \( m \to \infty \) as \( T \to \infty \).

APPENDIX B: EQUITY INDEX FUTURES AND SAMPLE PERIODS

The equity series refer to futures contracts obtained from Datastream and cover the different periods as set out below. The number of forecasts.

\[\text{Datastream and cover the different periods as set out below. The } \]
\[\text{30 index, Germany (02-Jul-1991 to 24-Nov-2008; 753); } \]
\[\text{Belgium (07-Jun-1994 to 24-Nov-2008; 603); } \]
\[\text{CAC40 index (06-Dec-2000 to 19-Nov-2008; 279); } \]
\[\text{Topix stock price index, Japan (06-Sep-1988 to 19-Nov-2008; 308). } \]
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