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1 Introduction

For African economies, increasing the contribution of manufacturing to gross do-
mestic product (GDP) and exports remains a critical development challenge. On
both accounts Africa has not only lagged behind other developing regions, it has
even fallen below its own recent performance levels. Unfortunately, the waves of
economic reform measures introduced since the mid-1980s have not brought
about the expected turnaround; in fact they are often blamed for being part of the

problem(Noorbakhsh and Paloni 1998, Lall and Wangwe 1998). The small size
of domestic markets and poor infrastructure linking them have long been identi-
fied as major structural problems that dictate small firm size and diseconomies of
scale in African manufacturing. Recent explanations have tended to emphasise
the volatility of the macroeconomic and political environment, and the preva-
lence of corruption in Africa, which are said to render the region’s investment
climate too risky for both the domestic and foreign private sector. The underlying
assumption in these explanations is that firms respond in an identical fashion to
country/industry-wide incentives and shocks. While such macro-level explana-
tions provide valuable insights, little is known about the firm-level performance
and dynamics ofmanufacturing industries, in the developingworld in general and
even less so in sub-Saharan Africa. This of course started to change after the
mid-1990s, with gradual improvements in the availability of micro-data, which
among other things revealed a remarkable heterogeneity of firms (in terms of
market share, efficiency, profitability, growth, etc.) within a narrowly defined in-
dustry and within a given macroeconomic and institutional framework. This has
inspired and permitted a new research direction which closely examines variation
in firm-level responses within a certain macroeconomic and institutional frame-
work and their implications for aggregate outcomes. Tybout (2000) and
Bartelsman and Domes (2000) reviewed this literature, respectively, for develop-
ing and developed countries.
Accordingly, the current study investigates the firm-level dynamics that un-

derlie the aggregate performance of African manufacturing. Its aim is to explain
the competitiveness of African manufacturing industries based on three interre-
lated micro-processes: (i) market selection of efficient producers, (ii)
accumulation of technological capabilities and (iii) accumulation of physical
capital. Key aspects of the competitiveness debate at the macro level, which is
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how it all started, are highlighted below followed by a more process-oriented mi-
cro-level working definition of competitiveness in line with the three
abovementioned elements.
Concerns about competitiveness originated in developed countries, which felt

a keen urge to maintain their industrial and technological leadership against what
they perceived as a growing challenge from developing countries. At the same
time, trade liberalisation and technological advances in transport and communi-
cation increased the degree of competition developing countries faced, rendering
competitiveness a critical development issue. Although competitiveness is now a
widely used concept in policy circles and academia, a lack of clarity remains
about its meaning and determinants. While the concept can be applied at the firm,
sector and country levels, competitiveness nonetheless has often been used in the
context of cross-country relative performance. In this regard, competitiveness is
widely defined as the ability of a country to produce goods and services that meet
the test of international competition while its citizens enjoy a standard of living
that is both rising and sustainable (OECD1992). This definition combines perfor-
mance in international trade with growth in per capita income, and its underlying
dynamics go beyond static efficiency, which is the hallmark of the competitive-
ness issue. For neoclassically oriented economists, the competitiveness debate
has been described as not only misguided but also ‘a dangerous obsession’ that
may lead to protectionism (Krugman 1994). For them, the foregoing definition is
unhelpful, simply because there is no direct link between export performance and
growth in per capita income except for the one-off welfare gain due to specialisa-
tion in commodities that intensively use a country’s abundant resources. Corden
(1994), for instance, argued that the competitiveness challenge is a matter of
striking a judicious balance between the tradable and non-tradable sectors of an
economy, which can be achieved through adjustment of the real exchange rate
and real wages. In this view countries could also boost their long-term competi-
tiveness through productivity growth that is driven by exogenous technical
change. However, a country could remain competitive even when productivity is
declining if it can reduce real wages (Corden 1994). This analysis is obviously
based on the representative firm approach and relies heavily on unit labour costs
for competitiveness, ignoring the role of non-price factors. Nonetheless, the wide
diversity of firm-level performance and response within a narrowly defined in-
dustry means that the representative firm approach is inadequate for
understanding true industry dynamics (Nelson 1981). Ignoring the importance of
non-price factors, moreover, severely limits the scope of the analysis and the pol-
icy options for competitiveness. Although it started in policy circles, at the macro
level the competitiveness debate has gained theoretical support, with non-price
factors, particularly technology, starting to appear directly in the new growth
models.1

Unlike the OECD’s (1992) definition of competitiveness, which relies on final
outcomes in terms of export success and growth in real wages, the current study
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views competitiveness as a dynamic process with some desirable attributes. Spe-
cifically, it refers to industrial progress that is driven by the processes of market
selection, accumulation of technological capabilities and investment. The basic
argument behind this working definition is as follows: To begin with, the alloca-
tion of market shares as well as the entry and exit of producers in an industry
should be dictated by market forces if an industry is to be reckoned as competi-
tive. This requires tolerance of inefficient producers and entry barriers kept to a
minimum. In this framework, however, the focus is on market selection and the
associated reallocation of resources toward more efficient producers of existing
products and as such not on industry dynamics associated with the introduction of
new and better products and processes. Historically though, industrial success
has been underpinned by the introduction of new and better products (Kuznets
1971, Stokey 1991). Competitiveness, therefore, involves industrial progress due
not only to efficient allocation of resources but also to innovation. This dimen-
sion of competitiveness is receiving growing attention as global production and
export of manufactures are increasingly driven by demand for medium- and
high-technology commodities. Finally, competitiveness requires expansion of
production capacity through investment by efficient and innovative firms. The
current study thus examines firm-level capital adjustment patterns and their ef-
fect on industrial competitiveness in a region known for multiple sources of
uncertainty and high adjustment costs.
This research therefore focuses on the micro-processes of market selection,

technological capability accumulation and investment as determinants of com-
petitiveness. It utilises insights from three strands of literature that explicitly
recognise firm heterogeneity to better understand the dynamic nature of competi-
tiveness. These are (i) dynamic models of industrial evolution (also referred to as
models of market selection), (ii) the technological capabilities approach and (iii)
theories of investment under uncertainty and non-convex adjustment costs. These
three approaches have strong micro-foundations and serve as organising frame-
works for an emerging body of empirical literature on industrial evolution, which
is conspicuously scarce for sub-Saharan Africa. While these approaches eschew
the representative firm approach and share a number of common grounds, their
emphases are quite different. Theories of industrial evolution focus on the proper
functioning of markets and their ability to select inherently efficient firms as a
source of aggregate productivity growth. Although certain versions of market se-
lection models incorporate selection under innovation and active learning, the
focus still remains on the market mechanism. It is important to note that models
of market selection are closely related to models of investment, as they assume
survival and growth of efficient firms. The technological capabilities approach,
on the other hand, stresses the importance of firm-specific capabilities as determi-
nants of long-term competitiveness. This approach looks at technological
learning in the context of developing countries, where there are significant mar-
kets failures. Modern theories of investment look into the role of uncertainty in
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investment where investment is hard to reverse and adjustment costs are non-con-
vex. Competitiveness could suffer in this case if uncertainty and adjustment costs
reduce the smooth adjustment of capital stock to desired levels.
This thesis is based on four articles which investigate these three dimensions

of competitiveness in detail. The articles, appearing as chapters 3 to 6, employ the
abovementioned analytical frameworks to analyse the three dimensions of indus-
trial competitiveness independently. The thesis looks at the individual
contributions without endeavouring to provide a single behavioural model that
embodies selection, innovation and investment. While a comprehensive theoreti-
cal model that satisfactorily addresses the three dimensions is also lacking in the
literature, this does not prevent us from analysing their respective roles in indus-
trial competitiveness using the existing frameworks highlighted above. The final
chapter, however, provides a synthesis of the lessons drawn and the interdepen-
dence among them. It is recognised that the micro-processes investigated are
interdependent and that industrial competitiveness would require the joint opera-
tion of the three dimensions. For instance, firms would have no incentive to
innovate if markets did not exert competitive pressure. Competition may, how-
ever, fail to provide a sufficient condition for innovation due to market failures
surrounding technological learning. Competitiveness may also suffer if innova-
tive firms fail to take advantage of their competitive edge through investment.
The firm-level analysis of industrial competitiveness in this study has an inter-

esting parallel with a cross-country analysis based on disaggregated exports. In
what promises to be a resuscitation of the industrialisation agenda, a new crop of
empirical research shows that the path to development is marked by building ca-
pabilities for a broader range of products, as opposed to specialisation in
endowment-based comparative advantage, and that different sectors offer differ-
ing potentials for diversification and hence growth. Imbs and Wacziarg (2003)
showed that countries go through a long process of diversification before they
start to specialise in a relatively narrow range of products for export; and the tip-
ping point occurs relatively late in the development process. Hausmann, Hwang
and Rodrik (2005) showed the importance of the “quality” of a country’s export
basket in determining its future growth rate, which is consistent with Klinger and
Lederman (2004) who point out the importance of discovery of new products (de-
fined in terms of new export items for a country and not necessarily for the
world). However, new products require new and product-specific capabilities
which are rife with market failures. In the words of Hausmann and Rodrik (2006:
37), ‘Unless purposeful action is taken to move towards new activities, countries
may not be able to overcome the market failures that affect the process of struc-
tural transformation. Seen in this perspective, industrial policy is a central part of
any development strategy.’While the stylised facts from these studies clear much
of the cloud surrounding the role of industrialisation, discovery and diversifica-
tion for growth in developing countries, the difficult task of industrial
policymaking ultimately requires more firm-level information and analysis to be
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effective. For instance, which firms are most likely to introduce a new product?
Which ones have the greater chance of surviving and investing? What sort of ca-
pabilities do firms require to grow and gain efficiency? By addressing these and
other similar questions, this thesis contributes to the industrialisation debate in
the context of sub-Saharan Africa.
The organisation of the thesis and its contributions to the relevant literature are

as follows. Chapter 2 provides background information that describes key aspects
of Ethiopian manufacturing, recent developments in the political economy of the
country and the data used in subsequent chapters.
Chapter 3 deals with market selection and its contribution to industrial com-

petitiveness. It uses transition matrices and a decomposition of aggregate
productivity growth to assess how effective African markets are in selecting effi-
cient firms and how much selection contributes to aggregate efficiency. The
analyses in Chapter 3 constitute the first attempt, as far as the author is aware, to
estimate producer turnover and reallocation of market shares and their respective
roles in aggregate productivity in the context of sub-Saharan Africa. The results
of the analyses are therefore much more readily comparable with the empirical
literature on market selection for mature market economies.
The life cycle of firms in terms of entry, survival and growth is addressed in

Chapter 4. This chapter uses duration models and growth regression to delve into
the determinants of firm survival and growth, the results of which constitute ec-
onometric tests of market selection. The survival analysis in this chapter adds to
the limited number of survey-based studies linking survival of African firms with
efficiency (Frazer 2005, Soderbom et al. 2006). It does so by providing first haz-
ard estimates derived from duration models applied to census-based panel data
that excludes micro-enterprises.
Chapter 5 investigates the nature and role of technological capabilities for in-

dustrial competitiveness. The empirical strategy in this chapter is to describe the
distribution of several indicators of technological capabilities and employ econo-
metric techniques to relate them to firm-level performance in terms of
productivity and firm growth. Apart from collecting and analysing primary data
on the technological capabilities of Ethiopian manufacturing firms, an innovative
aspect of this chapter is the effort to link two data sources – a census of manufac-
turing firms and the author’s survey – to answer questions related to innovation,
productivity and growth.
Chapter 6 investigates capital adjustment patterns in African manufacturing

vis-à-vis advanced countries. It also examines the role of uncertainty and other
determinants of investment and their relationship with productivity and innova-
tion using a combination of parametric and non-parametric techniques. This
chapter contributes to our understanding of the investment behaviour of African
manufacturing firms by looking at disaggregated investment within a firm and
addressing somemethodological aspects of analysing the effect of uncertainty on
investment.
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Chapter 7 synthesises the roles of markets, innovation and investment based
on the empirical findings of the preceding chapters and draws some implications
for industrial policy.

6 Chapter 1

1. Researchers also test this hypothesis empirically by linking export and export-related
performance indictors to price and non-price factors, as in Fagerberg (1996).
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2 Background

2.1 The Political Economy of Ethiopia

Modern manufacturing in Ethiopia does not represent a natural progression from
the country’s ancient civilization and cottage industries. Rather, its foundations
lie in the emergence in the early 20th century of a strong central government and
major cities along the now tattered Ethio-Djibouti railway. Fuelled by foreign di-
rect investment, manufacturing started to play an important role in the domestic
economy after World War II. By 1974, foreign nationals had full or majority
ownership of 143 enterprises (52%). The then imperial government facilitated
this process through its five-year development plans, which offered generous in-
centives to foreign investors.
The ownership structure and organisation of the business sector changed radi-

cally after the military regime came to power in 1974. All medium- and
large-scale manufacturing enterprises that were in the hands of local and foreign
private owners were nationalised, along with banks, insurance companies and
large commercial farms. The management of manufacturing enterprises was
highly centralised under a few corporations, which took decisions on how much
to produce and at what price. The government established its own manufacturing
enterprises as well, and controlled the factor markets in such a way that public en-
terprises would enjoy preferential access to credit, foreign exchange and skilled
labour. As in the previous regime, import substitution continued to be the main
industrialisation strategy, but this time with high tariff and non-tariff barriers.
With the coming to power of a reformist government in 1991, the country be-

gan to implement World Bank/IMF-type structural adjustment programs. The
reform measures encompassed macroeconomic stabilisation and trade
liberalisation as well as some elements of industrial policy reform. Trade policy
reforms included the reduction of import tariffs and elimination or reduction of
export taxes, non-tariff barriers and import licensing requirements, as well as the
introduction of export promotion schemes. Tariffs were substantially slashed; the
maximum tariff was reduced from 240% in 1991/92 to 40%. The weighted aver-
age tariff now stands at 19%, and it is expected to decline further since the
country adheres to the regional trade agreement of the CommonMarket for East-
ern and Southern Africa (COMESA).
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A number of reform measures best described as part of the country’s industrial
policy were also put in place. Most of these are contained in the country’s Invest-
ment Law, which was first issued in 1992 with subsequent revisions and
improvements. These policies aim at enhancing private-sector participation (i) by
allowing entry into economic activities formerly reserved for the state sector, (ii) by
removing caps on private investment and (iii) by providing a range of incentives to
enterprises including tax holidays. The Public Enterprises ReformAct of 1992 was
a key industrial policy reform aiming to place public enterprises on a level playing
field with their private-sector counterparts by divesting public entities of their pref-
erential access to factor inputs and by granting them managerial autonomy.
At the macro level, the government committed itself to fiscal and monetary dis-

cipline in an effort that so far has been judged credible by the Bretton Woods
institutions. The country’s macroeconomic development has been marked by low
inflation and manageable fiscal and current account deficits (discussed further in
Chapter 6 and depicted in figure 6.1). Another key feature of the macroeconomic
environment is the exchange rate regime, which has been made increasingly mar-
ket driven. Other important measures in connection with private-sector
development include a new labour law which gives employers more flexibility in
managing their labour inputs and a reduction in the time and effort needed to clear
imported goods from customs and get investment licenses. There has also been a
concerted effort to upgrade the country’s physical infrastructure, particularly roads
and telecommunications, with tangible improvements made despite the long way
yet to go to bring these and other infrastructure services to satisfactory levels.
These encouraging developments have, nonetheless, at times been overshad-

owed by uneasy developments in the political economy of Ethiopia. Following
the removal of restrictions in the early 1990s, private investment started to pick
up pace backed by an accommodating credit flow from the banking sector. In the
mid-1990s, however, a number of businesses mainly in the services sector began
to experience difficulties in repaying their loans. Tension increased as the
non-performing loans of the state-owned and largest commercial bank (the Com-
mercial Bank of Ethiopia) mounted. Subsequently, the Bank Foreclosure Law
was enacted in 1997 allowing banks to sell the mortgaged assets of defaulting
firms without having to first go to court. The provision to bypass the legal system
may seem pragmatic given the weaknesses of the latter to handle such cases in a
timely and orderly manner. However, private businesses perceived the law as
tough and unfair, as it bestowed excessive power on one partner (the banks) of a
financial contract. Investors therefore become very cautious about borrowing,
which manifested in a steady decline of private-sector borrowing from 1997 on-
wards (see also Chapter 6, figure 6.2).
Following the border conflict with Eritrea in the late 1990s, a serious political

crisis again arose in 2001 as the Tigray People Liberation Front (TPLF), the lead-
ing partner in the coalition-based ruling party Ethiopian People’s Revolutionary
Democratic Front (EPRDF), split into two. This apparently internal party affair
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had national repercussions, starting with the decree of the Anti-Corruption Law
in 2001, which introduced yet another shock to the business sector. The dissent-
ing voices from within the party, and key figures in the financial and business
sectors whowere said to be connected to themwere jailed on the basis of the law a
few days after its enactment. For international organisations and donors, includ-
ing the World Bank and IMF, this move signalled a strong state committed to
good governance and fighting corruption. Political analysts and the local private
media, however, interpreted it as a sign of an authoritarian regime determined to
stamp out any opposition and the corruption charges as simply safe and suitable
pretexts. While the reality may lie somewhere in the middle, the incident un-
doubtedly sent a negative signal to the business sector, further dampening the
keenness of the already reticent banks and businesses to engage in investment-re-
lated financial transactions. It is interesting to note that since 2001, the excess
reserve of commercial banks has risen to unprecedented levels while net lending
to the private sector has slipped into negative territory (see IMF 2006 and figure
6.2 for details).
In a number of other instances too, expectations of the business sector and the

actions of the policymaking apparatus seem out of sync in Ethiopia. The intro-
duction of the value added tax (VAT) in 2003 to replace the sales tax, for instance,
was seriously challenged by the business community as “untimely” based on the
country’s inadequate information infrastructure and the unequal treatment of
firms that it entails. Even more serious was the debate between government and
the business community about the introduction of a tax foreclosure law, which
would allow the tax authorities to sell business properties, again without need for
prior court approval, if businesses failed to pay their taxes. The private sector,
through its chamber of commerce, argued that the time allowed for compliance
(30 days) was too short given the weak performance of the economy and also in
comparison with practices elsewhere. The debate, which was the major headline
at the time of the fieldwork for this research (January to April 2004), ended with
the outspoken leaders of the business community (the president and secre-
tary-general of the Addis Ababa Chamber of Commerce) fleeing the country,
presumably for fear of detention. Ironically, this showdown took place at a time
when the country was hosting a key international trade fair organised by the
Addis Ababa Chamber of Commerce. Reading the local news, a foreign investor
from the Netherlands participating in the trade fair commented, ‘What are the au-
thorities trying to tell us? Don’t come here?’ It is against this background – that of
a nation with liberalised and fairly stable macroeconomic conditions and yet a
tense relationship between the public and private sector – that this research exam-
ines the firm-level dynamics of Ethiopian manufacturing.1
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2.2 Basic features of Ethiopian manufacturing

Ethiopian manufacturing exhibits several commonalities with the manufacturing sectors

of other sub-Saharan African economies. The country’s ratio of manufacturing

value-added to GDP, which in the 1960s was about 14%, fell and has stagnated at about

8% since the 1980s— slightly below the sub-Saharan African average of about 11%. Ta-

ble 2.1 provides basic information about the state of manufacturing in Ethiopia during

1996–2002. The industrial structure of the manufacturing sector reflects the dominance

of low-technology industries oriented toward the production of consumer goods. For in-

stance, the food and beverage and textile and garment industries together accounted for

about half of total output and 60% of manufacturing employment. There was a sharp de-

cline in the proportion of public enterprises during the study period, partly due to the

process of privatisation but mainly due to the entry of new private enterprises. The reduc-

tion in public enterprises was marked, with the state sector accounting for just 58%

manufacturing employment in 2002, down from 85% in 1996. In terms of manufacturing

value-added, the share of public enterprises also fell, from 78% in 1996 to 62% in 2002.

Ethiopian manufacturing expanded during 1996–2002. Figure 2.1 shows that
manufacturing output and value-added grew on average by 5.2% and 6.6%, re-
spectively.2 After 2000, however, growth slowed, with an absolute decline in
2002. Although foreign capital was crucial at the inception of Ethiopia’s modern
manufacturing, at the moment less than 5% of firms have non-zero foreign capi-
tal. There is, however, a positive trend in foreign direct investment particularly in
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industries with high import competition (measured in terms of import penetration
rate) such as textile and garments, chemical and plastics and light machinery. Ex-
cept the food and beverages industry, which has a four-firm concentration index
of about 40%, other industries exhibit low levels of market concentration sug-
gesting a competitive market condition.
Figure 2.2 shows the size distribution of firms in terms of employment. The

right skew points to the dominance of small firms in Ethiopian manufacturing.
There has also been an increase in the dominance of small enterprises shifting the
size distribution slightly to the left between 1996 and 2002. The main reason for
this is the high rate of entry by small firms, although downsizing of large firms
has also played a role. It is interesting to note that the size distribution of Ethio-
pian manufacturing firms does not show the “missing middle” observed in many
developing countries (Tybout 2000). This refers to a bimodal size distribution
dominated by small firms at the lower tail of the distribution and by another
(smaller) hump of large firms at the upper tail with a trough in the middle due to a
low frequency of medium-sized enterprises. Apparently this is not the case in
Ethiopian manufacturing. Table 2.2 presents the size distribution by industry,
showing the growing dominance of small firms in some industries, particularly
those in the food and beverage and wood and furniture categories. The last row of
the table shows an increase in the share of medium-sized firms in 2002 compared
to 1996 while the fraction of large firms declined.
According to table 2.3 the level of education of entrepreneurs in Ethiopian

manufacturing is lower than that in Nigeria, comparable to that in Kenya and rela-
tively better than that in Uganda and Mozambique. Looking at the educational
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achievement of general mangers, including both private and public enterprises,
the Ethiopian situation is comparable to that of Nigeria but still lower than that in
China and in India, where nearly all entrepreneurs have a university education.3

The level of formal education of firm owners and managers in Ethiopia, there-
fore, seems relatively better than in other countries in sub-Saharan Africa.
Compared to Kenya and Uganda, where nationals of Asian origin run most of the
manufacturing firms, about 90% of business owners in Ethiopia are originally
from Ethiopia.
The table also shows that the average years of experience of Ethiopian entre-

preneurs before opening a business is similar to that in Kenya and Uganda. There
is a big difference, however, in terms of experience gained by working for a for-
eign firm. In Ethiopia only 13% of owners have such experience, whereas that
proportion is nearly double in Kenya and Uganda. This is unsurprising given the
current ethnic composition of the Ethiopia’s entrepreneurs, who are predomi-
nantly Ethiopian by origin.
In conclusion, Ethiopian manufacturing is at an early stage of development, as

reflected in the dominance of industries producing light consumer goods. The
sector has little or no export orientation, and small private firms play a key role.
The firm-level dynamics investigated in subsequent chapters should be evaluated
in this light.

2.3 The data

This study draws upon two data sources: a census of Ethiopian manufacturing
firms conducted by the Central Statistics Authority (CSA) of Ethiopia during the
period 1996–2002 and a sample survey of 127 Ethiopian manufacturing firms
conducted by the author from January to April 2004.
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1996 2002

Small Medium Large Small Medium Large

Food & Beverage 57.0 15.2 27.8 63.7 15.7 20.6
Textile & Garments 40.3 14.5 45.2 31.3 25.4 43.3
Leather & Footwear 62.3 14.8 23.0 41.2 33.3 25.5
Wood & Furniture 66.3 23.8 9.9 78.4 14.2 7.4
Printing & Paper 52.4 28.6 19.1 56.9 31.9 11.1
Chemical & Plastic 56.9 15.7 27.5 40.5 34.2 25.3
Non-metal 71.0 13.0 15.9 70.3 16.2 13.5
Metal 71.1 13.3 15.6 62.1 24.2 13.6
Machinery 77.3 9.1 13.6 64.7 23.5 11.8
Total 60.3 16.9 22.8 59.9 21.4 18.7

Table 2.2: Size distribution of firms by industry (percent)

Source: Author’s computations based on CSA manufacturing census.
Note: Small = 10–29 employees, medium = 30–99, large = 100 + . Numbers add up to 100 row-wise.



Establishment-level panel data were derived from the annual census of manu-
facturing enterprises conducted by the CSA. This census covers all
manufacturing establishments employing at least 10 persons and using
power-driven machinery. The database is highly confidential, however, and was
made available to the researcher only upon official request. The relatively small
number of manufacturing enterprises of the size mentioned and their concentra-
tion in and around the capital city Addis Ababa has enabled the CSA to carry out
the census every year.4

The panel data contains all relevant information for productivity analysis.
Each establishment was given a unique identification number in combination
with a region code and a four-digit ISIC code. Data was collected on labour, inter-
mediate inputs and their import component, beginning and end-of-period book
values for different kinds of capital, energy consumption and other industrial and
non-industrial costs. Labour data is presented in terms of number of employees
by broad occupational categories and not in hours worked. In the absence of in-
dustry wholesale price indices, average output prices as reported by firms were
used to construct firm- and industry-specific price indices. For firms withmissing
values on output prices the industry price index was used to deflate output and in-
put values. Similarly, industry price indices were applied to deflate input costs
and capital stock. The base year for the industry price index is 1996 (1995/96 is
also the base year for the new consumer price index being used in the country).
The time series on beginning and end-of-period capital stock reported by firms
was inconsistent. For that reason a new series of capital stock was generated us-
ing the perpetual inventory method. A 5% depreciation rate was employed for
buildings and a 10% depreciation rate for machinery and equipment.
As could be expected, the dataset was not without problems. The original

number of observations was 5,167 firm-years for the 1996–2002 period. During
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Ethiopia
1

Ethiopia
2

Uganda Kenya Mozambi
que

Nigeria China India

None 1.2 0.0 3.4 0.0 0.0 3.1 0.0 0.4
Primary 13.8 11.2 8.1 4.0 17.8 5.21 0.1 0.6
Secondary 26.4 12.1 19.8 23.2 44.1 10.8 15.2 9.8
Vocational – – 29.2 13.4 23.5 – – –
University 58.6 76.7 39.6 59.4 14.7 70.8 84.7 89.2
Experience

(in years)
5.5 – 5.0 5.4 – – 10.4 9.9

Foreign firm
experience (%) 12.8 21.6 22.9

–
– – – –

Table 2.3: Educational levels of manufacturing entrepreneurs (percent)

Source: Author’s sample survey for Ethiopia (2004) and World Bank Investment Climate Assessment
Report for Uganda (August 2004: 24).
Notes: (1) For owners of private firms only; (2) For general managers of both private and public enter-
prises; ‘–’ Not available.



the cleanup process, 171 observations (about 3%) were dropped for several rea-
sons. These include missing data either on output or key inputs for the
productivity analysis, non-unique firm identification numbers and observances
where levels of inputs or outputs were extreme outliers. However, the problems
were not concentrated in particular industries or years, and hence the exclusion of
these observations is deemed unlikely to bias the analyses. The number of enter-
prises included in this study is 605 in 1996, increasing to 823 in 2002.5

While the CSA manufacturing census is ideal for the analysis of productivity
and investment patterns, it was not designed to capture technological capabilities.
Fieldwork was designed to fill this gap with a sample survey conducted from Jan-
uary to April 2004.6 In the first stage, the sampling frame was obtained from the
CSA based on the 2002 manufacturing census. This sampling frame contained
823 establishments that employ at least 10 persons with a total of 81,208 employ-
ees represented. In the second stage, the sampling frame was redefined to include
501 establishments located in and around Addis Ababa. In the third stage, four in-
dustries were purposely selected for the survey: textile and garments, leather and
footwear, chemical and plastic and metal. The total number of establishments in
these four industries in Addis Ababa was 210 in 2002. The first two industries are
low-technology ones with a domestic resource base, while the latter two are me-
dium-technology industries with considerable import intensity of inputs. Finally,
stratified random sampling was used to select establishments from the sample
frame. Each industry was stratified by firm size categories: small, medium and
large. See table 2.2 for the firm size categories. Based on this strategy, data was
collected on 127 establishments, making up 25.3% of the entire population of
manufacturing establishments in Addis Ababa. This is 60.5% of all establish-
ments in the four types of industries in Addis Ababa in 2002. Because of the bias
toward large firms, the sample firms account for half of total manufacturing em-
ployment (in firms employing at least 10 persons) in Addis Ababa and 88% of
total employment in the four industries in Addis Ababa in 2002. The fact that
nearly two-thirds of manufacturing firms in Ethiopia are located in Addis Ababa
suggests that the sample adequately represents Ethiopia’s manufacturing sector.
Table 2.4 shows the size of each stratum and the optimal and actual sample

sizes from each stratum. The optimal sample size indicates the distribution that
would have prevailed in a self-weighted sample. As observed from the table,
there is an over-sampling of medium-sized and, particularly, of large firms. This
information was included in the data through the inverse of the sampling weights.
The summary statistics reported in Chapter 5 use these weights.
Deviation from the optimal allocation of establishments in the stratified sam-

ple raised the standard error by about 5%. This appears much lower than the
increase in standard error one would expect from the observed deviations, partic-
ularly for the large size category. Ironically, the deviation from the optimal
allocation seems to have been a blessing in disguise in the sense that it over-sam-
ples the large firms category, which actually shows greater diversity than small
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and medium-sized firms. The small firm category includes firms with 10 to 29
employees while the large firm category includes firms that employ at least 100
employees (in this category the maximum employment size is 2,342). The coeffi-
cient of variation of employment in small, medium and large firms is 0.47, 0.37
and 1.04, respectively, showing that the diversity in the large firm category is
more than twice that in small firms and three times that in medium-sized firms.
Although it was not a deliberate strategy, the outcome of the sampling exercise
was the inclusion of more firms from a highly diverse group and less from a rela-
tively homogeneous group – an outcome that reduces sampling error (Cochran
1977).
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Sample Size Stratum
Total

Sample Proportions

TEXTILE & GARMENTS Optimal Actual Optimal Actual
Small 12 9 17 70.6 52.9
Medium 8 7 11 72.7 63.6
Large 10 14 15 66.7 93.3
Subtotal 30 30 43 69.8

LEATHER & FOOTWEAR
Small 13 10 18 72.2 55.6
Medium 8 8 12 66.7 66.7
Large 7 10 10 70.0 100.0
Subtotal 28 28 40 70.0

CHEMICAL & PLASTICS
Small 17 14 29 58.6 48.3
Medium 13 11 23 56.5 47.8
Large 8 13 13 61.5 100.0
Subtotal 38 38 65 58.5

METAL
Small 18 12 36 50.0 33.3
Medium 8 9 16 50.0 56.3
Large 5 10 10 50.0 100.0
Subtotal 31 31 62 50.0

Grand Total 127 127 210 60.5 60.5

Table 2.4: Stratified sample and sample proportions

1. The political economy literature is full of instances in which a weak state undermines growth
as it fails to organise development and enforce laws. It is quite possible that in some
instances, a strong state could also stifle growth, as strength leads to self-defeating actions
that raise uncertainty (Bates 2000).

2. The difference between the two growth rates is not statistically significant.
3. Notice however that the firm-level surveys for other countries in table 2.3 cover the entire

range of firm size (i.e. micro to large firms) while the Ethiopian survey includes only firms
that employ at least 10 persons. The Ethiopian survey is also restricted to the capital city
Addis Ababa. The average educational attainment of Ethiopian entrepreneurs is therefore
likely to be biased upwards. Also notice that the university degree includes two-year
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diploma programmes as well as the regular four-year and postgraduate degrees. In the first
column, for instance, 34% of university graduates have only a two-year diploma.

4. In advanced countries like the United States, a manufacturing census is carried out every five
years, with sample surveys filling the inter-census periods.

5. The author benefited from close cooperation with experts from the CSA in identifying
problematic cases.

6. The sample survey follows the RPED (Regional Program on Enterprise Development)
format used by theWorld Bank to collect manufacturing sector data in sub-SaharanAfrica.





3 Market Selection and Productivity Dynamics1

3.1 Introduction

This chapter analyses market selection and its contribution to industrial competi-
tiveness by looking closely at whether the processes of firm entry, survival and
exit are driven by underlying differences in firm-level productivity. It also esti-
mates the extent of producer turnover and reallocation of market share and their
contribution to industry-level productivity growth. The chapter uses the cen-
sus-based micro panel data from the CSA of Ethiopia. Some of the analyses are
the first of their kind for a sub-Saharan African country. The stage is set by taking
a closer look at the problems of African manufacturing that were highlighted in
Chapter 1 and at some of the macro-level explanations offered in the literature.
As stated, the poor economic performance of sub-Saharan Africa is perhaps

best revealed in its fragile manufacturing sector. It is the only developing region
that had a declining ratio of manufacturing value-added to GDP during the 1990s.
Although the region has never been an important player in export markets, its
share in manufactured exports originating from the developing world has de-
clined since the 1970s. It is also the only region in the world that does not exhibit
a shift in the technological composition of its exports from natural resource-based
and low-technology products to high-technology commodities.
The industrial landscape of African economies is dominated by micro-enter-

prises in the informal sector, whose role in economic growth has been the subject
of a number of firm-level studies. A key finding of these studies is that micro-en-
terprises have not so far served as a seedbed for modern small and medium-sized
enterprises (SMEs), a situation particularly evident in Africa. Modern small en-
terprises (with more than 10 employees) seldom evolve through the size structure
but rather emerge in and remain in this size category (Liedholm 1990). More-
over, unlike in developed countries, where the number of small enterprises
increases with overall economic activity, it is uncertain whether the same holds
true in developing counties. Rather, their number tends to increase during periods
of recession and economic shocks, casting doubt on their sustainability
(Liedholm and Mead 1999). Most if not all micro-enterprises derive their com-
petitiveness from their ability to evade laws and regulations, implying that a
reduction of regulatory requirements may lead to their disappearance (Fafchamps
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1994). Governmental and non-governmental organisations generally make ef-
forts to help micro-enterprises, essentially as a poverty alleviation strategy. A
viable long-term development strategy, however, must reach beyond targeted
anti-poverty programmes to address issues of competitiveness and industry dy-
namics in a liberalised environment; an issue addressed in this study.
Even the formal and relatively modern segment of manufacturing in Africa

has a long way to go to become internationally competitive and serve as a driver
of long-term growth. Manufacturing value-added as a share of GDP has either
stagnated or declined inmost African countries in recent years. For the region as a
whole, manufacturing’s share declined during the 1990s (figure 3.1),2 leading
some researchers to believe that de-industrialisation was taking place in Africa
(Noorbakhsh and Paloni 1998). Given that most African countries have imple-
mented ongoing economic reform programmes since the mid-1980s, the decline
in the importance of a supposedly progressive sector is disconcerting.
Table 3.1 shows that only 14 out of 50 countries experienced an increase in the

ratio of manufacturing valued-added to GDP after 1985 relative to the average for
the period 1960–1985. For the remaining 70% of countries, the share of manufac-
turing has either stagnated or declined. Most importantly, there has been drastic
slowdown in the average growth rate of manufacturing value-added since the
mid-1980s even in countries where the share of manufacturing in GDP has in-
creased. For East Asian economies this was the period in which manufacturing
gained importance and became technologically advanced.
African countries performed badly in the export of manufactured products as

well. The region’s share in total manufactured exports from the developing
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world declined from 5% in the 1970s to less than 2% in recent years. Unsurpris-
ingly, the gradual increase in the technological content of manufactured exports
observed in the developing world is completely missing in the African context.
Figures 3.2 and 3.3 show that developing countries in general and Asian econo-
mies in particular have been moving away from resource-based and
low-technology manufactured exports toward high- and medium-technology
commodities over time. This shift has been particularly impressive in Asia, where
the share of high-technology exports accounted for more than one-third of total
manufactured exports and exceeded the share of both natural resource-based and
low-technology exports after 1998. Despite some limitations, this transition indi-
cates the technological capabilities and long-term competitiveness of economies
(Lall 2001). The appendix to this chapter (tables 3A.1 and 3A.2) describes the
technological classification of exports and their characteristics.
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Countries Where Manufacturing Value-added to GDP Ratio All Countries

Increased1 Stagnated
1

Declined1

Growth GDP Share Growth GDP Share Growth GDP Share Growth GDP Share

1960–1985 8.7 12.7 6.0 8.7 6.1 10.5 6.8 10.1

1986–2000 4.8 16.0 3.1 8.8 0.6 7.9 3.5 10.6

No of
Countries 14 23 13 50

Table 3.1: Manufacturing value-added average growth rate and ratio to GDP

Source: Author’s computations based on World Bank World Development Indicators (2005).
Note: (1) Based on a linear time trend.
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Figure 3.2: Technological structure of developing countries’ manufactured exports
Source: UNCTAD Handbook of Statistics online.
Key: RB = resource-based manufactured exports; LT = low-technology manufactured exports; MT =
medium-technology manufactured exports; HT = high-technology manufactured exports.



The situation in Africa is rather bleak; the region’s exports are overwhelm-
ingly resource-based and the entire structure suffers a lack of dynamism (figure
3.4).

Explaining the problem

Most economists agree that developing countries in general have structural fea-
tures that constrain their rate of industrial progress. These include small domestic
markets, dependence on imported inputs/capital, low levels of human capital and
poor infrastructure. Other factors relate to government policies in terms of mac-
roeconomic stability and policy predictability (Tybout 2000). There is little
disagreement that these problems are pervasive in sub-Saharan Africa.
The underlying assumption of arguments that emphasisemarket size is the im-

portance of scale economies for industrial progress. If domestic demand for
manufactured items is small and markets are fragmented because of poor infra-
structure, firms will tend to be diminutive and unable to benefit from returns
enjoyed by those with a larger scale of operation. Low incomes limit local de-
mand to basic consumption goods, such as food and clothing (the Engel effect),
produced by industries not characterised by increasing returns to scale technolo-
gies. Moreover, technological possibilities for such industries are rather
restricted and less progressive, limiting the scope for long-term productivity
growth. Indeed, empirical studies have found little significance of scale econo-
mies in suchmanufacturing. Econometric estimates based on small enterprises as
well as samples that also include large enterprises show constant or only mildly
increasing returns to scale (Biggs et al. 1995; Little, Mazumdar and Page 1987).
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Figure 3.3: Technological structure of Asian manufactured exports
Source: UNCTAD Handbook of Statistics online.
Key: See figure 3.2.



The implication is that the dominance of small enterprises in developing coun-
tries may not be as serious a problem as is often thought in the simulation-based
literature (Tybout 2000).
Export orientation supposedly provides countries a “way out” from limited

domestic markets, as witnessed in East Asian economies. This is at the heart of
the Keynesian argument that focuses on demand for exports as a source of growth
(Kaldor 1970). While this view is still relevant, export growth is not an exoge-
nous factor. Initial levels of human capital and other technological capabilities
determine how successful countries can be in adopting new technologies and pro-
ducing products in high demand in international markets. Competitiveness in
export markets is also affected by the availability and quality of domestic infra-
structure. Companies in developing countries are at times forced to provide their
own facilities (power and water, for instance), which on top of higher transport
and other service costs seriously damages their competitiveness. Apart from the
scale effect, exports are believed to provide learning externalities that enhance
productivity. However, the available evidence is mixed regarding the role of ex-
ports in productivity growth. Although in most cases exporting firms are more
productive than firms serving only domestic markets, part of the story is efficient
firms self-selecting to serve export markets. Bigsten et al. (1999) controlling for
self-selection in export markets showed that for a group of four sub-Saharan Afri-
can countries there is “learning by exporting”. It is yet to be seen if this
observation is generally true for other countries in the region.
Apart from the structural issues highlighted above, a number of policy-related

arguments explain economic growth in general with implications for industrial
development. In the past, the externalities expected from industrial development
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Source: UNCTAD’s Handbook of Statistics online.
Key: See figure 3.2.



and the infant industry argument motivated developing countries to follow pro-
tective trade policies. However, the failure of the import-substituting
industrialisation strategy led to the rise of openness and liberalisation as the new
orthodoxy. Its wide acceptance was grounded on the promise of technical effi-
ciency and upgrading. However, whether variation in productivity growth and
industrial success across countries and over time are strongly associated with the
choice of trade policy remains a question with no clear answer.
From a theoretical point of view, it is clear that trade theory does not provide a

strong foundation for free trade policy on the basis of technical efficiency gains
(Rodrik 1992). Short of a general theoretical presumption, however, there are a
number of arguments in support of trade liberalisation for efficiency purposes.
One such argument is the reduction of X-inefficiency with trade liberalisation.

This is supposedly realised as increased foreign competition induces more entre-
preneurial effort to innovate, to cut costs and to acquire technological
capabilities. The assumption is that entrepreneurs choose the “quiet life” in the
absence of foreign competition, leading to a productivity slowdown (Balassa
1988). However, if this argument is to hold water a number of assumptions need
to be made, including weak domestic competition, a backward-bending labour
supply curve for managers and a substitution effect larger than the income effect
(Cordon 1994). Apparently, there is little empirical support for these assump-
tions, particularly in developing countries, although there appears to be
convergence toward the mean industry practice following trade liberalisation,
i.e., reducing the variance in productivity.
The other important argument for liberalisation is based on the observation

that inward-oriented economies are prone to stop-and-go policies that instigate
macroeconomic instability. As such, productivity growth suffers under macro-
economic instability and fluctuations of import levels that undermine capacity
utilisation as well as the incentive to upgrade technology. Liberalisation is ex-
pected to reverse this situation by promoting stability, improving reserve
positions and enhancing capacity utilisation as availability of imported inputs im-
proves (Pack 1992). Yet, while it is often true that the level and stability of
macroeconomic incentives affects productivity growth, this does not necessarily
constitute an argument for trade liberalisation in the strict sense of the term. Pro-
ductivity declines due to a volatile macroeconomic environment should be dealt
with by macroeconomic policy and not trade policy reform (Rodrik 1992).
The new trade theories bring to the surface the original thinking on the gains

from free trade, i.e., specialisation and cultivating dynamic scale economies. By
opening global markets for domestic firms, liberalisation was said to permit ex-
ploitation of increasing returns to scale. The static benefits from trade could be
compounded by productivity growth if trade liberalisation led to the emergence
or expansion of industries featuring increasing returns to scale technologies. The
catch is that there is no guarantee that these possibilities will be realised. There is
a strong emphasis on exports in this argument, which also happens to be its weak-
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ness. Protection cannot be considered the major reason why domestic firms do
not take advantage of export markets if they offer increasing returns. In actuality,
exports of manufactured goods from some developing countries started to grow
well before trade liberalisation. On the other hand, if import-competing indus-
tries are also the ones that exhibit increasing returns to scale technologies, then
trade liberalisation cannot ensure productivity gains because of falling market
shares (Rodrik 1988).
Most of the empirical evidence linking trade policy with technical efficiency

has been inconclusive so far. What makes these studies even less useful is not so
much their inconclusive findings but rather their failure to distinguish macroeco-
nomic policy from trade policy. Coming back to our point, little light has been
shed by efforts to trace poor industrial performance in sub-Saharan Africa to pro-
tectionism or incomplete liberalisation.
Although developing countries have tended to protect their manufacturing in-

dustries, they also generally have burdensome administrative mazes that stifle
firm entry, growth and exit. A recent body of theoretical and empirical literature
argues that hampering these processes of firm dynamics is likely to reduce aggre-
gate (industry-level) productivity growth if such processes are indeed driven by
underlying differences in efficiency. In other words, even in the absence of scale
economies, industries can experience productivity growth if technological heter-
ogeneity predisposes more productive firms to grow while forcing inefficient
firms to contract and exit. Any government policy that reduces entry and exit bar-
riers and enhances competition (including trade policy) is therefore likely to lead
to productivity growth.
According to this argument, sluggish industrial growth in sub-Saharan Africa

and other developing countries is thus partly explained by weakmarket selection,
which tolerates inefficient firms (Collier and Gunning 1999). In a review of man-
ufacturing firms in developing countries, Tybout remarked:

If extensive regulation and taxation combine with credit market problems to keep
small firms from challenging their entrenched larger competitors, we should observe
few firms graduating from informal to formal status. Further, those firms that gradu-
ate should show relatively little mobility up the size distribution and market shares
should be relatively stable among the largest firms (2000: 25).

Earlier attempts to test these hypotheses in Africa found high rates of producer
turnover in the micro and small enterprises sector with growing firms standing a
better chance of survival (Liedholm and Mead 1999, McPherson 1995). This
suggests a competitive environment. However, other observations by the same
authors, such as the fact that most firm closures happen for non-business reasons,
that the exit hazard does not decrease with firm size and that firms seldom gradu-
ate to the formal sector (with 10 workers or more), imply that firm dynamics in
Africa may not be strongly driven by market selection. Recent studies that focus
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on the manufacturing sector only but employ a broad range of firm sizes found
that small firms grow faster than larger ones and the exit probability is higher
among small and inefficient firms. These conclusions support the implications of
market selection models (Gunning andMengistae 2001; Frazer 2005; Söderbom,
Teal and Harding 2006). However, key assumptions of market selection models,
particularly on the reallocation of resources and the contribution of producer
turnover, remain unexplored in sub-Saharan Africa, mainly because of the ab-
sence of reliable industrial census data and partly due to the confidentiality
problem that restricts access to such data (Gunning and Mengistae 2001).
This chapter contributes to filling this gap. Using a census-based panel of

manufacturing establishments in Ethiopia, it examines the heterogeneity in
firm-level productivity and whether this heterogeneity drives observed patterns
of entry, exit and survival. Most importantly, it estimates the magnitudes of pro-
ducer turnover and reallocation of resources from less efficient to more efficient
producers, and their respective contributions to industry-level productivity
growth. In doing so, the chapter addresses two central questions:

• How strongly do African markets, as represented by Ethiopia, select effi-
cient firms?

• Does market selection play an important role in long-term industrial
progress?

This is the first attempt, as far as this author is aware, to test the assumptions of
market selection models based on manufacturing census data for a sub-Saharan
African economy. The organisation of the chapter is as follows. Section 3.2
briefly reviews the theoretical and empirical literature on market selection. Sec-
tion 3.3 discusses the nature of the data and estimation methods. Section 3.4
presents the evidence on firm exit, entry and survival using productivity transi-
tion matrices. Section 3.5 discusses alternative methods of decomposition of
productivity growth and the corresponding results. Section 3.6 examines shifts in
the distribution of productivity over time, and section 3.7 draws conclusions.

3.2 Literature on market selection

3.2.1 Dynamic theories of industrial evolution

There is ample evidence showing that total factor productivity (TFP) growth is a
major driver of economic growth both in developing and developed countries,
with its role being slightly higher in the latter than in the former (Chenery et al.
1986). However, a major theoretical and empirical challenge in the growth litera-
ture is identification of the sources of productivity growth.
Analyses of productivity growth, either in the growth accounting framework

or in relation to trade policy, suffer a methodological problem. Most studies rely
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on aggregate-level productivity estimates which assume that all firms in an indus-
try, sector or country employ the same technology and respond to shocks, such as
changes in relative prices, in a similar fashion. Under such a representative firm
approach, productivity growth is regarded as an orderly shift in technology across
all firms. Empirical observations based on the increasing availability of industrial
census data disclose a completely different reality. Even within a narrowly de-
fined industry and within a given macroeconomic and institutional framework,
firms exhibit a considerable degree of heterogeneity in size, capital intensity and
profitability (Tybout 1991). This diversity seems to sustain an autonomous state
of flux even in the absence of any change in relative prices. Some firms grow
while others contact; some firms enter an industry while others exit. It is therefore
futile to attempt to capture true productivity dynamics at the industry level with
the representative firm approach (Nelson 1981). Not only is there no single pro-
duction function, but productivity growth involves a process of learning,
innovation, investment, entry and exit rather than a smooth shift across all firms
(Roberts and Tybout 1996). The evidence from micro-level studies also suggest
that policies can influence industry-level productivity through their effect on
market selection even when technology does not exhibit increasing returns.
There are several explanations for the existence of firm-level heterogeneity

and how it is linked to aggregate productivity. Some of them are in a general
equilibrium framework while others follow a partial equilibrium approach. Gen-
eral equilibrium analysis pays attention either to the rate at which new products
are introduced in an economy (Lucas 1993) or the rate at which low-quality prod-
ucts are progressively replaced by higher quality ones (Stokey 1991). This
chapter focuses on partial equilibrium models, which have testable hypotheses at
the firm level in relation to aggregate productivity dynamics.
Significant progress has been made in explaining firm heterogeneity in pro-

ductivity using dynamic partial equilibrium models. These models recognise
technological heterogeneity as a major source of inter-firm productivity differ-
ences. One such model is the passive learning model suggested by Jovanovic
(1982). In this model producers learn about their endowments of relative effi-
ciency by participating in the market. Firms that receive positive productivity
shocks expand and achieve their true level of productivity, growing in size in the
process. Firms that learn they are relatively inefficient contract and eventually
exit. Therefore, even in competitive product markets, firms of varying levels of
productivity can coexist, because it takes time to discover one’s true efficiency.
This model has important testable implications: growth is relatively faster among
small firms, which are also relatively less productive and more likely to exit. For
a given age cohort, themodel predicts the survival rate will be higher among large
firms, which will also exhibit relatively narrow productivity differences.
This is unlike themodel by Lucas (1978), according to which firms have accu-

rate knowledge of their relative efficiency prior to entry. According to Lucas, this
difference does not disappear over time and generates a skewed distribution of
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firm size reflecting heterogeneous productivity originating from permanent dif-
ferences in managerial talent. Hopenhayn (1992) provides a model in which
productivity differences persist over time, mainly because the competitive advan-
tages acquired by firms (for whatever reason) are not quick to diminish. In this
model, a large productivity shock in the current period increases the probability
of the firm experiencing a larger productivity shock in the next period.
Hopenhayn’s model also suggests that simultaneous entry and exit of firms with
offsetting results would take place with sufficiently low sunk entry cost. How-
ever, the latter would also increase competitive pressure on incumbents and
hence lead to productivity growth at the industry level. This means, even though
entry and exit may not have a significant immediate impact on aggregate produc-
tivity, because of their size and the cancelling out effect, theymay have important
implications in the long run (Tybout 1996). Policies that raise entry cost may
therefore lead to uncompetitive industries by protecting incumbents from market
selection.
The models discussed above abstract from firm-level efforts to enhance pro-

ductivity. Ericson and Pakes (1995) developed a market selection model that
incorporates firm-level investments in productivity-enhancing activities. The
source of heterogeneity is therefore idiosyncratic shocks or uncertainties as to the
outcomes of these investments. In their model, profitability tends to decline if
firm-level efforts to improve their profit-earning capability (upgrading product
quality, improving production organisation and techniques, exploring new mar-
ket channels, etc.) are unsuccessful. Eventually the firm reaches a point where it
is optimal to abandon the business. Therefore, the decision to exit is conditional
on returns to productivity-enhancing efforts. If such innovation succeeds, the
firmmoves up in the productivity distribution of the industry in which it operates.
Heterogeneity arises not only because of differences in returns to investments

in technology, but also because of the effect of uncertainty on decisions on
whether to invest. Dixit (1989) showed that an unpredictable incentive regime in-
creases entrepreneur reluctance to invest in technology. This means that firms at
different technological levels could coexist in the market, reflecting differences
in the vintage of different cohorts of firms. Policy predictability would thus af-
fect the rate of change of productivity.
Jovanovic and MacDonald (1994) provided a competitive diffusion model, in

which innovation and imitation are alternative and costly sources of productivity
growth, and the relative desirability of each depends on the current know-how of
the firm as well as the state of knowledge of the industry. One implication of this
model is that small firms tend to grow faster than large firms because their proba-
bility of success from a given learning effort is greater for the former than for
large technologically leading firms.
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3.2.2 Empirical studies of industrial evolution

The theoretical literature on market selection has served as an organising frame-
work for a number of empirical studies that assess the link between firm
dynamics and aggregate performance. The empirical literature can be divided
into two broad categories: those studies that test the assumptions of market selec-
tion models and those that test their implications. Studies that assess the
assumptions of market selection models are based on industrial census data and
tend to be limited to industrialised countries. Few such studies are available from
semi-industrialised developing countries. Absence of reliable industrial census
data coupled with the confidentiality problem has so far prevented the testing of
the assumptions of selection models in sub-Saharan Africa (Gunning and
Mengistae 2001).
On the other hand, several empirical studies have assessed the implications of

market selection models. For Ethiopian firms, for instance, see Gunning and
Mengistae (2001) and Mengistae (1995). Such studies test the age and size ef-
fects on firm growth to find out which proposition of selection holds in a
particular circumstance. Such studies almost invariably find evidence that sup-
port the passive learning model of Jovanovic (1982); i.e., small firms tend to
grow faster than large firms, though they also tend to exit the market more often
than large firms. Growth also declines with age, but older firms are more produc-
tive and less likely to exit than younger ones. Evidence from these studies
suggests that African markets do exercise competitive selection.
Studies that assess the assumptions of market selection models, on the other

hand, seek evidence for the existence and extent of productivity differences
among entrants, exiting firms and incumbents, or between exporters and non-ex-
porters. They also investigate whether there is reallocation of resources and
market shares away from less efficient firms to more efficient ones. The evidence
in this respect is more complex and difficult to summarise. A common finding is
that incumbents are more productive than both exiting firms and new entrants,
with the latter two largely found at the lower end of the productivity distribution.
In Taiwanese manufacturing, for instance, entrants were less productive than in-
cumbents in seven out of nine industries, and the average productivity of exiting
firms was less than that of continuing firms for every industry and time period
studied (Aw et al. 2001). The role of net entry for industry-level productivity
growth in Taiwan was also key, ranging between 1% and 35%. Aw and col-
leagues found intra-firm productivity growth (the “within effect”) to also be
much more important and closely related to the pattern of productivity growth in
an industry. In the United States, net entry had no significant role in aggregate
productivity, even acting as a net drag at times (Baily et al. 1992). However, the
study by Baily and colleagues found both exiting and entering firms to be less
productive than incumbents.
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The divergence of evidence is even more stark regarding the importance of
productivity reallocation, i.e., reallocation of resources and market share among
continuing firms based on productivity differences. The literature from devel-
oped countries finds evidence of a positive and significant effect of market share
reallocation. Baily et al. (1992) show that such reallocation contributed 30% to
40% of industry-level productivity growth during periods of productivity im-
provement and helped to offset sharp declines during periods of productivity loss.
Bernard and Jensen (1999) found similar evidence for US firms, for which the re-
allocation effect was greater than 40%. For Taiwan, the reallocation effect was
close to zero (Aw et al. 2001). In Colombia, reallocation had little long-run ef-
fect on aggregate productivity growth, despite substantial year-to-year
differences (Liu and Tybout 1996).3 Like Aw and colleagues, Liu and Tybout
found the “within effect” (intra-firm) to be significant in explaining indus-
try-level productivity changes in Colombia. On the other hand, Pavcnik (2002)
reported that about 70% of productivity growth in Chilean manufacturing is ex-
plained by reallocation of resources from less efficient to more efficient firms.
More recently, Petrin and Levisohn (2004) found a positive and significant role
of reallocation for Chilean firms based on an alternative decomposition method
that is also used here. Comparing these results is complicated, however, by differ-
ences in decomposition methodology, the weights used for aggregation and the
industries studied.
This chapter provides empirical evidence from sub-Saharan Africa that can be

readily compared with the evidence presented above. Such an exercise has so far
been hindered by differences in the nature and composition of samples thus far
used in firm-level studies in Africa. For instance, the work by Liedholm and
Mead (1999) andMcPherson (1995) left out the medium and large size categories
and used a mixture of manufacturing and service industries. Frazer (2005) and
Söderbom et al. (2006) showed the importance of efficiency for firm survival, yet
did not establish the link between firm and industry dynamics. Moreover, their
sample was drawn from a few manufacturing industries and with large firms
heavily represented. Using similar data, Van Biesebroeck (2005) went further, to
investigate firm size and productivity dynamics using transition matrices and de-
composition of aggregate productivity growth based on panel data of surviving
manufacturing firms. He found persistence in the distribution of firm size and ef-
ficiency, and that intra-firm productivity growth dictates industry-level
productivity growth much as in other developing and developed countries.
As indicated, this chapter analyses firm and industry dynamics using cen-

sus-based panel data. This facilitates direct comparison with benchmarks in the
literature, as census-based panel data allow not only the estimation of producer
turnover and its contribution to aggregate productivity growth but also more ac-
curate estimation of the resource reallocation role of markets.
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3.3 Estimation of productivity

An important assumption of dynamic models of industrial evolution is the rela-
tionship between productivity shocks and input levels. Productivity shocks
constitute part of the information that firms need to decide whether to stay in a
market as well as input levels if they do continue to operate. The correlation be-
tween input levels and firm-specific productivity shocks that are unobservable to
the researcher creates a simultaneity problem. Estimation methods that ignore
this correlation (like OLS) yield biased and inconsistent factor elasticity esti-
mates. Hence, productivity analysis based on such estimates will also be
unreliable.
Earlier attempts to solve this problem used a fixed effects estimation method

on a panel of firms that sweeps away any association between firm-specific fixed
effects and input levels. While this methodminimises the simultaneity bias, it as-
sumes, as the name indicates, that the unobserved effects vary across firms but
remain time-invariant. There is however much interest in time-varying idiosyn-
cratic shocks, as they allow empirical testing of policy outcomes as well as of the
implications and assumptions of theories on industrial evolution. Researchers
have attempted to achieve this by regressing the fixed effects as some function of
time. There are two approaches along these lines, both in the stochastic frontier
production function tradition. The first, by Cornwell et al. (1990), starts by esti-
mating a fixed effects model, the residual of which is regressed against time and
time squared. The models can be represented as follows:

Y x k u

t t

it it k it it it

it

= + + + +

= + +

β β β η

η α α α
0

1 2 3

2
(1)

where η
ti
is the productivity term and u

ti
is the standard zero mean and constant

variance residual. While this approach makes the productivity term vary over
time, it remains an arbitrary choice of time function with little economic sense.
Another approach in the stochastic frontier production function for a time-

varying efficiency term runs as follows:

( ) ( )Y f x vit it it it= , expβ λ (2)

whereλ
it
is the level of efficiency for firm i at time t and lies in the interval (0,1),

whereas v
it
is a purely random shock that includes measurement errors. Equation

(2) can be expressed in logarithmic terms as follows:

( ){ }ln ln , lnY f x vit it it it= + +β λ (3)

Given the range of λ
it
we can define u

it it
=− lnλ and express the equation as

( ){ }ln ln ,Y f x v uit it it it= + −β (4)

In a time-invariant model u u
it i
= , but for a time-varying approach Battese and

Coelli (1992) chose a particular function of time that multiplies the fixed effect:
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( ){ }u t T uit i= − −exp η (5)

whereT
i
is the last time period for a particular firm and η is a decay parameter

(η=0) would amount to a time-invariant model). Again in this definition the
time-varying element is derived from the time-invariant efficiency term with a
particular function of time which has little economic implication.
Olley and Pakes (1996) proposed an innovative approach using investment as

a proxy for unobserved effects. They defined a production functionwith two error
components: one representing white noise and another representing a firm-spe-
cific productivity shock. Theymodelled investment as a non-decreasing function
of the productivity shock and other state variables. By inverting the investment
function, they defined a functional form for estimating productivity. The
Olley-Pakes approach is considered to provide a better solution to the simultane-
ity problem compared to the fixed effects and GMM estimators as it leaves more
identifying variance in inputs and exogenous variables (Griliches and Mairesse,
1998).4 However, since the Olley-Pakes approach requires non-zero investment,
it truncates firms with no investment. Its application to firm-level data from de-
veloping countries is thus limited, as nearly 50% of firms do not invest in a given
period. Moreover, the presence of adjustment costs in investment implies that the
proxy may not catch the whole productivity shock.
Following the same strategy as Olley and Pakes (1996), Levinsohn and Petrin

(2003) devised a model that uses intermediate inputs as a proxy for unobservables.
One important advantage of this method is that it avoids truncating firms with zero
investment since almost all firms do use intermediate inputs. In addition to the data
advantage, the Levinsohn-Petrin method also picks up a substantial proportion of
productivity shocks, as intermediate inputs are relatively easier to adjust than in-
vestment. The fact that intermediate inputs do not form part of the state variables
that determine the relative position of a firm in an industry also makes them good
proxy variables. The productivity estimates used in this chapter are obtained by ap-
plying this procedure to the value added by Ethiopian manufacturing firms.
The estimation of firm-level TFP in this study follows the Levinsohn-Petrin

method. The production function with two error components is written as
follows:

y l k m wt l t k t m t t t= + + + + +β β β β η0
(6)

where y t represents the logarithm of firm-level gross revenue or value-added; lt

and mt are the logarithms of labour and other freely variable intermediate inputs;
and k t is the logarithm of state variable capital. The subscript i is suppressed for
ease of expression.
To overcome the simultaneity bias, Levinsohn and Petrin (2003) assume de-

mand for intermediate inputs to be a function of the state variables k t and wt :

( )m m k wt t t t= , (7)
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Assuming demand for intermediate inputs as monotonically increasing in pro-
ductivity wt , one can invert equation (7) to get a functional form for wt as
follows:

( )w w k mt t t t= , (8)

Equation (8) now expresses the unobserved productivity term as a function of
two observables. This term is substituted into equation (6).
A final identification restriction requires a first-order Markov process for the

productivity term, following Olley and Pakes (1996):

[ ]w E w wt t t t= +−1 ξ (9)

whereξ t is innovation to productivity that is not correlated with k t , but not neces-
sarily with lt ; Levinsohn and Petrin identify this as part of the source of the
simultaneity problem.
In a value-added production function, equation (6) takes the following form:

v l k wt l t k t t t= + + + +β β β η0
(10)

Using the inverted demand function for intermediate inputs from equation (8)
and substituting it into equation (10) yields the following:

( )v l k mt l t t t t t= + + +β β φ η0 , (11)

where ( ) ( )φ β βt t t k t t t tk m k w k m, ,= + +
0

.

By substituting a third-order polynomial expansion in k t and mt in place of

φ t t tk m( , ), it is possible to find a consistent estimator of the parameters of the
value-added equation using OLS:
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where β
0
is not separately identified from the intercept of ( )φ t t tk m, . This first-

stage estimation provides a consistent estimate ofβ
l
that is not contaminated with

the correlation of labour with current period productivity. It also gives an esti-
mate of ( )φ t t tk m, . However, since k t appears twice in ( )φ t t tk m, it is not
identified without further restrictions.
The second stage, therefore, begins by computing the predicted value of

φ t from (12):
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For any candidate value ofβ
k

* (say from a Cob-Douglas production function) a

predicted value for wt can be estimated using
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� � *w kt t k t= −φ β (13)

With these values, a consistent non-parametric approximation (locally weighted

regression) to [ ]E w wt t −1 is given by the predicted values from the regression:

�w w wt t t t t= + + + +− − −γ γ γ γ ε0 1 1 2 1

2

1

3 (14)

Levinsohn and Petrin (2003) call this [ ]E w wt t −1 .

Given � , *β β
l k

and [ ]E w wt t −1 , Levinsohn and Petrin write the sample residual

of the production function as follows:

[ ]� � � *η ξ β βt t t t t k t t t
v l k E w w+ = − − − −1 (15)

The estimate for �β
k
of β

k
is defined as the solution to
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(16)

The further analyses in this chapter use firm-level productivity estimates de-
rived from the application of the Levinsohn-Petrin method to a panel of Ethiopian
manufacturing firms for the period 1996–2002. The dependent variable is value
added and the production function is estimated for nine industries separately, fol-
lowing the procedure outlined in Petrin, Poi and Levinsohn (2004).
Once the coefficients of the value-added production function are estimated as

outlined above, TFP is estimated as follows:

( ) ( )TFP w y xit it it it it= + = − ′exp expη β (17)

3.4 Firm heterogeneity and producer turnover

Theories of market selection presume that firms within a narrowly defined indus-
try exhibit considerable heterogeneity, which is underpinned by efficiency
differences. Research based on micro-data both in developing and developed
countries lends support to this presumption. The benefits of using micro-data
over the traditional representative firm approach could, however, be attenuated
by doubtful data quality, particularly with regard to data from developing coun-
tries. One is left wondering how much of firm-level heterogeneity is pure
measurement error and how much is technology related (Bartelsman and Doms
2000). To answer this question, evidence must be sought by examining patterns
of firm entry, exit and survival, as well as reallocation of market share vis-à-vis
productivity differentials.5

Using the TFP estimates from section 3.3, table 3.2 compares selected percen-
tiles from the distribution of productivity relative to the 90th percentile. Like in
other countries, Ethiopian manufacturing industries show considerable heteroge-
neity in firm-level efficiency. At the level of the manufacturing sector in general
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(the last row), the 10th percentile is about 5% as productive as the 90th percentile,
while the median firm is only 22% as productive. On the other hand, the 90th per-
centile is more than twice as efficient as the 75th percentile. Industry-specific
differences in this pattern of distribution are rather limited. The only exception is
the printing and paper industry, where the relative productivity of the 10th and 25th

percentiles are nearly twice the respective sectoral averages showing relatively
narrow productivity dispersion in this industry.
The importance of this heterogeneity in driving the survival and exit of pro-

ducers is explored by way of constructing transition matrices following Baily,
Hulten and Campbell (1992). These matrices trace the movement of firms along
the ranks of productivity distributions during the study period. Table 3.3 (a and b)
show this transition from 1996 to 2002.6 Firms are ranked and divided into quin-
tiles based on productivity indices in 1996 and 2002. The most productive
quintile is quintile 1 in both tables and years and the least productive firms are in
quintile 5. The tables are for the entire manufacturing sector; the fact that the
analysis is based on an index rather than the level of productivity allows inter-in-
dustry and across-time comparisons. Table 3.3a is read row-wise and table 3.3b
column-wise. Accordingly, table 3.3a depicts the proportion of firms from each
productivity quintile in 1996 that ended up in different quintiles in the 2002 distri-
bution including those firms that exited. On the other hand, table 3.3b displays
the composition of firms in the 2002 distribution by tracing their origin from dif-
ferent quintiles in 1996, including new entrants. Each row in table 3.3a adds up to
100 while each column adds up to 100 in table 3.3b.
Table 3.3a shows a substantial degree of persistence at the upper end of the

productivity distribution while the bottom end is in a state of flux. Close to 40%
of firms that were in the 1st quintile in 1996managed to stay in the 1st quintile af-
ter six years, while another 20% slipped to the 2nd quintile. Taken together,
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Industry Percentiles

10th 25th 50th 75th

Food & Beverage 5.6 11.2 24.7 51.0
Textile & Garments 2.6 6.5 13.1 34.7
Leather & Footwear 4.0 10.0 18.0 38.1
Wood & Furniture 6.4 12.1 22.5 44.3
Printing & Paper 10.2 19.2 32.2 52.6
Chemical & Plastic 3.6 8.2 17.2 42.9
Non-Metal 4.5 10.5 20.8 42.9
Metal 5.0 10.7 17.7 39.0
Non-Light Machinery 7.3 13.6 25.0 44.4
Manufacturing Sector 5.3 11.0 21.8 45.8

Table 3.2: Firm heterogeneity in productivity, comparison to the 90th percentile (as percentages of

the 90th percentile)

Source: Author’s computations based on CSA data.



58.7% of firms in the most productive quintile in 1996 managed to remain within
the top 40% of the 2002 productivity distribution. Firms in the 2nd quintile in the
1996 productivity ranking behaved similarly; 21.5% upgraded to the top quintile
in 2002while 15.7% remained in the same position. Thus, 48% of firms in the top
two quintiles in 1996 managed to stay put in the top 40% in 2002. Being rela-
tively more efficient therefore increases not only the probability of surviving in
the market but also the probability of remaining at the top of the productivity dis-
tribution. This result is consistent with the findings of most longitudinal studies
and shows that relative efficiency, nomatter what its source is, tends to persist. In
Baily et al. (1992), 43.3% of US manufacturing firms in the 1st quintile main-
tained their position after five years. In total, 62% of US firms in the 1st quintile
were still in the top 40% five years later, showing a higher degree of persistence
than in Ethiopia.
A consistent but different story emerges when we look at the lower tail of the

distribution. Looking at the exit column in table 3.3a, a remarkable 60% of the
least efficient firms in 1996 exited the manufacturing sector before 2002. Simi-
larly, 55% of firms in the 4th quintile faced the same fate, exiting the market. The
table also shows that although exiting is not confined to inefficient firms, the exit
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a. Destination of firms observed in 1996

Quintiles in 2002 US Exit
Rate

Quintiles
in 1996

1 2 3 4 5 Exit Total

1 38.8 19.8 9.9 4.1 1.7 25.6 100 14.0
2 21.5 15.7 11.6 6.6 2.5 42.1 100 20.3
3 14.9 14.0 11.6 9.1 5.8 44.6 100 22.5
4 6.6 12.4 11.6 9.1 5.0 55.4 100 28.7
5 3.3 6.6 12.4 5.0 13.2 59.5 100 32.3

Entry 12.4 16.6 19.3 25.2 26.6 100

b. Origin of firms observed in 2002

Quintiles in 2002 US Exit
Rate

Quintiles in
1996

1 2 3 4 5 Exit

1 28.7 14.5 7.3 3.0 1.2 11.3 11.84
2 15.9 11.5 8.5 4.8 1.8 18.5 17.11
3 11.0 10.3 8.5 6.7 4.2 19.6 19.55
4 4.9 9.1 8.5 6.7 3.6 24.4 25.56
5 2.4 4.8 9.1 3.6 9.7 26.2 25.94

Entry 37.2 49.7 57.9 75.2 79.4
Total 100 100 100 100 100 100 100

Table 3.3: Transition of firms based on unweighted productivity index in 1996 and 2002

Note: Exit rates for US manufacturing are from Baily et al. (1992: 248, table A-3) and include both
switching out and death rates.



rate declines substantially (albeit non-monotonically) as we go up the productiv-
ity ladder. Among the most productive firms, for instance, only a quarter had
exited the market. This reveals the existence of a functioning market that exerts
competitive selection; an observation that runs contrary to the claim that African
markets tolerate inefficient firms. The last column of table 3.3a reports a similar
pattern for US manufacturing, based on Baily et al. (1992): the share of exiting
firms increases as one goes down the productivity distribution. The exit rate in
Ethiopian manufacturing, however, is nearly twice as high as that in the United
States in each quintile.7

Table 3.3a contains another important piece of information about entry.
Nearly 500 firms joined the manufacturing sector between 1996 and 2002, of
which 26.6% and 25.2% were in the bottom 5th and 4th quintiles in 2002, respec-
tively. In other words, more than half of the entrants after 1996 were in the
bottom 40% of the productivity distribution in 2002. This is consistent with the
passive learning model presented in Jovanovic (1982), which assumes entrants to
be relatively small and inefficient. For most entrants a process of learning pre-
cedes either upgrading in the productivity ladder or exiting the market. The other
side of the story is that about 29% of entrants were among the top 40% of firms –
12.4% in the 1st and 16.6% in the 2nd quintile. It will be shown later that the latter
is more of a size effect than a vintage effect.
Turning to the information contained in table 3.3b, the most efficient 20% of

firms in 2002 originated in almost all of the quintiles, but most, i.e. about 29%,
were in the top quintile in 1996. A decreasing proportion of firms originated in
the lower quintiles; for instance, firms that were in the bottom quintile in 1996 ac-
counted for only 2.4% of the firms in the 1st quintile in 2002. On the other hand,
firms in the top two quintiles in 1996 accounted for less than two percent of the 5th

quintile in 2002. This shows once again that relative efficiency not only increases
the probability of survival but also the probability of remaining at or moving to-
ward higher ranks of productivity.
It is interesting to note that although entrants accounted for a large proportion of

every quintile in 2002, they were overly represented in the bottom two quintiles.
Entrants accounted for 75% and 79% of the 4th and 5th quintiles, respectively, in
2002. Combining this fact with the observation from table 3.3awhere exit is ubiq-
uitous at the lower end of the productivity distribution, it becomes obvious that
most exiting firms are new entrants. A positive correlation between entry and exit
rates has been observed in a number of studies on developed country manufactur-
ing (Geroski 1995), and the same seems to hold true for African manufacturing.
The exit column in table 3.3b also shows that the proportion of exiting firms varies
inversely with the productivity ranking. Only 11% of the exiting firms were from
the top quintile in 1996 while the bottom two quintiles together accounted for 50%
of the exiters. A comparison of exit rates with those in US manufacturing shows
striking similarity. In both countries about 30% of the exiting firms were from the
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top 40% of firms while 50% of the firms exiting the market came from the bottom
two quintiles in the initial measurement period.
The data also reveal that across the productivity distribution in 2002, firms that

stayed in the top quintile between 1996 and 2002 exhibit above average productiv-
ity for the top quintile in 2002. Thus, firms that remained in the top quintile
throughout the study period tended to be among the most productive, even within
the top 20%. This is not the case for the remaining four quintiles, where the quintile
average is equal to the average productivity of firms from all origins in 1996. The
only exception is firms that slipped to lower ranks from the top quintile in 1996.
These remained slightly above the average productivity of the relevant quintile, re-
vealing once again that relative efficiency may erode, but it does so slowly, as
pointed out by Hopenhayen (1992).
While the results discussed above are consistent with the findings of firm-level

longitudinal studies from developed and developing countries, the magnitude of
turnover appears to be very high in Ethiopia (table 3.3a). Employment-weighted
dynamics changes the magnitude but leaves the pattern intact. The only exception
is the story on entrants which will be discussed later. As table 3.3c shows, an em-
ployment-weighted 34% of firms in the bottom quintile in 1996 exited the market
before 2002, which is nearly five times higher than the rate of exit from the top
quintile (7.4%). On the other hand, the tenacity of relative efficiency seems to be
magnified when transition is weighted by employment. Compared to table 3.3a, ta-
ble 3.3c shows that about 46% of firms in the top quintile in 1996 remained in the
same quintile six years later, while a weighted 32% moved down to the second
quintile. The increase in the degree of persistence at the top of the distribution and
the attenuation in exit rates when transition is weighted by employment show that
employment is concentrated in themost productive firms. It also shows that exiting
firms are relatively small in size, a fact that will be explored further in Chapter 4.
Employment-weighted exit rates in Ethiopia are also more comparable with the
exit rates in US manufacturing, although they are still on the higher side.
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Quintiles in 2002 US Exit
Rate

Quintiles
in 1996

1 2 3 4 5 Exit Total

1 46.1 31.9 10.0 1.9 2.7 7.4 100 6.27
2 51.0 33.5 2.3 6.2 0.3 6.7 100 8.20
3 9.5 23.9 47.9 6.9 2.6 9.1 100 8.73
4 8.5 14.4 39.3 10.5 8.9 18.5 100 12.27
5 1.7 4.7 29.3 14.7 15.4 34.2 100 11.23

Entry 34.6 15.0 18.3 14.8 17.3 100

Table 3.3c: Transition of Firms Based on Employment Weighted Productivity Index: Destination

of Firms Observed in 1996

Source: Author’s computations based on CSA Manufacturing Census.
Note: Exit rates for US manufacturing are from Baily et al.(1992) and include both switching out and
death.



Table 3.3c differs from table 3.3a in one important aspect, i.e., the distribution
of entrants. Unlike table 3.3a where 50% of entrants are in the bottom two quin-
tiles, employment-weighted entrants seem to be highly represented in the top two
quintiles. A weighted 35% and 15% of entrants appear in the first and second
quintile in the 2002 productivity ranking. This reveals that most entrants are small
firms located at the lower tail of the productivity distribution and accounting for a
relatively small fraction ofmanufacturing employment. It also shows that the hand-
ful of entrants among the top-ranking incumbents are relatively large in size. This
indicates that size and productivity are closely related and the vintage effect that
would have putmost entrants at the top of the productivity distribution is simply not
evident. Given that most employment is concentrated among the most productive
firms which tend to maintain their relative efficiency, the high (unweighted) pro-
ducer turnover rates in tables 3.3a and 3.3b do not imply high employee turnover.
Notwithstanding the interesting similarities in exit patterns with US manufac-

turing, the industry dynamics revealed in this chapter differ in key respects from the
results in Baily et al. (1992).8 For instance, the relationship between a firm’s cur-
rent and future relative productivity seems to be stronger in USmanufacturing than
in Ethiopia. This is shown by the relatively higher degree of persistence in the top
quintile for US manufacturing (by nearly 5 percentage points) compared to Ethio-
pia. Another side of this difference is that the probability of exit amongst highly
efficient firms in Ethiopia is nearly twice as high as that in the United States. The
high producer turnover in Ethiopia is similar to findings for semi-industrialised
countries of Latin America, where turnover rates are higher than those in estab-
lished market economies like Canada and the United States. One reason for this
difference in the rate of turnover is the composition ofmanufacturing in developing
countries, which is predominately low-technology consumer goods industries re-
quiring relatively small start-up capital. In this situation, exit may not be too costly
for troubled firms. Financial constraints as well as political andmacroeconomic in-
stability in most developing countries may also induce firms not to enter with large
production capacity (Tybout 2000).
Most importantly, upgrading from the lowest quintile to the top two quintiles is

more likely to happen in USmanufacturing than in Ethiopia. In the latter, only 10%
of the least efficient firmsmanaged to upgrade to the top two quintiles, compared to
the 20% for the United States, as reported in Baily et al. (1992). Since small firms
(most of them new entrants) account for a large fraction of the bottom two quintiles,
this comparison suggests that the prospect of small firm survival and growth is
lower in sub-Saharan Africa than in advanced economies. Such differences in
post-entry performance reflect wide differences in the business environment in the
two countries. In fact, for the least efficient firms in Ethiopia, exit is themost likely
scenario, being some 60%, which is nearly twice as high as that in the United
States. About one-third of firms in the least efficient quintile in the United States
were still in the bottom two quintiles five years later, compared to only 13% in
Ethiopia.
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Baily et al.(1992) also found that new entrants in USmanufacturing account for
less than one-third of the population of firms in each quintile, except for in the least
efficient quintile where they make up 38%. This is very different from the Ethio-
pian case, where more than 75% of firms in the bottom two quintiles are new
entrants (table 3.3b). This is perhaps one of the reasons why Bailey et al. (1992)
found no significant contribution of net entry to overall productivity growth in the
United States, because entrants are not only small in size but also relatively fewer in
number compared to developing countries. The nature of entry in Ethiopian manu-
facturing is comparable to that in Taiwan, where entrants played an important role
for industrial growth during the 1970s and 1980s (Aw et al. 2001).

3.4.1 Selection and international competition

This section compares transition matrices among groups of industries exposed, to
various degrees, to international competition. This sheds light on the selection
process by showing whether competition from imports strengthens market
forces. Two groups of industries are identified for this purpose: those with import
penetration rates below 50% and those above the 50% threshold.9 Industries with
relatively low international competition, i.e. less than the 50% import penetration
rate, include food and beverages, leather and footwear and non-metal industries.
Industries with high international competition include textile and garments,
chemical and plastics, metal, light-machinery, printing and paper, and wood and
furniture.
In both high and low import-competition industries, the basic features of mar-

ket selection observed earlier still apply: the probability of exit decreases as the
productivity ranking of firms increases, and there is a considerable degree of per-
sistence at the top of the productivity distribution. Tables 3.4 and 3.5, however,
provide the extra insight that exit rates among inefficient firms are significantly
higher in industries facing high competition from imports than in industries
where import competition is relatively low. In the 4th quintile, for instance, the
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Quintiles in 2002

Quintiles in
1996

1 2 3 4 5 Exit Total

1 43.75 20.31 14.06 4.69 1.56 15.63 100
2 18.46 16.92 10.77 7.69 3.08 43.08 100
3 15.63 14.06 14.06 6.25 6.25 43.75 100
4 4.62 15.38 6.15 9.23 4.62 60.00 100
5 4.62 6.15 9.23 3.08 15.38 61.54 100

Entry 12.18 15.87 20.30 25.83 25.83 100

Table 3.4: High-competition industries, transition of firms by unweighted productivity index in

1996 and 2002

Source: Author’s computations based on CSA manufacturing census.
Note: The transition matrix corresponds to table 3.3a.



exit rate is 60% for industries with high import competition and 50% for those
with low competition from imports. In the 5th quintile, the exit rate is 61.5% for
industries with high import competition and 56% for those with lower competi-
tive pressure.10 However, the exit rate in the top quintile is 15.6% for
high-competition industries, which is less than half of the corresponding rate for
industries with low import competition, i.e., 35.7%. Exposure to international
competition therefore tends to reduce the market’s tolerance of inefficient pro-
ducers while increasing the probability of survival for productive firms.11 Trade
liberalisation, therefore, seems to have a positive role in as long as turnover pro-
motes industry-level productivity growth.
Employment-weighted transition matrices (not reported here) indicate that

employment is concentrated among efficient firms in both groups of industries.
However, persistence at the top of the distribution is higher among industries
with relatively less international competition. This indicates that part of the effi-
ciency gain in industries with more exposure to international competition may
involve downsizing, which reduces the degree of concentration of employment at
the top of the distribution relative to protected industries (Baily, Bartelsman and
Haltiwnger 1996). The employment-weighted exit rates are much lower than the
unweighted exit rates in both groups of industries, showing that exiting firms are
predominantly small in size. However, the link between smallness and ineffi-
ciency appears to be stronger in industries with high import penetration, as the
employment-weighted exit rates are lower in this group of industries.

3.5 Turnover and industry dynamics

Section 3.4 showed that industries are comprised of heterogeneous firms and that
the processes of entry, survival and exit reflect underlying differences in relative
efficiency. This section addresses the question of how important these processes
have been for aggregate (industry) productivity. It does this with a decomposition
analysis of aggregate productivity growth.
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Quintiles in 2002

Quintiles in
1996

1 2 3 4 5 Exit Total

1 37.50 12.50 7.14 5.36 1.79 35.71 100
2 16.07 17.86 14.29 7.14 1.79 42.86 100
3 16.07 10.71 10.71 7.14 8.93 46.43 100
4 8.93 14.29 10.71 10.71 5.36 50.00 100
5 5.26 7.02 12.28 7.02 12.28 56.14 100

Entry 12.16 18.02 19.37 24.32 26.13 100

Table 3.5: Low-competition industries, transition of firms by unweighted productivity index in

1996 and 2002

Source: Author’s computations based on CSA manufacturing census.
Note: The transition matrix corresponds to table 3.3a.



3.5.1 Decomposition methods

The growth accounting, or representative firm, approach pays utmost attention to
intra-firm productivity growth as the sole source of aggregate productivity
growth. Research based on micro-data reveals that firm entry and exit as well as
reallocation of inputs and market share from less productive to more productive
incumbents could also play an important role. Extant evidence is mixed, how-
ever, in the sense that reallocation does not always play a positive role in
aggregate productivity, and in those cases where it does, the magnitude differs
widely across industries and time. Two decomposition methods are discussed be-
low, after which new evidence is introduced from Ethiopian manufacturing.
In the growth accounting literature, TFP is computed as the difference be-

tween the growth in output net the contribution of input growth. Until recently
TFP computation has been based on industry-level data. This method forces re-
searchers to assume that all firms have the same level of technology and that
productivity growth is a smooth shift in industry-wide technology. With in-
creased availability of micro-data one need not make these assumptions.
As shown in equation (17), firm-level TFP is calculated as follows:

ln TFP y xit it it= − ′β (18)

where TFP
it
is the productivity of firm i in period t, y

it
is the logarithm of the

value-added, x
it
is a vector of inputs in logarithms andβ is a vector of factor elas-

ticities. Industry-level aggregate TFP is simply a weighted sum of
establishment-level TFP derived from the value-added production function out-
lined in section 3.3. Firms’ shares in industry-level value-added are used as
weights to estimate industry-level productivity. Industry-level productivity
growth between two periods is calculated in accordance with the Baily, Hulten
and Campbell (1992) method (BHC for short), or some variant of it:

Δ ln ln ln, ,TFP s TFP s TFPt it

i

it i t

i

i t
= −∑ ∑ − −1 1

(19)

where s
it
represents establishment i’s share in industry-level value-added in pe-

riod t.
Growth in aggregate productivity can then be decomposed into four compo-

nents: intra-firm productivity growth with fixed shares, reallocation of market
shares, a covariance term and net entry. The decomposition method used here
follows the BHC approach as modified in Haltiwanger (1997) for an unbalanced
panel.
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The first block of terms in the right-hand side of equation (20) represents the
contribution of continuing firms (represented by subscript C) to aggregate pro-
ductivity growth, which is decomposed further into three sub-components: (i) the
first term is the change in productivity weighted by initial market share- referred
to as the “within-effect”, (ii) the second term is the change in market share
weighted by the deviation of initial firm-level productivity from the initial indus-
try mean- referred to as the “between-effect”, and (iii) the third item is a
covariance term that combines changes in both productivity and market share.
Most empirical applications lump the covariance term with the share effect to
avoid ambiguity. The share (between or reallocation) effect is a measure of indus-
try rationalisation whereby market shares are continuously reshuffled in favour
of efficient firms. The second block of terms, terms four and five, represent net
entry, which is the share-weighted effect of entrants (represented by subscript N)
after deducting the role of exiting firms (represented by subscript D). These last
two terms are expressed as the share-weighted deviations from the industry mean
in the base year. While following the BHCmethod, the productivity terms in this
chapter are indexed to the industry mean in the base year. For a decomposition
analysis based on an unbalanced panel, the use of such deviations from the indus-
try mean implies that entry (exit) contributes to industry-level productivity
growth if the efficiency of entrants (exiting firms) is above (below) the mean in-
dustry practice in the base year (Haltiwanger 1997). Notice that it is industry
rationalisation (the “between effect”) and net entry (producer turnover) that con-
stitute the role of market selection for aggregate productivity growth. The
intra-firm (“within effect”) on the other hand corresponds to productivity growth
in the representative firm approach.
Petrin and Levinson (2004) provided another decomposition method based on

change in the growth rate rather than change in the level of productivity. They
brought together two guiding principles for aggregating plant-level productivity
in the growth accounting approach to use as a benchmark for assessing the valid-
ity of aggregation/decomposition exercises. The first guiding principle was put
forward by Domar (1961) and underscores that aggregating and disaggregating
the economy over different industries, outputs and over time should be possible
without affecting the magnitude of the residual. This means that computation of
productivity based on one method should be able to predict productivity patterns
based on another. The second guiding principle states that productivity growth
should measure the impact on final demand of changes in plant-level factor effi-
ciency (Hulten 1978). This second principle is key when considering
manufacturing activities in which part of an establishment’s output is used by
others as an input. In this situation an increase in plant-level efficiency leads to an
increase in aggregate demand, both directly through more final output as well as
indirectly through the increased availability of inputs for use by other plants. The
implication of this analysis is that when the plant-level productivity index is de-
rived from a production function based on total output, the appropriate weight for
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aggregating the industry-level productivity index should be the ratio of
plant-level output to industry value-added (Petrin and Levinson 2004).

Δ Δw w
i i

=∑α where α
i

i

i

i

q

v
q=

∑
is total output and v

i
is value-added.

In this setting Δw represents industry productivity growth in the growth ac-
counting approach and it measures the rate of change of the social production
possibility frontier, holding primary inputs constant (Petrin and Levinson 2004:
6). It is also possible to calculate the firm-level productivity index from a
value-added production function. In the latter case, the firm’s share in indus-
try-level value-added should be used as weight. Hulten (1978) refers to the
growth in the industry productivity index calculated from a value-added produc-
tion function as the effective rate of productivity growth. The reason is that in the
value-added context, growth in aggregate productivity measures the cumulative
impact of plant-level technical efficiency on final demand (output).
If output growth in firm i is represented by dy

i
, its total differential can be

written as follows:

dy l dl k dk m dm dui i i i i i i i= + + +β β β (21)

where β
j
denotes the elasticity of output with respect to input j, dj

i
represents

growth in input j (i.e., capital k, labour l or intermediate inputs m), and du
i
is

Hick’s neutral technological change. Using Hulten’s (1978) insight on the sec-
ond rule of aggregation, growth in value-added can be computed as follows:
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In this equation the value-added growth is obtained by deducting the contribu-
tion of intermediate inputs to total output growth and raising the difference by a

multiplier equal to
1

1−βm
i

. The latter accounts for the role of plant-level technical

efficiency through increased availability of intermediate inputs. The aggregation
to industry-level growth rate of value-added is given by s dv

vi i∑ where s
vi
is a

plant’s share in industry value-added. Accordingly, the effective rate of produc-
tivity growth can be calculated by deducting the role of primary inputs from the
growth rate of value-added:
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The growth accounting approach therefore suggests that aggregate productiv-
ity growth should be obtained as the difference between the rate of growth of
industry output and aggregate primary inputs where value-added shares are used
as weights.
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It is interesting to note that unlike the approach of Baily et al. (1992), the
growth accounting procedure leaves no room for reallocation of inputs as a
source of aggregate productivity growth. This is because of the way the effective
rate of productivity growth is computed at the firm level and not as such a denial
of the fact that resources are reallocated in response to productivity shocks. How-
ever, Petrin and Levinsohn (2004) proposed and tested an alternative approach in
which a reallocation effect can be separately identified. In their method, the focus
is on changes in the growth rate of productivity instead of growth in the level of
productivity. A reallocation effect is then realised as resources are shifted toward
firms with a relatively higher rate of productivity growth.
The decomposition of change in productivity growth in the Petrin-Levinsohn

approach requires data on three successive periods and is given as follows:
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Like Baily et al. (1992), Petrin and Levinsohn identify continuing firms (C) ,
entrants (N) and exiters (D) for the decomposition. They also identify three
sources of productivity growth: intra-firm productivity growth, the reallocation
effect and net entry, with no covariance term, which is a source of confusion in
the BHCmethod. The productivity and reallocation effects are computed only for
continuing firms that exist in periods t, t+1 and t+2. For firms that exist only in t

and t+1 (exiters) and in period t+1 and t+2 (entrants) their contribution to overall
productivity growth is captured through net entry.
The intra-firm productivity term is represented as follows:

s s s TFP

TFP

TFP
vi t vi t vit i t

i t

i, , ,

,

,*
* ln ln

+ + +

+

+ +
−2 1 2

1

2

4

t

iti c TFP

+

∈

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟∑ 1

(26)

For incumbent firms, part of their contribution to the change in productivity
growth is the summation of the difference in their productivity growth weighted
by the average value-added share for the three periods, with the share in t+1 taken
twice.
The reallocation effect is captured as follows:
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These terms thus represent the change in value-added share weighted by the
average rate of productivity growth between periods t to t+1 and t+1 to t+2.
The third term is net entry. Unlike the BHC approach, the role of net entry for

change in rate of growth of aggregate productivity requires both exiting firms and
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entrants to be observed for two successive periods. This means that firms enter-
ing in the current period ( t+2) and exiting firms that exited in period t are not
included in this estimation. Net entry is calculated as follows:
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According Petrin and Levinsohn’s method, if inputs are not reallocated away
from firms with low productivity growth, aggregate productivity growth will
change only through the effect of share weighted change in intra-firm productiv-
ity assuming no entry and exit. On the other hand, if the productivity effect is
zero, growth rate of aggregate productivity may change due to reallocation of
market share to firms with higher growth rate of productivity. Firm exit will be a
drag on productivity growth if there are no entrants or if share-weighted produc-
tivity growth among entrants is slower than that of exiters.

3.5.2 Results of productivity decomposition analysis

This section discusses the results of decomposing industry-level productivity
growth in Ethiopian manufacturing based on the BHC (1992) and the PL (2004)
methods. We compare how well they predict the aggregate productivity growth
estimated independently at the industry-level using the Divisia index in line with
the growth accounting method. The purpose is to identify the role of heterogene-
ity and turnover in aggregate productivity growth while discriminating among
methods of decomposition in as far as the data allows.
The analysis was carried out for nine industries. Table 3.6 presents the decom-

position of productivity growth based on the BHC method. Unlike other studies,
value-added shares are used as weights for aggregating firm-level productivity.
However, the results are essentially the same if output shares are used. This is
largely due to the fact that inter-industry relations in terms of input use is rather
limited in Ethiopian manufacturing. Table 3.7 presents the decomposition of
changes in the rate of productivity growth according to the PL method. Both ta-
bles are compared with the industry productivity growth based on the
representative firm approximation in a competitive market where factor shares in
revenue represent factor elasticities. The tables also provide an analysis at the
manufacturing sector level whereby industries are aggregated using their average
share in sector-wide value-added over the study period.
Columns 2 and 3 in table 3.6 report, respectively, productivity growth based

on the Tornquist method applied to the Divisia index and the BHCmethod for an
industry. The two series are highly correlated, capturing the same trend. The de-
composition of productivity growth at the manufacturing sector level is reported
at the end of table 3.6. The most important and clear observation emerging from
this exercise, particularly when regarded at the manufacturing sector level, is that
productivity has been declining in Ethiopian manufacturing with little inter-in-
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dustry differences. Manufacturing sector productivity declined by about 5% per
annum based on the Divisia Index and by about 4.9% per annum according to the
BHC method. It is hard to find industries with steady productivity growth, ex-
cept the textile and light machinery industries, in which productivity grew three
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Industry Productivity
Growth

Within
Effect

Reallocation
Effect

Net Entry

Tornquist
Index

BHC

Aggregate

1 2 3 4 5 6

Food & 1997 -15.52 -7.07 -15.46 7.74 0.65
Beverage 1998 -1.21 -0.54 -9.92 4.84 4.54

1999 -1.08 -11.71 -6.53 -25.17 19.99
2000 -27.30 -4.97 -48.54 50.33 -6.76
2001 25.17 4.94 -1.41 -3.26 9.61
2002 -13.75 -9.89 -12.65 2.51 0.26

Textile & 1997 -10.10 -23.47 -18.34 1.29 -6.42
Garments 1998 17.30 10.22 -29.59 39.97 -0.11

1999 50.44 42.10 17.14 24.87 0.09
2000 15.63 14.59 -21.36 22.84 13.11
2001 -38.17 -41.09 -56.81 9.09 6.63
2002 -1.38 -13.29 -44.62 31.08 0.25

Leather & 1997 31.80 -5.73 -22.54 -17.86 34.66
Footwear 1998 -44.52 -97.38 -127.07 29.65 0.04

1999 59.80 148.45 -1.14 144.59 5.00
2000 -84.75 -157.67 -105.39 46.55 -98.83
2001 -58.12 -29.87 -119.14 31.38 57.89
2002 -0.09 -37.20 -73.99 36.98 -0.19

Wood & 1997 17.24 5.30 -7.99 26.50 -13.20
Furniture 1998 17.26 23.36 2.78 9.96 10.61

1999 -44.00 -25.46 -68.93 42.56 0.91
2000 -5.26 5.36 -14.87 23.22 -2.98
2001 4.97 3.08 -5.43 12.35 -3.84
2002 -27.76 -19.23 -37.12 25.01 -7.12

Printing & 1997 -13.75 -1.30 -2.56 27.66 -26.37
Paper 1998 15.34 -3.50 14.86 -28.61 10.25

1999 11.45 -1.32 -5.92 5.07 -0.47
2000 -56.68 -26.75 -61.48 32.12 2.61
2001 39.04 52.08 28.05 26.48 -2.45
2002 -19.63 -53.17 -50.37 -2.48 -0.33

Chemical & 1997 2.74 2.00 -43.21 24.95 20.25
Plastic 1998 5.48 12.96 -60.06 15.28 57.74

1999 -30.33 -26.16 -55.57 22.50 6.92
2000 55.18 77.63 33.80 43.24 0.60
2001 -37.96 -57.53 -54.79 -2.63 -0.11
2002 -7.18 12.48 -12.97 20.82 4.63

Table 3.6: Decomposition of industry productivity growth: The Baily-Hulten-Campbell method

Source: Author’s computations based on CSA manufacturing census.



years in a row during 1998-2000. It also appears that productivity losses within
firms have been the major source of negative aggregate productivity growth. This
result is consistent with the findings of decomposition analysis for developed and
developing countries where the intra-firm productivity growth/decline deter-
mines the path of productivity at the industry level (Baily et al. 1992; Griliches
and Regev,1995; Aw et al. 2001). According to Table 3.6, the within effect was
negative for more that 80% of the (annual) observations on productivity growth,
with all industries taken together.
On the other hand, reallocation of resources from less efficient to more pro-

ductive incumbents did play a positive role with few exceptions. Although it was
not sufficient to completely offset the secular decline in intra-firm productivity,
market selection mitigated the decline in aggregate productivity by reallocating
market share to more efficient firms. It is important to note that (the logarithm of)
firm-level productivity was indexed to the representative firm in the initial year

48 Chapter 3

Industry Productivity
Growth

Within
Effect

Reallocation
Effect

Net Entry

Tornquist
Index

BHC
Aggregate

1 2 3 4 5 6

Non-Metal 1997 8.11 13.62 -7.48 20.63 0.48
1998 -44.46 -4.10 -82.88 79.92 -1.14
1999 15.96 26.52 37.45 24.20 -35.14
2000 -24.15 -20.99 -40.16 20.23 -1.06
2001 -36.60 -32.33 -30.93 3.47 -4.87
2002 22.77 20.25 14.67 6.02 -0.43

Metal 1997 -19.46 -2.21 -5.08 -6.22 9.09
1998 -76.43 -82.76 -108.78 15.95 10.07
1999 -7.46 -39.18 -74.13 34.94 0.01
2000 35.22 39.54 21.25 16.66 1.62
2001 -28.87 -20.35 -48.89 2.92 25.62
2002 -9.55 31.56 -30.45 37.43 24.58

Light Machinery 1997 -31.61 -0.28 -52.20 56.37 -4.46
1998 29.18 50.18 6.77 39.34 4.07
1999 22.95 -10.57 15.40 -26.76 0.79
2000 6.25 -4.52 -0.03 -30.99 26.49
2001 -18.42 -19.24 -18.71 -1.33 0.38
2002 15.66 12.53 8.57 19.74 -15.77

Manufacturing 1997 -8.36 -5.03 -17.45 10.05 2.36
1998 -6.88 -7.42 -32.77 15.01 10.35
1999 4.21 0.96 -12.41 4.58 8.79
2000 -13.26 -0.73 -33.65 39.61 -6.68
2001 -0.21 -9.94 -22.33 2.87 9.52
2002 -8.77 -6.91 -20.86 12.11 1.84

Period Average -5.55 -4.85 -23.25 14.04 4.36

Table 3.6: Continued

Source: Author’s computations based on CSA manufacturing census.



such that an increase in market share for a particular firm would contribute to in-
dustry productivity growth only if the firm was above the industry average in the
base year. Similarly, a decline in market share could boost industry productivity
if the firm’s efficiency was below the mean industry practice in 1996. The critic
of Petrin and Levinson on the BHC approach notwithstanding, table 3.6 shows
that underlying productivity differences and the selection power of markets have
played important role in industry evolution. If we look the manufacturing sector
as a whole in table 3.6 (end of table), reallocation of resources managed to offset
60% of the decline in the level of productivity that would have occurred due to the
intra-firm productivity decline. Although annual productivity growth at the level
of individual industries tends to be volatile, the contribution of the reallocation
effect is still evident in offsetting a potential 40% productivity decline in the food
and metal industries, and more than 60% of the decline in other industries.
Table 3.6 also reveals net entry to be a source of productivity growth at the

manufacturing sector level. The share-weighted productivity of entrants has been
higher than that of exiters in these industries. The table also shows that producer
turnover had a positive role in five out of nine industries during the study period.
The industries in which net entry had a negative effect on productivity seem to be
non-import competing industries such as wood and furniture, non-metal and
printing and paper. In these sectors, the observed situation is more likely to be the
result of the entry of less efficient firms. The leather and footwear industry also
experienced a small but negative net entry effect, which is mainly due to exit of
relatively productive firms from the market due to intense competition largely
from Chinese imports. Nonetheless, except for a few years, the role of net entry
has not been very large, suggesting that productivity of entrants was only margin-
ally higher/lower than that of exiting firms. This also reaffirms that entry and exit
take place at the bottom end of the productivity distribution, which is the locus of
small firms with small market share.
The positive net entry effect in Ethiopian manufacturing is much higher than

the findings of Baily et al. (1992) for the United States, where it played essentially
no significant role. At 4.5 percentage points on average, the evidence fromEthio-
pia appears to be comparable to that of Taiwan in terms of percentage points.
However, its overall contribution to industry-level productivity growth is far less
than in Taiwan, where it accounted for nearly half of the productivity growth dur-
ing 1981-1986 (Aw et al. 2001). The reason why net entry played such a huge
role in Taiwan has to do with the large difference between the productivity of en-
trants and that of exiting firms, as well as the relatively large share of the entrants
in total output. Net entry did not play a significant role in US manufacturing, for
the exact opposite reasons. The Ethiopian case appears to be somewhere in be-
tween with entrants and exiting firms showing very little difference in
productivity but with entrants as a group accounting for a substantially larger
market share. Firms exiting the market in the five years leading up to 2002 ac-
counted for about 8% of the market share in 1996 while firms that joined

Market Selection and Productivity Dynamics 49



manufacturing after 1997 accounted for more than a quarter of industrial output
in 2002. The latter has little to do with entrants being significantly larger than
exiters – the median entrant has 18 employees while the median exiter has 16 em-
ployees. However, Ethiopian manufacturing is dominated by new entrants that
are not significantly more efficient or larger than the exiting firms but which col-
lectively account for a significant share of manufactured output. This is
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Productivity
Growth –
Tornquist

Index

Change in
Productivity

Growth

Within
Effect

Reallocation
Effect

Net
Entry

1 2 3 4 5 6

Food & Beverage 1997 -15.52
1998 -1.21 14.3 4.3 4.8 0.2
1999 -1.08 0.1 -1.3 2.1 -1.2
2000 -27.30 -26.2 -7.9 3.2 -22.0
2001 25.17 52.5 57.1 3.9 0.5
2002 -13.75 -38.9 -59.8 17.8 0.6

Textile & 1997 -10.10
Garments 1998 17.30 27.4 -25.5 11.7 -0.1

1999 50.44 33.1 19.7 32.7 0.0
2000 15.63 -34.8 -71.0 16.7 4.1
2001 -38.17 -53.8 -39.6 8.4 -8.3
2002 -1.38 36.8 3.5 30.4 0.0

Leather & 1997 31.80
Footwear 1998 -44.52 -76.3 -72.1 1.4 -29.7

1999 59.80 104.3 68.0 89.7 2.3
2000 -84.75 -144.6 -188.6 27.6 -30.4
2001 -58.12 26.6 -1.1 35.4 -1.2
2002 -0.09 58.0 50.5 12.8 -28.5

Wood & Furniture 1997 17.24
1998 17.26 0.0 -14.8 9.5 -1.0
1999 -44.00 -61.3 -72.8 11.7 -3.7
2000 -5.26 38.7 46.8 7.2 2.8
2001 4.97 10.2 -2.8 8.6 2.0
2002 -27.76 -32.7 -35.9 9.2 0.6

Printing & Paper 1997 -13.75
1998 15.34 29.1 10.5 2.3 1.9
1999 11.45 -3.9 -24.7 5.2 13.0
2000 -56.68 -68.1 -61.5 2.2 0.8
2001 39.04 95.7 80.5 14.9 0.4
2002 -19.63 -58.7 -70.5 5.0 -0.6

Chemical & 1997 2.74
Plastic 1998 5.48 2.7 -41.7 18.6 -5.7

1999 -30.33 -35.8 17.2 7.1 -22.0
2000 55.18 85.5 53.8 24.7 1.0
2001 -37.96 -93.1 -102.8 12.6 -0.4
2002 -7.18 30.8 18.4 17.5 0.1

Table 3.7: Decomposition of change in productivity growth: The Petrin-Levinsohn method

Source: Author’s computations based on CSA manufacturing census.



consistent with the results in table 3.3b, which shows entrants accounting for be-
tween one-third and three-quarters of all firms in each quintile in 2002.
Table 3.7 shows the Petrin-Levinsohn aggregation of firm-level changes in

productivity growth, which closely captures the movements in the industry pro-
ductivity index according to the growth accounting approach. In most cases it
picks the exact level of change, despite the fact that it does not include firms
which exited in time t and firms that joined an industry in t+2. Although produc-
tivity growth was negative during the study period for most industries, column 4
in table 3.7 shows a rather cyclical change in the rate of productivity growth. If
productivity keeps declining but at a decreasing rate in column 2, this phenomena
shows up as a positive outcome in column 3, accounting for some of the cyclical
trend in the Petrin-Levinsohn index. Productivity in the food industry was de-
clining, for instance, at a decreasing rate between 1997 and 1999 according to the
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Productivity
Growth –
Tornquist

Index

Change in
Productivity

Growth

Within
Effect

Reallocation
Effect

Net
Entry

1 2 3 4 5 6

Non-Metal 1997 8.11
1998 -44.46 -52.6 -82.2 23.7 3.6
1999 15.96 60.4 58.7 9.1 3.8
2000 -24.15 -40.1 -60.6 19.0 -1.7
2001 -36.60 -12.5 -24.7 15.6 -0.2
2002 22.77 59.4 52.7 3.0 -0.7

Metal 1997 -19.46
1998 -76.43 -57.0 -85.1 14.3 3.5
1999 -7.46 69.0 -9.9 39.3 -3.3
2000 35.22 42.7 68.2 9.1 0.5
2001 -28.87 -64.1 -77.7 14.1 -0.4
2002 -9.55 19.3 15.6 5.1 -1.4

Light Machinery 1997 -31.61
1998 29.18 60.8 64.0 4.4 -3.4
1999 22.95 -6.2 -22.9 9.2 2.9
2000 6.25 -16.7 11.6 3.9 -3.3
2001 -18.42 -24.7 -49.8 11.5 -6.3
2002 15.66 34.1 35.5 0.8 -3.6

Manufacturing 1997 -8.36454
1998 -6.87591 -11.60 -18.81 8.71 -1.51
1999 4.208171 17.39 6.15 13.47 -2.23
2000 -13.2598 -18.73 -16.21 9.69 -12.20
2001 -0.21183 19.53 10.96 9.28 -0.70
2002 -8.76766 -11.24 -25.57 15.67 -1.34

Table 3.7: Continued

Source: Author’s computations based on CSA manufacturing census.



growth accounting measure in column 2; the Petrin-Levinsohn measure of
change in productivity growth in column 3 captures this as an improvement.
The Petrin-Levinsohn decomposition is interesting in that it reaffirms a more

or less secular decline in intra-firm productivity (column 4), and this has been the
major source of productivity decline at the industry level. Like the BHCmethod,
the reallocation effect is positive and significant. The difference compared to the
BHC method is that the reallocation effect is positive for all industries and all
time periods with no exceptions. In the BHC method, there were cases in which
the reallocation effect was negative, which always coincided with a productivity
decline at the industry level, showing a pro-cyclical tendency in this component.
The Petrin-Levinsohn method shows that the reallocation effect is positive even
during periods of productivity declines. The results of the Petrin-Levinsohn
method suggest that reallocation always plays a positive role when resources are
reallocated to firms with higher productivity growth and not just to firms with an
above average productivity level. During periods of decline in the rate of manu-
facturing productivity growth, reallocation of market share offset 45% of the
decline that would have occurred due to the decline in intra-firm productivity and
to negative net-entry effects. On the other hand, reallocation contributed more
than 60% of the increase in the rate of productivity growth during periods of im-
provement. In the food and beverage and chemical and plastic industries, for
instance, reallocation more than offset the negative effect from the other two
sources. In other industries it offset 60% to 90% of the potential decline in the
rate of productivity growth.
The Petrin-Levinsohnmethod also reveals that net entry has been a drag on the

rate of change of productivity growth. This appears at odds with the result from
the BHC method (table 3.6). However it could well be that although entrants are
relatively more productive than exiting firms, their productivity has not been
growing relatively faster. It could also mean that new entrants suffered larger
negative productivity shocks than exiting firms but their decision to exit is yet to
come. Looking at the manufacturing sector as a whole we see that net entry
tended to slow the rate of productivity growth for almost the entire study period.
This negative effect on the rate of productivity growth was no more than 5 per-
centage points for most industries, except for the leather and footwear industry,
where it exerted a net drag of more than 15 percentage points.
The positive role played by producer turnover and the reallocation of market

shares toward more efficient firms shows markets as functioning well and con-
tributing to productivity growth. However, these contributions have at best
managed to mitigate the more pervasive intra-firm productivity decline which
continues to drive a downward spiral in industry productivity. Unleashing mar-
ket forces, therefore, cannot on its own guarantee that industries in developing
countries will be on a long-term competitive path. Reshuffling of resources has
its limits, as firms discover sooner or latter the competitive advantages of the
most productive firms, as models of market selection indicate. Although a per-
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fect imitation of best practices may not be possible due to intangible elements, the
gap is expected to narrow over time leaving little room for improvement through
reallocation (Petrin and Levinsohn 2004). A long-term development strategy
will thus have to look beyond the disciplinary and allocative role of markets and
explore factors that determine intra-firm technological capabilities.

3.6 Shifts in the distribution of productivity

In addition to tracing firm movements along the productivity distribution, as in
section 3.4, census micro-data allows visualisation of trajectories in the popula-
tion distribution of productivity over time. For instance, productivity growth in
an industry will result in a rightward shift of the distribution, while a shift to the
left indicates a productivity decline. Figure 3.5 compares kernel density func-
tions of productivity in 1996 and 2002 for each industry. To formalise our
analysis of shifts in distributions, a Kolmogorove-Smirnove test for the equality
of distributions is provided in table 3.8.
The figures show that only two industries, namely, chemicals and plastic and

metal, exhibit a significant positive shift in the distribution of firm-level produc-
tivity during the study period. It is important to note that the improvement in the
chemical industry is largely the result of productivity growth among firms that
were below the 1996 mean industry practice, rather than an increase in the pro-
portion of highly efficient firms. This suggests that the productivity gains in this
industry were driven by convergence to the frontier technology in the industry
rather than a shift in that frontier. Such convergence indicates the effect of mar-
ket competition on innovation, forcing inefficient firms to strive toward best
practice. In the metal industry, the shift to the right occurred along the entire dis-
tribution and hence both convergence to and shifts in the frontier must have taken
place. The results in table 3.8 indicate that the positive shifts in these two indus-
tries are significant at 5%. The employment-weighted distribution is essentially
the same except that the shift in the chemical industry is significant only at the
10% level.
On the other hand, the distribution of productivity shifted to the left in the food

and beverage and wood and furniture industries. The decline in the productivity
of the food industry is mainly due to a fall in the proportion of firms at the top end
of the distribution, while in the wood and furniture industry it is due to the entry of
less efficient firms. It is important to note that the wood and furniture industry is
among the least capital-intensive industries and has a fast-growing number of en-
terprises. Although there is high import penetration rate in this industry,
competition from imports is more apparent than real. Imported furniture serves
only the upper end of the market and does not pose significant threat to local firms.
In fact, major furniture enterprises in the country are also importers of high-quality
office and hospital furniture, showing that the two can go together in a profitable
fashion.
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Figure 3.5: Shifts in the distribution of productivity, 1996 to 2002
Source: Author’s computations based on CSA manufacturing census.



There is also a demand side story to this development. Greater emphasis on
social services in the recent poverty-focused reform programmes has led to in-
creased government spending on heath and education infrastructure. The
growing demand seems to have generated a sufficient market, attracting even the
least efficient entrants. Formal tests of distribution show that the shift to the left in
these two industries is statistically significant. Weighting by market share makes
the negative shift in the food industry significant at 1% showing the loss in pro-
ductivity at the top end of the distribution to have been very important. This
simply underlines the fact already indicated that firms at the top end of the pro-
ductivity rank have largemarket shares. Although the average import penetration
rate in the food industry is relatively low, data show that it has been on the in-
crease, and some branches of the industry such as edible oil manufacturing
complain about competition from food-aid related imports.
Although the shape of the distribution changed for the remaining five indus-

tries between 1996 and 2002, statistical tests show these as not significant.
Productivity in these industries essentially remained unchanged, regardless of re-
shuffling at the firm level. In the leather and footwear and light-machinery
industries, for instance, there was a convergence in productivity, revealed by the
decline in the width of the distribution in 2002. This suggests that although there
was no significant shift to the right in industry-level productivity, technological
practices have tended to converge, which is also an impact of growing competi-
tion. In fact, for the leather and footwear industry, the market-share-weighted
distribution shows a rightward shift that is significant at 10%. Taken together,
this indicates that markets are exerting disciplinary influence on firms, provoking
them to search for the best practice technology.
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Kolmogorove-Smirnove Test

Unweighted Weighted
a

D p-value D p-value

Food and Beverage -0.123 0.059 -0.1595 0.009
Textile and Garments 0.109 0.465 0.0831 0.653
Leather and Footwear 0.198 0.114 0.211 0.097
Wood and Furniture -0.214 0.004 -0.2385 0.001
Printing and Paper 0.087 0.667 -0.1167 0.511
Chemical and Plastic 0.247 0.023 0.2029 0.089
Non-Metal 0.097 0.513 -0.1348 0.276
Metal 0.284 0.013 0.2393 0.048
Machinery -0.278 0.227 0.2102 0.441

Table 3.8: Test of equality of productivity distributions in 1996 and 2002

Source: Author’s computations based on CSA manufacturing census.
Notes: Negative values for D indicate that the 2002 level of productivity is lower than the 1996 level.
a: value-added share is used for weighting.



3.7 Conclusions

Efficient allocation of resources is a critical aspect of industrial competitiveness.
Using different techniques, this chapter investigated whether the allocation of re-
sources among incumbents and the screening of entrants in African
manufacturing are driven by efficiency differences. The analysis of micro panel
data from Ethiopian manufacturing shows considerable heterogeneity at the firm
level, which is very similar to observations in other regions. There is also evi-
dence that the observed patterns of firm entry, exit and survival are underpinned
by productivity differences. Although efficiency is not the only factor behind the
observed dynamics, data show highly efficient firms to be more likely to remain
at the top of the productivity distribution, while firms at the lower tail of the pro-
ductivity distribution exit more frequently. This finding corroborates research
results from other developing and developed regions and shows that market se-
lection in Africa, as represented by Ethiopia, is at least as strong as elsewhere.
In conformity with the assumptions of market selection models, most firms

join an industry with a small size and at the lower end of the productivity distribu-
tion, apparently passing through a process of learning which leads either to
upward movement on the productivity ladder or to exit. Since entry and exit take
place predominantly among less efficient firms which are also small in size, the
immediate contribution of producer turnover to aggregate productivity is rather
limited. However, its long-term effect is expected to be high, by maintaining the
competitive challenge on incumbents and purging inefficient producers. There
is, however, a significant amount of industry rationalisation, as market shares are
reallocated from less efficient to more efficient incumbents. This rationalisation
process managed to counteract the negative effect of a more or less secular de-
cline in intra-firm productivity during the study period. As a result, only a few
industries exhibited a significant shift to the right in the distribution of productiv-
ity. Among the industries that managed such a positive shift, the major source of
improvement was convergence toward frontier technology instead of a shift of
the frontier forward. Moreover, the industries with a positive shift in productivity
are among those facing strong competition from imports, suggesting that interna-
tional competition has an additional disciplinary effect. It has been indicated that
industries with a relatively high import penetration rate demonstrate less toler-
ance for inefficient firms.

It can be concluded that market selection has contributed to industrial com-
petitiveness by playing the expected disciplinary role among African
manufacturing firms. However, markets alone do not provide a sufficient condi-
tion to develop the core capabilities that a developing economy needs for
long-term competitiveness. The decline in intra-firm productivity in most indus-
tries signals an important setback for industrial competitiveness and requires
further investigation. Chapters 5 and 6 examine the accumulation of technologi-
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cal capabilities and physical capital, respectively, in an effort to shed light on the
intra-firm dynamics that drive the time path of aggregate productivity.

Appendix Chapter 3
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Classification Examples

Primary Products

Manufactured Products

Resource-Based Manufactures
Agro/forest-based products
Other resource based products

Low Technology Manufactures
Textile/fashion cluster

Other low technology

Medium Technology Manufactures
Automotive products

Process industries

Engineering industries

High Technology Manufactures
Electronics and electrical products

Other high technology

Other transactions

Fresh Fruits, Rice, Tea, Coffee, Wood, Coal, Crude
Petroleum, Gas

Prepared meats/fruits, beverages, wood products,
vegetable oils

Ore concentrates, petroleum/rubber products, cement,
cut gems, glass

Textile fabrics, clothing, headgear, footwear, leather
manufactures, travel goods

Pottery, simple metal parts/structures, furniture, jewellery,
toys, plastic products

Passenger vehicles & parts, commercial vehicles,
motorcycles & parts

Synthetic fibres, chemical & paints, fertilisers, plastics,
iron, pipes/tubes

Engines, motors, industrial machinery, pumps,
switchgear, ships, watches

Office/data processing/telecommunications equipment,
TVs, transistors, turbines, power generating equipment

Pharmaceuticals, aerospace, optical/measuring
instruments, cameras

Electricity, Cinema film, printed matter, ‘special’
transactions, gold, art, coins, pets

Table 3A.1: Technological classification of exports

Source: Adapted from Lall (2001: 92).
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Resource Based Products tend to be simple and labour intensive, though there are
segments using capital, scale and skill-intensive technologies (for
example petroleum refining and modern processed foods).
Competitive advantage arises generally but not always from the local
availability of natural resources.

Low Technology Products tend to have stable well-diffused technologies mainly embodied
in capital equipment, with low R&D expenditures and simple skill
requirements. The market as a whole tends to grow slowly, with
income elasticities generally below unity, though there are exceptions
such as fashion garments. Products tend to be undifferentiated and
bought mainly on the basis of price competitiveness; however there
are high quality segments where brand names, skills, design and
technological competence are vital.

Medium Technology Products are the heartland of industrial activity in mature economies,
comprising the bulk of skill and scale –intensive technologies in capital
goods and intermediaries. They generally have complex technologies,
with moderately high levels of R&D, and advanced skill needs. Most
require lengthy learning periods and considerable interaction between
firms to reach ‘best practice’ technical efficiency. Barriers to entry tend
to be high where there are large capital needs or strong learning
effects in operation m design and product development.

High Technology Products have advanced and fast-moving technologies, with high R&D
requirements and an emphasis on product innovation. Many
technologies require advanced technology infrastructures and close
interactions between firms, and between firms and research
institutions. However, certain electronic products have
labour-intensive final assembly; their high value-to –weight ratios make
it economical to relocate these processes in low-wage areas.

Table 3A.2: Technological features of export categories

Source: Lall and Pietrobelli ( 2002).

Coefficient. Std. Err. T

Medium-Sized Firms 0.466 0.080 5.860
Large Firms 0.780 0.077 10.070
Entrants -0.106 0.079 -1.350
Continuing Firms 0.313 0.080 3.910
Import Competing 0.100 0.057 1.750
Intercept -0.419 0.072 -5.860

Note: Firms that employ 10–29 persons are considered small, medium-sized firms employ 30–99 and
large firms employ at least 100 employees. Entrants is a dummy variable that takes the value 1 for
firms that joined the manufacturing sector after 1996 and Continuing Firms is also a dummy variable
taking the value 1 for firms observed in both 1996 and 2002. Exiting firms are those observed in 1996
but not found in 2002. The reference category includes exiting small firms in non-import competing in-
dustries.

Table 3A.3: OLS regression of (log) total factor productivity
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1. An article based on this chapter is forthcoming in the January 2007 issue of Economic

Development and Cultural Change.
2. The difference in the mean and median shows that the distribution of manufacturing

value-added to GDP ratio is skewed to the right.
3. Note that their study used factor share to aggregate firm-level productivity to industry level

productivity and the decomposition is based on productivity growth rather than level of
productivity.

4. For a critique on this method see Ackerberg et al. (2005).
5. An alternative and widely applied method of testing market selection examines firm growth

conditional on age and size. As discussed earlier, such studies investigate the implications of
the selection process rather than the underlying assumptions.

6. Unlike manufacturing census data from developed countries, the Ethiopian data does not
allow differentiation of the exact status of exiting firms. While some of those exiting are
truly dead firms, some could simply be slipping below the 10 persons employment threshold
while others are shifting their line of production to other industries in manufacturing or to an
entirely different sector. Similarly, not all entrants are new firms; some are graduating into
the census size category, while others are switching in from other industries or sectors.
While merger is another possibility for disappearance of firms, it is very unlikely to be an
important case in the Ethiopian data.

7. Notice that the transition matrices in Baily et al. (1992) are over five years while the
discussion in this paper is over six years. However, results remain essentially the same for a
five-year transition.

8. Comparisons with Baily et al.(1992) in the following sections are based on Appendix
Table-3 with unweighted transition matrices for the period 1972 to 1977.

9. Assuming no exports, an import penetration ratio of 50% means imports equal domestic
production; therefore, an import penetration ratio greater than 50% implies an imports to
domestic production ratio of greater than 100%.

10. A two-sample t-test shows significantly higher firm exit rates from the 4th and 5th quintiles
for industries with high import competition as compared to those with low import
competition. For firms in the 1st quintile the difference in exit rate by trade orientation is
also statistically significant but in the opposite direction. No significant differences were
observed for firms in the 2nd and 3rd quintiles.

11. A regression of log-TFP on dummy variables representing entrants, exiters and survivors as
well as dummies for firm size and import competition showed no significant productivity
difference between entrants and exiters while continuing firms were significantly more
productive. Firms facing high import competition were also found to be more efficient than
those with relatively low import competition. See appendix table 3.3 for regression results.

Notes to Chapter 3





4 Entry, Survival and Growth of Manufacturing
Firms

4.1 Introduction

This chapter extends the analysis of market selection by providing econometric
tests of its implications for firm dynamics. While the transition matrices and de-
composition analysis in Chapter 3 identified productivity differences among
entrants, exiting firms and incumbents, and the role of such differences in aggre-
gate productivity growth, the discussion in this chapter focuses on the
implications of the selection process in terms of firm survival and growth. Such
analyses shed light on the life cycle of manufacturing firms and address the ques-
tion of what determines survival and growth once firms join an industry.
Understanding firm dynamics in terms of entry, survival and growth furthers our
microeconomic perspective on industrial evolution and competitiveness in
sub-Saharan Africa. Since each aspect of firm dynamics reflects a decision-mak-
ing process, it is important to understand key elements of the information set
driving these processes. Some factors operate at the firm level, while others are
industry-wide effects.
The literature on firm dynamics documents important stylised facts for manu-

facturing industries in advanced countries. As reviewed in Geroski (1995), most
industries do not seem to be short of entrants, although variation in entry rates
across industries and over time is not adequately explained either by differences
in profit rates or by entry barriers. Breaking through entry barriers is therefore
less of a challenge for entrants than gaining survival skills, which proves very dif-
ficult (Bartelsman et al. 2003). Entry and exit also take place at the lower end of
the firm size distribution, and it takes five to ten years for entrants to reach the av-
erage size of incumbents. The most immediate impact of entry is, therefore, exit
rather than a reshuffling of market shares. For these reasons entry is generally a
poor substitute for active competition among incumbent firms in a market
(Geroski 1995).
There is, however, scant empirical evidence of these processes in the develop-

ing world and particularly for sub-Saharan Africa where only a limited number of
studies have been done. This chapter constitutes an addition to the few firm-level
empirical studies in Africa. Liedholm andMead (1999) showed that entry into the
micro and small enterprises sector in Africa is common, but their study says little
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about entry into the formal sector except that micro-enterprises rarely graduate to
the small and medium size categories. McPherson (1995) reported hazard esti-
mates for micro and small enterprises in southern Africa, yet some of his findings
are out of line with the stylised facts. For instance, he found that firm exit does
not depend on initial size. Frazer (2005) and Söderbom, Teal and Harding (2006)
studied survival of manufacturing firms using probit models, where exit and sur-
vival are treated as discrete choice variables. They found survival to be positively
associated with firm size and efficiency, consistent with market selection models
and research findings from industrialised countries. However, the question of
whether a firm exits a market (as analysed in probit models) is different from
what determines survival time in business (an issue analysed by survival models).
This chapter analyses the nature and determinants of firm entry, survival and
growth in Ethiopianmanufacturing using a panel of firms over the 1996–2002 pe-
riod. The analysis of firm survival presented here is the first attempt for a
sub-Saharan African country based on a census-derived panel data.

The chapter is structured as follows. The following section presents a de-
scriptive analysis of the process of entry. Section 4.3 examines the survival/exit
decision using the Cox proportional hazard model. Section 4.4 discusses firm
growth conditional on survival and tests whether sample selection drives some of
the observed relationships. By dealing with post-entry performance, thematerials
covered in sections 4.3 and 4.4 serve as formal tests of the implications of market
selection models. Section 4.5 draws conclusions.

4.2 Firm entry

Firm entry is a key component of the market selection process as discussed in
Chapter 3. Entry propagates the diversity of producers and the range of products
in terms of design, quality and price. Inasmuch as competition spurs efficiency
gains, a steady flow of entrants remains important, particularly in economies
where a number of modern industries are either at an incipient stage or simply
nonexistent. Entry could, however, be restrained not only by the actions of in-
cumbents but also by government policies related to access to land and capital,
licensing procedures and other administrative red tape. At the macro level, entry
also depends on the dynamics of aggregate demand. This section provides a de-
scriptive analysis of entry patterns in Ethiopian manufacturing and some of its
determinants.
In what follows, a firm is considered an entrant if it is observed for the first

time in the census of Ethiopian manufacturing. However, because of the size
threshold in the census, it is impossible to distinguish firms that recently crossed
the 10-person employment threshold from new establishments joining an indus-
try for the first time. Exiters are those firms that do not reappear in a subsequent
edition of the census. In the few cases where a firm disappears from the census at
some point and reappears after a year or so, these are considered a continuing
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firm. Neither do the data distinguish firms that have closed down from those that
have slipped below the 10-person threshold or those that switched to another in-
dustry within manufacturing or to other sectors outside of manufacturing. The
data therefore tends to overstate producer turnover rates and the results should be
interpreted with this in mind. The rate of entry is defined as the ratio of entrants to
the total number of firms (incumbents plus entrants) in an industry in a given
year. Similarly, the rate of exit is the share of exiting firms in the total number of
firms in an industry in a given year.
Figure 4.1 shows that in Ethiopian manufacturing the average entry rate (over

nine industries) is very high and closely associated with the exit rate. The degree
of correlation between entry and exit is stronger (with a correlation coefficient of
0.6) when turnover is weighted by employment. Figure 4.1 also shows that entry
on average is slightly higher than the exit rate, leading to a net increase in the
number of producers during the study period. The correlation between entry and
exit suggests that new firms tend to replace each other as most exiters are them-
selves young small firms. This was also documented in table 3.3 (a and b) in
Chapter 3, which showed most entrants and exiting firms as located in the lower
two productivity quintiles. If high rates of entry were accompanied by rapid exit,
then the net effect of producer turnover on incumbents in terms of competition for
market share and profits would be limited. This phenomenon is consistent with
observations in a number of studies for developed countries (Geroski and
Schwalbach 1991). Except for being relatively high, entry into Ethiopian manu-
facturing and its relation with exit is similar to the process in established market
economies. Since a high entry rate does not imply a high market penetration rate,
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Figure 4.1: Average entry and exit rates in Ethiopian manufacturing
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due to small size of entrants (Geroski 1995), the role of entry appears to be more
one of maintaining market contestability, i.e., posing a potential threat to incum-
bents. Figure 4.1 shows a gently declining trend in entry rate from 1997, with a
recovery in 2002.
The entry rate tends to decline with average firm size (measured in terms of

employment) in an industry. Figure 4.2 shows that industries dominated by large
enterprises (hence higher mean firm size) generally have lower entry rates. This
suggests that scale economies and market concentration tend to act as entry barri-
ers protecting incumbents. There are also important inter-industry differences in
entry rate as shown by the clustering of industries in figure 4.2. Entry rates in ex-
cess of 30% are recorded in the wood and furniture (code 5) and metal industries
(code 9), where the average firm size is about 50 employees. Most industries
have an average firm size of close to 100 employees and entry rates of about 20%
per annum. These include the non-metal (code 8), printing and paper (code 6) and
light machinery (code 10) industries. At the other extreme is the textile industry
(code 3) with average firm size of more than 500 employees and an average entry
rate of about 10% (the average firm size for the textile industry in the figure is
scaled down by half for purposes of illustration). As would be expected, capital
intensity appears to play a role in driving inter-industry differences in entry rates.
As shown in table 2.1, wood and furniture is the least capital-intensive industry,
and it has one of the highest entry rates (figure 4.2), while the lowest entry rates
are observed in the chemical industry (code 7), which is highly capital intensive.
But this does not tell the whole story: the food and beverage industry (code 1), for
instance, is twice as capital intensive as the leather and footwear industry (code
4), but the former has a relatively higher entry rate than the latter.
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Figure 4.2: Average rate of entry and average size of incumbents
Source: Author’s computations based on CSA manufacturing census.



Another observation is that industries with relatively high average firm size
tend to attract fewer but relatively larger entrants. The average size of entrants in-
creases with the average size of incumbents (figure 4.3), which partly explains
why entry in industries with relatively large firms is relatively low.
To conclude, it can be said that despite a mild declining tendency, the ob-

served rate of entry in Ethiopian manufacturing lies within the 15% to 20% rate.1

This is close to the average entry rate of about 20% reported for other developing
countries (World Bank 2005). Although this does not mean that there are no en-
try barriers for small firms, it shows that entry is not a major problem or entry
barriers are not too restrictive in Ethiopia as compared to other countries. The real
issue is therefore what happens post-entry in terms of survival and growth – is-
sues addressed in the following two sections.

4.3 Firm survival

4.3.1 The literature on survival

Once in the market, firms face varying levels of exit risk. Theoretical models of
industrial evolution like the passive learning model of Jovanovic (1982) and the
active learning model of Ericson and Pakes (1995) predict that small firms die
more often than their large counterparts in the same industry. On the other hand,
as time goes by, firms acquire competitive skills and the risk of failure begins to
decline. From these models we understand that initial size and age are important
predictors of firm survival. A statistically significant positive coefficient on indi-
cators of size and age would therefore constitute a statistical test for market
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selection. On the other hand, the business strategy literature suggests that small
firms do not need to grow in size in order to survive. The argument is that small
firms have the advantage of flexibility and the capability to specialise in niche
markets, giving them strategic advantages to overcome business failure (Porter
1990, Caves and Porter 1977).
Most empirical studies, however, find significantly positive age and size ef-

fects on firm survival supporting the market selection view (Geroski 1995
reviews such studies). On the other hand, estimates of production functions for
developing country manufacturing firms do not seem to find any significant (or
only very mild) scale economies in production, suggesting that small firms may
not, after all be particularly at a disadvantage in most industries (Biggs et al.
1995, Little et al.1987, Tybout 2000). Similarly, for micro and small enterprises
in southern Africa, McPherson (1995) found no significant size effect on sur-
vival. The survival-size relationship therefore remains inconclusive in both the
theoretical and empirical literature.
Underlying the previous discussion is the role of productivity in determining

firm survival. If markets work properly, competition would purge industries of
inefficient producers. While this might be generally the case, efficiency does not
seem to explain the entire survival story. For a group of five African countries,
quite a large proportion of exiting firms closed down for non-business reasons,
such as the death of the owner or opening up of better opportunities elsewhere
(Liedholm et al. 1994). This finding, however, was based on a sample of micro
and small enterprises only. We also saw in Chapter 3 that, although firm exit in
Ethiopian manufacturing occurs predominantly at the lower end of the productiv-
ity distribution, some 10% of exiting firms were in the most efficient quintile in
the initial period (in 1996).
Foreign investment is another determinant of survival time. While foreign in-

vestment tends to enhance efficiency and hence prolong survival time, one would
expect foreign firms to bemore footloose and inclined to exit themarket when the
domestic economy is in trouble or they find better business opportunities else-
where. When it comes to capital intensity, standard trade theory predicts that
capital-intensive industries in economies relatively abundantly endowed with la-
bour would contract or disappear unless they are protected from international
competition. On the other hand, more capital per person could enhance labour
productivity and reduce the hazard of failure. The latter is a view supported by
theories of industrial evolution that relate firm survival and growth to investment
in productivity-enhancing activities (Olley and Pakes 1996, Ericson and Pakes
1995). The ultimate effect of foreign direct investment and capital intensity on
firm survival is therefore an empirical question.
Researchers have also been interested in understanding the link between ex-

port and productivity. While there is evidence that efficient producers are
selected into export markets, firms also learn from exporting and thus improve
their productivity. However, few studies relate firm survival to export perfor-
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mance. Exporters in US manufacturing, for instance, are not only more
productive but also face lower risk of failure (Bernard et al. 2002). In countries
with low international reserves, dependence on imported inputs may be a source
of instability and higher risk of failure. On the other hand, using imported inputs
may provide a competitive edge if such imports involve a technological advan-
tage. The effect of imported inputs is therefore difficult to determine a priori. The
empirical model in this chapter controls for these covariates to find out their ef-
fect on firm survival. Following some of the empirical literature on survival
analysis, this chapter also looks at the importance of product differentiation as a
firm strategy to secure market position and prolong survival.
Other covariates of firm survival are industry specific, such as industry

growth and competition from imports. Entrants would stand a better chance of
survival if the industry they join enjoys growing demand and is expanding. On
the other hand, industries that are exposed to more competition from imports may
encounter higher risk of exit than protected industries – the main reason behind
protective trade policies.

4.3.2 Duration models

This section uses duration models to analyse survival time. The analysis of sur-
vival time has a long tradition in biometrics and materials science. Its application
in economics is rather recent, having started with the analysis of spells of unem-
ployment conditional on personal and labour market characteristics. Its
application to firm demographics is even more recent and started with the works
of Troske (1989) and Audretsch and Mahmood (1994). The subject of analysis is
the population distribution of time under risk – in our case the risk of firm exit.
The cumulative density function F(t) of time under risk or survival time (T) is
given as follows:

F t P T t t( ) ( ),= ≤ ≥ 0 (1)

where t is a specific value of T.
The survivor function( )S is defined as the probability of surviving past time t:

S t F t P T t( ) ( ) ( )≡ − = >1 (2)

In most econometric analyses however the prime interest is in the hazard func-
tion which expresses the probability of failure in a short time interval Δt

conditional on surviving until t. The hazard functionλ( )t is expressed as follows:

λ
τ

( ) lim
( )

t
P t T t t T t

t
=

≤ < + ≥
→Δ

Δ
Δ0

(3)

It is interesting to note that the hazard and survivor functions are closely re-
lated as in the following expression:
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λ( ) lim
( ) ( )

*
( )

( )

( )
t

F t t F t

t F t

f t

S tt
= + −

−
=

→Δ

Δ
Δ0

1

1
(4)

where f t( ) is the density of T.
The shape of the hazard function conveys an important message about the un-

derlying distribution of survival time. In cases where the derivative of the hazard

function with respect to time is positive, i.e., d t
dt

λ( ) >0, there is a positive dura-

tion dependence, meaning that the risk of failure increases with time. If the
derivative is less than zero, there is negative duration dependence and agents will
be more likely to survive as time goes by. The event being studied is said to be
“memoryless” if the derivative of the hazard is equal to zero.
Depending on the expected shape of the hazard function (or the distribution of

survival time), different methods can be used to estimate a conditional hazard
function. The Weibull function is the most popular one, which can assume
memoryless, positive and negative duration dependence functions depending on
the values of the parameters of the Weibull distribution.2

The preceding expressions have not been linked to explanatory variables. To
test the implications of market selection models and other control variables we
need a conditional hazard function. A conditional hazard function is an expres-
sion of the risk of failure conditional on some explanatory variables:

λ( ; )
( )

( )

( )

( )
t x

f t x

F t x

f t x

S t x
=
−

=
1

(5)

where X is a vector of explanatory variables and f x(. ) is the density of T given

X . Our interest here is on the partial effects of the explanatory variables on the
hazard function (Wooldridge 2002). Unlike the case of machine lifetime where
the risk of failure is known to follow a positive duration dependence, there is no
definite a priori expectation about the shape of the hazard function when it comes
to firm exit. There is, however, a class of models that allows analysis of shifts in
the hazard function conditional on time-invariant explanatory variables. These
are proportional hazard models of which the most popular is the one provided by
Cox (1972). The extended Cox model imposes the hazard proportionality condi-
tion, which makes it possible to estimate coefficients of covariates without
having to specify the underlying hazard function. It starts by defining a baseline
hazard functionλ

0
( )t which is common to all subsamples and not affected by any

covariate. The hazard of each subsampleλ
i

t( ) is assumed to be a certain propor-
tion of the baseline hazard and this proportionality is expressed as a function of
covariates.

λ
λ

βi

i

t

t
x

( )

( )
exp( )

0

= ′ (6)
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Equation (6) is the proportional hazard model, and its logarithmic expression
gives us a linear model that can be estimated by maximum likelihood method:

log ( ) log ( )λ λ βi it t x= + ′0
(7)

The coefficients in (7) can be expressed as hazard ratios in which case a value
of β =1represents a covariate that does not affect the hazard ratio. A coefficient
greater than one implies that the variable increases the risk of exit while a value
less than one reduces the hazard of failure or prolongs survival time. In applica-
tions where the actual regression coefficients are reported, a covariate with a
negative (positive) coefficient reduces (increases) the risk of exit.

4.3.3 Model specification

The hazard model to be estimated is guided by the earlier discussion in section
4.3.1. Initial firm size is an important explanatory factor and its effect is captured
through dummy variables distinguishing small, medium and large enterprises.
Small enterprises are firms that have 10 to 29 employees, while medium-sized
firms have 30 to 99 employees. Firms that employ at least 100 persons are consid-
ered large. In all models, small firms are the reference group. Similarly, the age
effect is captured through dummies representing five age groups (in years): 0–4,
5–9, 10–19, 20–29 and lastly firms that are at least 30 years old.
The firm productivity index is derived from the production function discussed

in detail in Chapter 3 (section 3.3). This chapter uses two approaches to test the
effect of productivity on survival. The first is to include the firm-level productiv-
ity index directly in the survival model. This is done in specifications 1 through 6.
The second approach is to use quintile dummies where quintile 1 is the most pro-
ductive quintile. Specifications 7 and 8 are based on the latter approach.
The model includes a dummy variable that identifies firms with foreign own-

ership. The dummy variable takes the value 1 if there is a positive amount of
foreign capital, and it is 0 otherwise. Similarly, the investment dummy identifies
firms with non-zero investment. The model also includes a dummy that distin-
guishes between public and private enterprises. In the same way, product
differentiation is proxied by a dummy variable that distinguishes firms that ad-
vertise their products from those that do not. Firm participation in export markets
is captured by an export dummywhich takes the value 1 for exporting firms and 0
for those that serve only the domestic market. Exposure to international competi-
tion is captured by the import penetration ratio. Firms with an import penetration
ratio in excess of 50% are considered to be high-competition industries compared
to those with import penetration rates of less that 50%. Capital intensity is simply
capital per person employed while import intensity measures the proportion of
imports in the total value of inputs. Industry growth is measured in terms of out-
put growth.
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The survival model is estimated over two samples. The first sample includes
firms with an entry date not more than three years before 1996. The three-year
lag allows for delays in firms’ appearance in the annual manufacturing census af-
ter their establishment, as it is assumed that their initial conditions do not change
dramatically in a three year period. This sample restricts the analysis to firms
whose entry/initial conditions are observed as required in a proportional hazard
model. The other group of estimates is based on the entire sample, which also in-
cludes old firms whose initial conditions are not reported in the data. For these
firms the analysis regards the 1996 data as their initial values.

4.3.3 Results

Results of non-parametric analysis

Figures 4.4 and 4.5 provide a preliminary insight into the hazard and survivor
functions from the Ethiopian data. Figure 4.4 reveals that in general the exit haz-
ard increases during the first few years after entry and starts to decline afterwards.
Considering all firms (panel d), the risk of failure reaches its peak at about four
years. The tipping point is a little longer for small enterprises and a little shorter
for medium and large enterprises. That is, for medium and large enterprises, the
risk of failure begins to decline once they pass the three and a half year threshold
while for small enterprises the hazard rate keeps rising until four and a half years

70 Chapter 4
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of age. The observed pattern is consistent with theoretical expectations and em-
pirical findings for other countries.
Figure 4.5 compares the survivor function for small, medium and large enter-

prises. The figure shows that survival rate increases with firm size: the top pair of
lines is the survival probability for large firms, while the bottom pair is that for
small firms. Although the survivor function is another side of the hazard func-
tion, figure 4.5 serves the additional purpose of testing the hazard proportionality
assumption. The graph shows that the curves predicted from the Cox regression
(the doted straight lines) are similar to the descriptive graphs based on the
Kaplan-Meier estimates (the staircase lines). This similarity, together with the
nearly parallel nature of the Cox curves for the three size categories, indicates that
for this variable the assumption of hazard proportionality is not violated. Notice
that survival among small firms is far lower than that for both medium and large
firms, a fact also reflected in figure 4.4.
In the appendix to this chapter, figure 4A.1 provides additional graphs with

survival probabilities for some of the explanatory variables in the survival model.
It shows that survival probabilities are higher for firms that export, advertise their
products and undertake some investment. Firms with some FDI also survive lon-
ger than those with no FDI, while exposure to import competition does not seem
to make a difference. Compared to privately owned firms, public enterprises also
seem to stand a better chance of survival.
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Figure 4.5: Comparison of Kaplan-Meier and Cox survival curves

Source: Author’s computations based on CSA manufacturing census.



Results of Cox proportional hazard model

The following discussion refers mainly to the results in table 4.1, which includes
firms that were less than 10 years old in the year 2002. Refer to table 4.2 for re-
gression results based on all firms regardless of age. While columns 1–6 include
the firm-level productivity index, columns 7 and 8 report regression results based
on a ranking of productivity in quintiles. The results in column 8 are stratified by
region and industry, while the other models (1–7) are stratified by region only.
Notice that the tables report hazard ratios and their standard errors. However, the
significance of each variable is determined based on the p-values of the underly-
ing natural regression coefficients, which are not reported here. Therefore, some
variables marked as statistically significant in the tables may appear insignificant
upon visual inspection of the hazard ratio and its standard error.3

Consistent with theoretical models and other empirical studies, size turned out
to be an important determinant of firm survival. The risk of exit among me-
dium-sized firms is some 40% to 50% less than that among small enterprises, while
being large reduces the hazard to about one-quarter to one-third. In contrast,
McPherson (1995) shows no size effect for a group of African countries; and this
difference has to do with his sample being restricted tomicro and small enterprises.
Table 4.1 also shows that passing the four-year threshold reduces the hazard of exit
by about 70%, consistent with the observation in figure 4.4 After controlling for
the effects of firm size and age, productivity has a statistically significant effect in
reducing the exit hazard. This is particularly true in the regression results in table
4.2, which includes firms in all age groups. For firms that had entered the industry
since 1993, the results in specifications 7 and 8 of table 4.1 show that firms in the
bottom quintile have significantly higher risk of failure than those in the most effi-
cient quintile. The hazard is also higher in the other quintiles, although the hazard
ratio is not significantly greater than one. In general, the sign and significance of the
coefficients on size and productivity conform with theories of market selection
showing that markets do select efficient firms.
Although few firms in Ethiopia have non-zero foreign investment (about 4%),

the probability of exit among them is considerably lower than for firms fully
owned by Ethiopians. Similarly, the risk of exit among public enterprises is lower
than that among private entities. This indicates that although the public enter-
prises reform carried out since 1992 claims to have put state-owned enterprises
on the same footing as the private sector (in terms of resource allocation), public
enterprises still seem to enjoy a more secure business environment, even after
controlling for the size effect.
Firms that invested during the study period were able to prolong their survival

time compared to non-investing firms, regardless of themagnitude of investment.
It is interesting to note that the proportion of firms with some level of investment
declined, particularly for small and medium-sized firms, during the study period.
The results of the Cox regression suggest that reversing this trend could improve
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survival rates. However, the capital intensity of firms has no significant impact
on the risk of failure. It seems that firms can freely choose their factor intensities
without any implication for their chances of survival. Perhaps what actually mat-
ters is whether there is sufficient demand for their products.
On the other hand, product differentiation plays a critical role in reducing the

hazard of exit as captured by the coefficient of the advertisement dummy. It
seems that firms that invest in strategic advantages and make their cutting edges
known to consumers stand a better chance of survival. Related to this, the risk of
failure tends to decline with market share. This is interesting because it indicates
that firm growth does not necessarily translate into increased market share, espe-
cially if the industry is expanding, unless firms make an extra effort to secure and
expand market share through such activities as advertising.
Exporting firms in Ethiopian manufacturing do not fare any better or worse

than non-exporters in terms of survival. This is unlike the United States, where
exporting firms stand a better chance of survival (Bernard et al. 2002). This has
perhaps to do with the fact that leather and footwear is the only industry with sig-
nificant exports in Ethiopia. The expected “learning through exporting” in this
industry is likely to be limited since the basis for export lies in the country’s abun-
dant livestock resources and the natural attributes of its leather. Similarly,
dependence on imported inputs does not appear to expose domestic firms to a
higher risk of failure. This might be explained by the improved access to foreign
reserves since the introduction of the economic reform programme in 1991.

Turning to industry-specific factors, it turns out that firms in industries that
face higher competition from imports have a better chance of survival, but this ef-
fect is not statistically significant. This suggests that the widely held expectation
of developing country firms going out of business following trade liberalisation
does not have strong empirical support in the case of Ethiopia. At least for some
industries, there are indications that imports and domestic firms aim at different
segments of the market. In the wood and furniture industry, for instance, imports
serve the upper end of the market, which is predominantly quality-oriented, while
domestic firms target the demand from households, schools and health facilities.
Although this industry has a high import penetration rate, it is hard to say that do-
mestic firms and imports compete for the same market. It is therefore
unsurprising that some of the major domestic producers are also importers of fur-
niture. However, as discussed in the next section, competition from imports does
tend to slow firm growth. Another industry-specific variable considered in this
study is output growth. Surprisingly, industry growth is positively associated
with the risk of business failure. This outcome is possible if a decline in indus-
try-level output is accompanied by a reshuffling of market share without an
increase in exit rate. Another possibility is that growing industries attract more
small entrants which will soon exit the market, hence increasing the exit rate. The
earlier discussion, in section 4.2, lends some support to the latter claim.
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1 2 3 4 5 6 7 8

Medium 0.461***
(0.081)

0.486***
(0.086)

0.586***
(0.106)

0.598***
(0.110)

0.565***
(0.113)

0.563***
(0.113)

0.573***
(0.115)

0.608**
(0.127)

Large 0.230***
(0.083)

0.253***
(0.092)

0.319***
(0.122)

0.341***
(0.133)

0.367**
(0.150)

0.374**
(0.154)

0.364**
(0.150)

0.355**
(0.158)

Age 5–10
Years

0.356***
(0.067)

0.356***
(0.067)

0.278***
(0.053)

0.273***
(0.052)

0.276***
(0.053)

0.287***
(0.055)

0.291***
(0.056)

0.281***
(0.060)

Productivity 0.894**
(0.046)

0.923
(0.048)

0.928
(0.049)

0.932
(0.051)

0.936
(0.050)

Public
Enterprise

0.645
(0.486)

0.662
(0.497)

0.702
(0.532)

0.688
(0.523)

0.698
(0.531)

1.238
(0.972)

Foreign
Capital

0.535
(0.243)

0.534
(0.242)

0.533
(0.243)

0.412*
(0.192)

0.400**
(0.187)

0.448*
(0.218)

Investment 0.413**
(0.050)

0.410***
(0.050)

0.404***
(0.051)

0.399***
(0.050)

0.410***
(0.052)

0.432***
(0.058)

Capital
Intensity

1.000
(0.000)

1.000
(0.000)

1.000*
(0.000)

1.000*
(0.000)

1.000***
(0.000)

Advertising 0.908
(0.135)

0.903
(0.138)

0.931
(0.143)

0.938
(0.144)

0.913
(0.152)

Market Share 0.949
(0.083)

0.947
(0.082)

0.956
(0.082)

0.941
(0.069)

Export 1.303
(0.629)

1.003
(0.496)

0.933
(0.462)

1.121
(0.611)

Import
Intensity

1.001
(0.002)

1.005
(0.004)

1.005
(0.004)

1.029*
(0.015)

Import
Competing

0.720
(0.182)

0.713
(0.180)

1.000

Industry
Growth

1.008***
(0.002)

1.008***
(0.002)

1.011***
(0.003)

Productivity
Ranking

2nd Quintile 1.375
(0.392)

1.496
(0.443)

3rd Quintile 1.535
(0.413)

1.526
(0.436)

4th Quintile 1.115
(0.301)

1.286
(0.364)

5th Quintile 1.586*
(0.415)

1.789**
(0.493)

Log
Likelihood

-1444.0 -1442.0 -1413.0 -1412.0 -1364.0 -1354.0 -1351.0 -834.2

LR (p value) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Subjects 741 741 741 741 732 732 732 732
Observations 2022 2022 2022 2022 1991 1991 1991 1991

Table 4.1: Results of Cox regression for Ethiopian firms (hazard ratios for a sample of entrants

since 1993)

Notes: *** significant at 1% ; ** significant at 5%; * significant at 10%. Standard errors in parenthe-
sis. All regression models are stratified by region except column 8, which is stratified by region and
industry.
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1 2 3 4 5 6 7 8

Medium
(30-99)

0.452***
(0.058)

0.491***
(0.063)

0.616***
(0.082)

0.656***
(0.091)

0.662***
(0.092)

0.661***
(0.092)

0.658***
(0.092)

0.714**
(0.106)

Large (100 +) 0.136***
(0.031)

0.153***
(0.035)

0.238***
(0.065)

0.339***
(0.096)

0.337***
(0.098)

0.320***
(0.093)

0.313***
(0.091)

0.314***
(0.101)

Age 5-9
Years

0.397***
(0.046)

0.395***
(0.045)

0.319***
(0.038)

0.312***
(0.037)

0.311***
(0.037)

0.307***
(0.037)

0.306***
(0.037)

0.312***
(0.041)

10-19
Years

0.0 52***
(0.011)

0.051***
(0.011)

0.039***
(0.008)

0.035***
(0.008)

0.035***
(0.008)

0.034***
(0.008)

0.034***
(0.008)

0.023***
(0.006)

20-29
Years

0.006***
(0.002)

0.007***
(0.002)

0.005***
(0.001)

0.004***
(0.001)

0.004***
(0.001)

0.004***
(0.001)

0.004***
(0.001)

0.002***
(0.001)

30+
Years

0.001***
(0.000)

0.001***
(0.000)

0.001***
(0.000)

0.001***
(0.000)

0.001***
(0.000)

0.001***
(0.000)

0.001***
(0.000)

0.000***
(0.000)

Productivity
Index

0.853***
(0.030)

0.884***
(0.032)

0.908***
(0.034)

0.911**
(0.035)

0.904***
(0.034)

Public
Enterprise

0.687
(0.171)

0.755
(0.188)

0.746
(0.188)

0.770
(0.195)

0.776
(0.196)

0.848
(0.248)

Foreign
Capital

0.543**
(0.163)

0.643
(0.193)

0.637
(0.192)

0.610
(0.184)

0.618*
(0.187)

0.557*
(0.182)

Investment 0.422***
(0.037)

0.441***
(0.039)

0.438***
(0.039)

0.430***
(0.038)

0.432***
(0.038)

0.453***
(0.043)

Capital
Intensity

1.000**
(0.000)

1.000*
(0.000)

1.000***
(0.000)

1.000***
(0.000)

1.000***
(0.000)

Advertisement 0.733***
(0.084)

0.714***
(0.083)

0.730***
(0.085)

0.733***
(0.086)

0.717***
(0.091)

Market
Share

0.870**
(0.066)

0.867*
(0.068)

0.882*
(0.066)

0.892
(0.066)

0.898
(0.065)

Export 1.011
(0.404)

0.952
(0.383)

0.933
(0.376)

0.874
(0.389)

Import
Intensity

1.002
(0.001)

1.006**
(0.003)

1.006**
(0.003)

1.037***
(0.010)

Import
Competition

0.667**
(0.107)

0.682**
(0.109)

1.000

Industry
Growth

1.005***
(0.001)

1.005***
(0.001)

1.005***
(0.002)

Productivity
Rank

2nd Quintile 1.453**
(0.255)

1.402*
(0.264)

3rd Quintile 1.602***
(0.272)

1.465**
(0.269)

4th Quintile 1.313
(0.227)

1.326
(0.245)

5th Quintile 1.746***
(0.294)

1.699***
(0.309)

Log Likelihood -2886 -2876 -2822 -2740 -2728 -2718 -2715 -1630
LR (p value) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Subjects 1439 1439 1439 1421 1420 1420 1420 1420
Observations 4829 4829 4828 4753 4747 4747 4747 4747

Table 4.2 : Results of Cox regression for Ethiopian firms (hazard ratios for the entire sample)

Note: *** significant at 1%; ** significant at 5%; * significant at 10%.



4.4 Firm growth

The rate of growth of surviving firms has long been investigated with great inter-
est. Firm growth is not only an important indicator of post-entry performance, it
also plays a crucial role, along with entry and exit, in determining the structure
and degree of competition within an industry. For instance, concentration is un-
likely to rise and may even fall if the rate of entry increases and small surviving
firms grow faster than larger ones. On the other hand, concentration tends to rise
faster (and competition to decline) if large firms grow faster than small ones and
the latter exit more often than the former (Dunne and Hughes 1994).
Earlier empirical models suggested that firm growth is a random process that

is independent of firm size. Gibrat’s Law of Proportional Effect states that the ex-
pected value of the increase in firm size is proportional to the current size of the
firm (Sutton 1997). Gibrat and others showed that this stochastic growth process
generates a size distribution of firms which is approximately lognormal. Early
tests on stochastic growthmodels thus relied on investigating the shape of the size
distribution of firms. This approach has been deemed weak, however, as it does
not test the growth-size relationship directly (Hall 1987).
Studies during the 1950s and 1960s examined the relationship between firm

growth and size directly using panel data, and the results raised serious doubts
about Gibrat’s Law, as most ran against it. Nonetheless, those studies themselves
suffered from econometric problems like sample selection bias and
heteroscedasticity. Empirical studies since the 1980s (Evans 1987a,b, Hall 1987)
have focused on correcting these empirical problems. In effect, these later studies
investigated whether the rejection of Gibrat’s Lawwas the result of sample selec-
tion bias, as put forward byMansfield (1962). These studies confirmed, however,
that firm growth rate, conditional on survival, decreases with size and that this
outcome is not an artefact of selection bias. Gibrat’s Law nonetheless seems to
hold better for samples restricted to large firms.
This study investigated the relationship between firm size and growth in the

same panel of Ethiopian manufacturing firms used in the survival analysis. Both
firm size and growth were measured in terms of number of employees, as is com-
mon practice in firm growth models. This is perhaps due to several reasons: the
social import of job creation and destruction, the relative ease with which em-
ployee numbers can be measured (particularly when it comes to small firms) and
the fact that employee numbers are less contaminated with prices than other mea-
sures of growth, such as sales.4 The purpose of the analysis here is to understand
the firm growth process more thoroughly and to test whether it reflects an under-
lyingmarket selection process or a random distribution of growth as suggested by
Gibrat’s Law. It also allows us to explore the relative importance of other growth
determinants. It is useful to recall here that market selection models predict that
small firms will grow faster than large firms, and a number of firm-level studies
from developed and developing countries seem to support this view.
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4.4.1 Growth regression model

To investigate growth of manufacturing firms in Ethiopia conditional on initial
size and age, the growth equation is given as follows:

[ ]ln
S

S
t t X ut

t
i i

′

⎡
⎣⎢

⎤
⎦⎥
− ′ = ′ +β (8)

where S t is current size, S t ′ is initial size, t t− ′ is the number of years between
the two periods, X

i
is a vector of explanatory variables including initial age and

size, ′β is a vector of regression coefficients and u
i
is a zero-mean, constant vari-

ance disturbance term.
The problem with equation (8) is that the dependent variable is observable

only for firms that existed in both period t and ′t . For firms that exited the industry
between these two dates, no growth rate is observable. Estimating the regression
coefficients under this condition would not have been a problem if firm exit was a
random process or the rate of exit was empirically insignificant. Figure 4.2 shows
that the exit rate is about 15%, which is significant. Studies for other countries
similarly show that slow-growing small firms are more likely to exit the market
than slow-growing large firms. Such a non-random attrition effect introduces a
selection bias in the sample even before starting the analysis.
Heckman’s (1979) two-step estimation method has been widely used to cor-

rect sample selection bias. It starts by first estimating a selection model using the
probit estimator. To do so, let’s rewrite the growth regression again:
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G

S S

t t
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−
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β (9)

As indicated, a survival model underlies this growth model, which can be rep-
resented as follows:

Y Z vi i i= ′ +α (10)

where Z
i
is a vector of explanatory variables, ′α

i
is a vector of coefficients,

( )u N
i
~ ,0 σ , ( )v N
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~ ,0 1 and corr u v

i i
( , ) =ρ . Notice that Z

i
may include X

i
.

The growth rate G
i
is observable if the latent variable Y

i
>0. Hechman’s

model therefore estimates the expectation of growth conditional on survival:
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where λ
i
(.) represents the inverse Mills ratio
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represent the normal density and the cumulative density function , respectively.
Equation (14) therefore transforms what was a sample selection bias into an

omitted variable bias, the omitted variable being λ
α
σi

i

u

Z− ′⎛

⎝
⎜⎜

⎞

⎠
⎟⎟. Notice that a posi-

tive correlation between the stochastic disturbances in equations (8) and (10) will
lead to an upward bias in firm growth. A zero correlation (ρ =0) would mean that
there is no selection bias, although initial size and age may be significant in both
the growth and survival equations.
Ideally one would have a variable that identifies the selection correction term

to solve the selectivity bias. This study has no such variable that affects survival
but does not influence firm growth. Identification is therefore based on differ-
ences in functional forms, though this is obviously a weak basis for identification.
The strategy followed in this study is to include in the firm growth regression
variables that feature in the survival model, and explore their effect on the selec-
tion correction term. To this end, three models were tested (table 4.4). For each
model, OLS estimates were juxtaposed with estimates from a Heckman selection
correction model. The first model (Model I) includes only initial age and size, as
well as their quadratic terms to control for potential non-linearity in the relation-
ship. This model has been tested in several firm growth regression studies in the
literature and serves as a benchmark. The second model (Model II) expands on
the basic model by including a productivity term and market share; two continu-
ous variables that feature in the survival model. The third model (Model III)
includes dummy variables indicating whether a firm exports, faces high import
competition, has some foreign capital, is a public enterprise, has invested and ad-
vertises its product. In addition, all models control for industry and region effects.
Before we look at the regression results it is useful to view some descriptive

statistics on firm growth in terms of employment. Figure 4.6 shows that total
manufacturing employment in Ethiopia stagnated during the study period with a
slight tendency to decline due to contraction of employment in large enterprises
(those employing at least 100 persons). Total employment in small and me-
dium-sized enterprises, on the other hand, grew during the study period,
preventing a decline in total manufacturing employment.
Table 4.3 shows that a great majority of small firms (86.3%) experienced em-

ployment growth during the period 1996–2002. The proportion of firms with a
positive growth rate, however, declines with firm size. Only 61% of me-
dium-sized enterprises and 30% of large enterprises had positive employment
growth during the study period. Overall, about 30% of firms had shed labour,
most of these being large firms. As a result, the average firm size in Ethiopian

78 Chapter 4



manufacturing declined steadily from 136 employees in 1996 to 98 in 2002. This
observation constitutes a preliminary indication that growth does decline with
firm size, at least in this sample.

4.4.2 Results of firm growth regression

The growth regression was carried out for the period 1996–2002. Table 4.4 re-
ports OLS estimates in juxtaposition with the coefficients of the selection
correction model. Table 4.5, on the other hand, presents the partial derivatives of
growth with respect to size and age estimated at the sample means.
It is interesting to note that the coefficient of the inverseMills ratio is negative

and statistically significant in Model I, which includes only age and size effects.
This is because of a negative correlation between the error disturbances of the
growth and the selection models (see the sign ofρ). It suggests that there are un-
observed features that tend to increase (decrease) the exposure to business failure
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Figure 4.6: Total manufacturing employment by firm size category
Source: Author’s computations based on CSA manufacturing census.

Negative (%) Positive (%)

Small 13.70 86.30
Medium 39.22 60.78
Large 69.57 30.43
Total 30.74 69.26

Table 4.3: Proportion of firms with positive and negative employment growth rates (1996–2002)

Source: Author’s computations based on CSA manufacturing census.
Note: About 3% of small and medium-sized enterprises had zero growth rates for this period.



while at the same time increasing (decreasing) firm growth. This is unlike the re-
sults in Hall (1987) and Evans (1987), which find zero (or a positive but
statistically insignificant) value forρ, suggesting no selection bias despite the fact
that exiting firms in their sample were slow-growing small firms. This study finds
similar results in Model II and Model III, which include other covariates. Includ-
ing firm productivity and market share in Model II renders the selection effect
insignificant, although it still has a negative sign. InModel III, which includes all
of the variables that feature in the selection model, the coefficient of λ becomes
positive but statistically insignificantly different from zero. These results suggest
that the unobserved selection effect is not a problem and that OLS results are as
applicable to exiting firms as they are for surviving ones.
Turning to the main story in table 4.4, firm size is shown to have a significant

negative effect firm size is shown to have a significant negative effect on firm
growth in all specifications. Small firms, therefore, grow faster than large firms
although the negative size effect tends to decline beyond a certain threshold, as
indicated by a significant positive coefficient on the quadratic term. Gibrat's Law
of Proportional Growth therefore does not hold for the Ethiopian sample, al-
though the positive coefficient on the squared term indicates that Gibrat's Law
tends to hold better among larger firms. Due to the selection bias, OLS estimates
in Model I appear to understate the negative effect of initial size on firm growth.
Looking at the partial derivate of growth with respect to size, table 4.5 shows that
except for OLS estimates in Model I, over a period of 10 years a 1% increase in
initial size at the mean leads to about 0.4% growth in size.5 Small firms, thus,
grow faster than larger ones and the result is not driven by the way firms are se-
lected for our sample. This finding is also consistent with results of other studies
that control for sample attrition. Most importantly, the Ethiopian data is consis-
tent with the implications of market selection models, by which small firms grow
faster than large ones. Gunning andMengistae (2001) reported a similar relation-
ship between firm size and growth for Ethiopian manufacturing based on
firm-level survey data for the 1980s and early 1990s.
On the other hand, firm age seems to have no significant effect on firm growth

once initial size has been controlled for. This is unlike Evans (1987) which finds
in USmanufacturing that old firms grow slower than young firms, controlling for
size.
Including additional covariates in the basic firm growth model not only dealt

with the selection bias but also revealed interesting results. The growth models
estimated in this chapter therefore provide more information on growth perfor-
mance of Ethiopian firms than those of Gunning and Mengistae (2001), which
control only for size, age, ownership and industry effects. The results in table 4.4
show that the productivity term during the first year of observation does not affect
subsequent firm growth while market share does. The insignificance of the effi-
ciency term may appear contrary to expectation but should not be surprising,
since downsizing is one way of maintaining or improving efficiency, especially
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among large firms. This does not necessarily mean that productivity is not rele-
vant to firm growth. It is possible that productivity affects firm growth indirectly
through other variables like market share and investment, which happen to signif-
icantly increase growth. The significant effect of market share also points to the
importance of financial constraints on firm growth in countries like Ethiopia with
imperfect financial markets. It is interesting to note that while exposure to high
competition from imports does not raise the exit hazard (section 4.3), it signifi-
cantly restrains business expansion and job creation in the manufacturing sector.
This suggests that while competition from imports may induce local firms to be-
comemore efficient, their efficiency seems to increase their survival probabilities
but not their growth prospects. On the other hand, product differentiation as
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I II III

OLS Selection OLS Selection OLS Selection

Log _ size -0.0568***
(0.0186)

-0.1001***
(0.0290)

-0.0992***
(0.0191)

-0.1019***
(0.0196)

-0.0990***
(0.0199)

-0.0896***
(0.0206)

Log _ size2 0.0041**
(0.0020)

0.0072***
(0.0021)

0.0057***
(0.0019)

0.0060***
(0.0020)

0.0052***
(0.0020)

0.0043**
(0.0021)

Log_ age -0.0395***
(0.0145)

-0.0302**
(0.0147)

-0.0440***
(0.0138)

-0.0425***
(0.0139)

-0.0404***
(0.0138)

-0.0462***
(0.0142)

Log_ age2 0.0101***
(0.0038)

0.0069*
(0.0039)

0.0108***
(0.0036)

0.0103***
(0.0037)

0.0101***
(0.0036)

0.0119***
(0.0038)

Log_
productivity

-0.0022
(0.0056)

-0.0017
(0.0055)

-0.0007
(0.0056)

-0.0025
(0.0057)

Log_ Market
Share

0.0251***
(0.0053)

0.0232***
(0.0070)

0.0204***
(0.0054)

0.0267***
(0.0077)

Export 0.0378*
(0.0212)

0.0389*
(0.0213)

Import
Competition

-0.0689***
(0.0237)

-0.0876***
(0.0284)

Foreign
Ownership

0.0196
(0.0205)

0.0346
(0.0243)

Public
Enterprise

0.0015
(0.0172)

0.0001
(0.0170)

Investment 0.0181*
(0.0104)

0.0190*
(0.0103)

Advertising 0.0287***
(0.0110)

0.0303***
(0.0109)

Intercept 0.1465***
(0.0531)

0.3422***
(0.0703)

0.3426***
(0.0622)

0.3548***
(0.0671)

0.3273***
(0.0628)

0.2842***
(0.0704)

-0.0859***
(0.0221)

-0.0118
(0.0292)

0.0412
(0.0355)

-0.8851 -0.1542 0.5195
Wald 129.37 174.36 200.6
Adjusted R2 13.6 21.54 24.5
Observations 330 597 326 597 326 597
Censored 271 271 271

Table 4.4: Firm growth regression (1996–2002)

Note: *** significant at 1%; ** significant at 5% ; * significant at 10%.
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I II III

With Respect to OLS Selection OLS Selection OLS Selection

Size -0.0277***
(0.0052)

-0.0482***
(0.0074)

-0.0581***
(0.0077)

-0.0587***
(0.0076)

-0.0615***
(0.0087)

-0.0589***
(0.0086)

Age 0.0037
(0.0047)

-0.0006
(0.0051)

0.0022
(0.0046)

0.0017
(0.0046)

0.0031
(0.0045

0.0049
(0.0048)

Table 4.5: Partial derivatives of firm growth (at the mean)

Note: *** significant at 1%; ** significant at 5%; * significant at 10%.

Small and Medium Large

OLS Selection OLS Selection

Log _ size -0.1610***
(0.0612)

-0.1503***
(0.0571)

-0.0495
(0.0895)

-0.0251
(0.0838)

Log _ size2 0.0137
(0.00989)

0.0128
(0.0091)

0.0024
(0.0070)

0.0005
(0.0066)

Log_ age -0.0593***
(0.0198)

-0.0692***
(0.0209)

-0.0211
(0.0232)

-0.0165
(0.0213)

Log_ age2 0.0157***
(0.0054)

0.0186***
(0.0059)

0.0076
(0.0054)

0.0067
(0.0049)

Log_ productivity 0.0036
(0.0083)

0.0004
(0.0087)

0.0101
(0.0091)

0.0069
(0.0086)

Log_ Market Share 0.0182**
(0.0076)

0.0291**
(0.0130)

0.0077
(0.0106)

0.0136
(0.0104)

Export 0.0535
(0.0633)

0.0549
(0.0638)

0.0239
(0.0223)

0.0173
(0.0209)

Import Competition -0.0367
(0.0332)

-0.0737
(0.0485)

0.0248
(0.0638)

-0.0035
(0.0603)

Foreign Ownership 0.0085
(0.0242)

0.0371
(0.0374)

0.0647
(0.0582)

0.0445*
(0.0539)

Public Enterprise 0.0239
(0.0283)

0.0080
(0.0322)

-0.0429
(0.0289)

-0.0446
(0.0261)

Investment 0.0196
(0.0134)

0.0202
(0.0133)

-0.0100
(0.0204)

-0.0061
(0.0186)

Advertising 0.0109
(0.0153)

0.0141
(0.0156)

0.0407**
(0.0172)

0.0390**
(0.0158)

Intercept 0.4350***
(0.1068)

0.3841***
(0.1110)

0.2147
(0.2907)

0.0950
(0.2668)

λ 0.0588
(0.0561)

0.0557
(0.0356)

ρ 0.6606 0.9237
Wald X 2 162.45 199.04
Adjusted R

2
22.25 20.10

No. Observations 205 461 121 136
Censored 256 15

Table 4.6: Firm growth regression by size category (1996–2002)

Note: *** significant at 1%; ** significant at 5%; * significant at 10%.



proxied by the advertisement dummy promotes firm growth as well as survival
time. The results also indicate that exporting firms and firms that invested during
the first year of observation managed to grow faster than non-exporters and
non-investing firms, although the effect is small and statistically significant only
at 10%. This suggests the role of demand in firm growth; with exports being asso-
ciated with wider world demand and investment reflecting desired output.
Table 4.6 provides regression results estimated separately for large and for

small and medium-sized firms. One key observation is that the negative age and
size effect holds only for small and medium-sized firms. For large firms, age and
size have the correct sign but are not statistically significant, suggesting that
Gibrat’s Law may hold for samples restricted to large firms. In both subsamples,
the selection effect is statistically insignificant, particularly for small and me-
dium-sized firms. For large firms, is significant at the 11% level of significance.
Only two variables are statistically significant in the growth regression of large
firms: foreign ownership and advertising. This suggests that foreign technologi-
cal inputs and the introduction of new products or new varieties of existing
products (assuming that advertising is relevant to promote new items) play a key
role in employment growth among large firms. For small firms, initial age and
size are the most important determinants of growth. Small firms with a relatively
large initial market share tend to grow faster, perhaps because of the importance
of financial constraints for firm growth which are significant only for small and
medium-sized firms.

4.5 Conclusions

This chapter examined firm demographics and provided econometric tests of the
implications of market selection models. On average, about 20% of firms enter
Ethiopian manufacturing industries every year. This rate is comparable to obser-
vations from other developing countries, and most of the variation in the rate of
entry is across industries rather than over time. Capital intensity and market con-
centration appear to act as entry barriers. Also as documented in other studies, the
rate of entry is highly correlated with the exit rate. Overcoming entry barriers is
therefore not a serious problem in sub-Saharan Africa, although the same cannot
be said about survival.
The exit hazard has interesting relations with different covariates. As pre-

dicted by theories of industrial evolution, the risk of exit varies inversely with
initial size and hence small firms are more likely to exit than larger ones. A
non-parametric analysis reveals that the risk of exit for entrants tends to rise dur-
ing the first four years and starts to decline afterwards showing that firms learn
survival skills as they age. This implies that contemporaneous hazard of business
failure exhibits a negative duration dependence after a threshold point. Exposure
to competition from imports does not seem to raise the risk of firm exit in Ethio-
pian manufacturing, although it does seem to negatively affect firms’ growth
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prospects. Undertaking investment and having some foreign capital significantly
prolong a firm’s survival time. Improving the investment climate to increase the
proportion of investing firms and to attract foreign direct investment might there-
fore improve the survival probability of entrants. Chapter 6 elaborates on this
point further.
The analysis in this chapter shows that the distribution of growth among sur-

viving firms is not random and not proportional to initial size as stated in Gibrat’s
Law. Rather, small firms in this sample grew faster than large firms, in confor-
mity with theories of industrial evolution. However, Gibrat’s Law seems to hold
among large firms, among which growth rate did not depend on initial size. The
chapter shows that unobserved selection effects may bias OLS estimates if only
size and age are included in the growth regression. While the existence of such a
selection effect does not change the overall conclusion that small firms grow
faster than larger ones, the selection bias becomes statistically insignificant once
other covariates that feature in the survival model are included in the growth re-
gression. The positive age and size effect on firm survival, and the negative size
effect on growth, are consistent with an underlying market selection process,
which section 4.3 showed to have a positive aggregate impact.
Firm growth is positively associated with market share in Ethiopian manufac-

turing, particularly among small and medium-sized firms. This suggests the
importance of financial constraints in limiting firm growth. Addressing the finan-
cial constraints of small firms might therefore possibly strengthen their growth
performance and hence their job-creating potential. Productivity seems to be
more important for firm survival than for growth, as efficiency gains could be
achieved through downsizing. Firms that operate in industries with high competi-
tion from imports achieve slower growth rates than those with relatively less
import competition. This happens even after controlling for initial differences in
firm-level market shares. It suggests that import competition tends to shrink an
industry’s market share leaving firm-level market shares unchanged, hence exert-
ing an independent effect on firm growth. While this may not necessarily
constitute a call for protective trade policy, it does suggest the need to identify the
specific competitive challenges facing firms in high-import-competition indus-
tries. On the other hand, the presence of foreign capital and product
differentiation significantly increase growth rates, particularly among large
firms. Attracting foreign direct investment, linking domestic firms with foreign
investors and providing technical support for product differentiation are some of
the measures that could countervail the growth-dampening effect of import
competition.
In conclusion, the analyses in chapters 3 and 4 suggest that policy and institu-

tional problems are not too serious to stifle the proper functioning of markets in
sub-Saharan Africa. The manufacturing sector is not short of entrepreneurs will-
ing to try their business ideas. However, survival in the market is not easy and
growth, in terms of employment, is largely a small firm phenomenon. The posi-
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tive contributions of the market selection process for industrial competitiveness
notwithstanding, intra-firm productivity has been deteriorating, dragging aggre-
gate productivity down with it. It is therefore imperative to look beyond markets
for long-term competitiveness. Chapters 5 and 6 address the role of innovation
and investment for industrial competitiveness.

Appendix Chapter 4
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1. An exploratory regression was attempted to understand the determinants of entry. However
it did not perform well because of the limited number of observations – entry rate is
calculated for nine two-digit industries over five years yielding only 45 observations.

2. A Weibull distribution for duration time takes the form: F t t( ) exp( )= − −1 γ α where and are
non negative parameters. The hazard function from this distribution will be λ γα α( )t t= −1.
When α = 1 the Weibull reduces to a memoryless function, while α α> <1 1( ) shows
positive (negative) duration dependence.

3. The standard errors of the hazard rations are calculated using the delta method. However,
the Z-test and p-values corresponding to the hazard ratios (not reported in the tables but
represented by asterisks) are calculated from the underlying natural regression coefficients
and their standard errors. Although a test based on the hazard ratio and its standard errors
would be asymptotically equivalent to that based on a regression coefficient, in real samples
a hazard ratio will tend to have a more skewed distribution since it is an exponentiated
regression coefficient (Stata Manual, Release 9, 2005).

4. While revenue can also be used as a measure of size and growth, the results are basically
similar with models that use employment. Brown et al. (2005) for instance find similar
results using both sales and employment as growth indicators for small firms in Romania.

5. The growth equation can be specified as ln ln ln 'S S At t t= + +′β β β0 1 2 which implies that .
In the log linear model, confirms proportional growth while a coefficient less than one
rejects Gibrat’s Law.
The growth equation can be specified as which implies that . In the log linear model,
confirms proportional growth while a coefficient less than one rejects Gibrat’s Law.
The growth equation can be specified as which implies that . In the log linear model,
confirms proportional growth while a coefficient less than one rejects Gibrat’s Law.

Notes to Chapter 4



5 Technological Capabilities and Competitive
Performance

5.1 Introduction

The preceding two chapters investigated the process of market selection and its
contribution to aggregate productivity growth. In brief, the analyses showed con-
siderable heterogeneity among firms within an industry and that market selection
is consistent with productivity differences. They also showed that there is a con-
tinuous reallocation of resources from less to more efficient producers
contributing to industry-level productivity growth. However, the time path of in-
dustry-level productivity is heavily influenced by what happens within the
boundaries of firms. More specifically, the loss of productivity in Ethiopianman-
ufacturing during the 1996–2002 period was largely driven by a productivity
decline within firms. While markets are functioning properly with a positive ag-
gregate effect, the productivity of most firms continued to decline, which indeed
is a cause for concern.
“Technological capabilities” refers to the skills, knowledge and experiences

that firms acquire through firm-specific learning processes. The literature asserts
that technological capabilities determine how effectively a developing country
firm can use themodern technology acquired from technology leaders abroad and
their ability to upgrade and adapt such technologies (Lall 2001). Since industrial
competitiveness requires efficiency growth, not only in the context of existing
products but also through the introduction of new and better quality products, un-
derstanding the process of technological capability accumulation is an important
step in understanding the competitiveness process.
This chapter investigates the accumulation of technological capabilities by

Ethiopian manufacturing firms and the effect of such capabilities on post-entry
performance. It does so by examining various indicators of technological capa-
bilities for a sample of 127 firms drawn from the population of firms observed in
2002 (the sampling frame). Apart from describing the nature and distribution of
technological capabilities in Ethiopian manufacturing, the main objective of the
chapter is to relate technical capabilities to two indicators of competitive perfor-
mance: firm productivity and growth. Although we have no time series data on
technological capabilities, the analyses here provide some explanation for the
intra-firm productivity decline documented in Chapter 3.
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The chapter is organised as follows. The next section elaborates the theoreti-
cal underpinnings of the technological capability (TC) approach and how it
compares with alternative approaches to technology in the growth literature. It
also highlights some of the empirical studies that seek to measure the role of tech-
nological capabilities. Section 5.3 then sketches the empirical approach adopted
here, which is further elaborated in the respective subsequent sections. Section
5.4 describes the nature and distribution of technological capability indicators
and how each relates individually to firm productivity. Section 5.5 employs clus-
ter analysis with the objective of forming typologies of technological capabilities.
Section 5.6 relates the accumulation of technological capabilities to firm produc-
tivity and growth using regression analyses. Section 5.7 concludes the chapter
with a summary of key findings and policy implications.

5.2 The literature on technology and technological capability

The role of technology in economic growth has never been a point of contention.
However, the manner in which technological change is incorporated distin-
guishes one growth theory from another. The simplest is the neoclassical
framework, which treats technology as a public good available to all producers at
no cost. In this approach, capital accumulation would have only a level effect on
per capita income with its growth rate converging to zero in the steady state un-
less there is exogenous improvement in technology. Technology is the main
driver of long-term growth in Solow’s (1956) model, although it does not explain
how innovation occurs. From a neoclassical perspective, structural aspects of the
economy, such as industrial structure and the skill composition of the labour
force, do not influence growth. In fact they are inevitable outcomes (byproducts)
of growth in per capita income, which leads to a change in the structure of de-
mand for final goods, which in turn dictates factor demand. This framework
leaves little room for policy interventions, as the economy achieves the desired
structure over time through the smooth functioning of markets.
An important feature of the new growth theories is their introduction of

two-way interaction between technology and the domestic economy. In so doing,
they attempt to bring to surface the interrelations between the structural aspects of
an economy (institutions, infrastructure, market structure, etc.) and the process
of innovation, and the effect of such interaction on long-term growth. Thesemod-
els’ basic assumption is that innovation, like any other economic activity,
responds to economic stimuli – i.e., agents decide to engage in knowledge-gener-
ating activities based on market incentives (Aghion and Howitt 1998). Because
the Solow-Swan model is a general equilibrium model in a competitive frame-
work, its strict constant returns to factor inputs cannot accommodate rewards for
technological effort. Initial attempts to endogenise technology tried to circum-
vent this by considering technological progress an incidental gain from capital
accumulation. This unintended effect, called “learning by doing”, remains exter-
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nal to the firm that undertakes the investment while being endogenous at the
macro level (Arrow 1962). The so-called AK models are improvements along
this line. In these models, knowledge (a form of capital) increases automatically
with the accumulation of physical capital and prevents the effect of diminishing
returns. In AKmodels, individual firms do not internalise the effect of capital ac-
cumulation on knowledge, i.e., knowledge is unremunerated and non-rival.
Aghion and Howitt (1998) are among the pioneers who introduced endoge-

nous growth models with a reward for innovative activities. The innovative
aspect of their model is the effort to incorporate imperfect competition (in the in-
termediate goods sector) into a general equilibrium growth model. Their model
is said to take the middle ground in the accumulation versus innovation debate, in
which emphasis is placed either exclusively on the role of capital accumulation
for growth even in the long run (Mankew 1995, Jorgenson 1995) or exclusively
on innovation as in the Solow (1956) model.
The Aghion-Howitt model shows that an increase in capital intensity comple-

ments innovation by raising the equilibrium flow of monopoly rents to
innovators. This happens because innovation needs capital and more capital
would reduce the equilibrium rental rate. This positive effect of capital intensity
on the value of an innovation is the channel through which capital accumulation
stimulates innovation. In the steady state, improvement in the productivity of the
research sector also increases growth. On the other hand, an increase in the rate of
innovation tends to reduce the flow of profits to a monopolist, as the arrival of a
new intermediate input would drive the current incumbent out of the market. This
market-stilling effect, however, is supposed to be weaker than the growth-en-
hancing effect. Finally, innovation in the intermediate goods sector leads to
growth in per capita income by improving the productivity of the final goods sec-
tor, which is assumed to be a price-taking competitive sector. The central point is
that capital accumulation stimulates innovation by increasing the equilibrium
flow of profit whereas more innovation stimulates capital accumulation through
productivity growth. This simultaneous growth prevents the choking effect of di-
minishing marginal returns and fuels long-run growth in per capita income. This
is unlike the simple neoclassical model where long-run growth is driven by tech-
nical progress alone regardless of capital accumulation. Even the endogenous
growthmodels of Romer (1990) andGrossman andHelpman (1991) share a simi-
lar notion, where the incentive for research and development (R&D) alone drives
long-run growth independent of the stock of capital.
However, the Aghion-Howitt model has its own limitations. It does not tackle

structural change in an economy, an issue of great importance in understanding
the economics of development and competitiveness. An economy is, for in-
stance, always viewed as a scaled-up version of what it was several years ago
(Aghion and Hewitt 1998). It also fails to show the organisational structure
within which innovations take place. Endogenous growthmodels assume that re-
search is performed by an individual or collection of individuals; they ignore the
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reality that most R&D is done within firms. Particularly in developing countries,
the learning process at the firm level is critical to understanding technological
progress. The theory, moreover, tells us little about the innovative behaviour of
firms and assumes that markets determine the rate of technological progress. In
such a setting, the role of the state in productivity growth does not go beyond
functional interventions, such as the provision of general education and infra-
structure, the kinds of interventions that do not interfere with the market’s role in
the allocation of resources (Evenson and Westphal 1994). Also missing in the
model is the role of linkages with global production networks as a source of pro-
ductivity growth, which is particularly important for developing countries.
Unlike the neoclassical models (new and old), the structuralist approach to

economic growth pays utmost attention to structural change and its effect on eco-
nomic growth. In this approaches, the structure of an economy determines its
growth potential, mainly because technology requires certain structural features
to play its expected role. By limiting the viable technological options available to
domestic producers, structural factors tend to dictate the pace of growth. The
other key feature of the structualist approach is its depiction of structural change
as a process which is not smooth and definitely not an inevitable byproduct of
growth in per capita income. Structural change is possible, but requires skill-spe-
cific infrastructure and technological capabilities. Such necessary conditions do
not often result from capital accumulation because of pervasive market failure for
such resources (Justman and Teubal 1991). From the structuralist perspective the
kind of resource reallocation that is of prime importance is that between emerging
activities and traditional ones, where markets fail more often than not because of
the skill-specific infrastructure that such transitions demand. In the neoclassical
framework of analysis, the focus is on the allocation of resources among existing
products and producers.
The structuralist perspective evolved, not surprisingly, from empirical obser-

vations from both the developed and developing countries. Kuznets (1971), for
instance, was the first to note the disproportionately large contribution of new in-
dustries to overall economic growth in the United States in the late 19th to
mid-20th century. Schumpeter (1934) explained the role of “creative destruction”
of obsolete industries in economic growth. In both cases the central issue is the
reallocation of resources between existing industries and emerging ones, for
which the standard neoclassical analysis of efficient resource allocation among
established activities is simply inadequate. Pioneers in development economics
have also noted the role of a “Big Push”, a lead industry and interdependent in-
dustries, in long-term economic growth (Rosenstein Rodan 1943, Nurks 1967,
Hirschman 1958, Chenery 1959).
The TC approach is one of the many directions in which the early structuralist

literature on technology and industrial growth evolved. The TC approach shares
quite a number of assumptions with evolutionary economics regarding the intan-
gible aspects of technology, the costliness of the learning process, the uncertainty
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surrounding the outcome of learning and the path dependence and bounded ratio-
nality of producers in their choice of technology (Nelson and Winter 1982). It
differs from the evolutionary approach in that it does not assume that the re-
sources and incentives for innovation already exist in developing countries.
Neither is the TC approach about innovation at the technology frontier, as
dwelled upon in the evolutionally perspective which focuses on advanced coun-
tries. Instead, it centres on developing countries that still rely on technological
inputs from advanced countries but make important innovations to use them ef-
fectively and adapt them to their specific needs and environment.
While scale economies and vintage effects could perpetuate efficiency differ-

ences among firms in an industry, the TC approach looks further into differences
in change generating resources within the firm. In that sense, the heterogeneity of
firms that it addresses is rather dynamic in nature. Unlike neoclassical growth
theories, which treat technology as a separate activity outside of the firm, the TC
approach looks at innovation and production activities as interdependent pro-
cesses within the boundaries of the firm. These nuances represent a useful shift
from the traditional presumption – even among development economists – that
technological effort and choice in developing countries are subsets of the invest-
ment decision. It therefore challenges the assumption that developing country
firms have no important role to play with respect to technology, as modern tech-
nologies from advanced countries could be obtained through the purchase of
machinery and equipment (Evenson and Westphal 1994). This notion evolved
from a series of case studies in the 1970s which revealed that learning by doing
was not an automatic process.1 While these studies elaborated on cases of indus-
trial success and failure, they paid insufficient attention to the development of
technological capabilities by local firms (Ernst et al. 1998)
It is important to note that the TC approach recognises the importance of mac-

roeconomic stability and the need to correct indiscriminate and indefinite
protection as a way forward to industrial competitiveness (Lall 2001). Moreover,
there is no presumption in the TC approach that developing country firms, at least
at this stage, innovate at the technology frontier. The approach pays more atten-
tion to the learning processes that firms need to undertake in order to attain best
practice levels of efficiency for a given technology. Access to technology is only
part of the competitiveness process. Technology has tacit elements which are not
fully transmitted at the time of the purchase of hardware, blueprints and patents.
The only way to acquire the hidden attributes is through a firm-specific learning
process. Such learning, however, is costly and fraught with uncertainty. The
skills, knowledge and experience achieved in this way constitute technological
capabilities; they determine the efficiency with which technology is used and
most importantly the pace of technological upgrading and adaptation in develop-
ing countries (Lall 1992, Bell and Pavitt 2002).
Complex technologies require new skills and take longer to master. Pro-

longed and costly learning processes imply that developing country firms may
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refrain from engaging in technologically advanced activities. Even if they do so
they may not run them at best practice levels of efficiency. Given the risks at-
tached to technological learning, firms may prefer to stick to low technology, low
profit and low risk industries, leading to a low-growth trap.2 Therefore, even the
best designed and implemented adjustment programmes may not lead to indus-
trial competitiveness. The existence of market failure in technological learning
suggests that policy interventions could make a difference especially at the small
and medium-sized levels (Lall 2001).
The process of learning also tends to be technology specific such that capabili-

ties acquired in one industry do not necessarily enhance competitiveness in
another (Stiglitz 1987). The specificity of learning implies a strong tendency to-
ward path dependence in technological progress. The path dependence of
learning has both positive and negative connotations. Building learning and tech-
nological capabilities in industries that offer greater opportunities for innovation
and diversification equips firms with competitive learning advantages, i.e., they
can catch up and implement new developments with relative ease. Path depend-
ence could also mean getting stuck with less progressive and low-profit
activities, suggesting that there could be multiple equilibria in the process of in-
dustrial development among developing countries. Movement into high
value-added activities which enjoy growing world demand requires skills and re-
sources that are not readily available in the market.

Empirical studies on the TC approach

The TC approach has played an instrumental role in elucidating the competitive-
ness debate. The approach perceives competitiveness as a dynamic process
requiring more than natural resource endowments. Cross-country comparisons
of performance in manufacturing and manufactured exports are a widely used
empirical method of understanding the role of technological capabilities. UNIDO
(2002) recently published such an attempt to benchmark national competitive-
ness based on the TC approach. The emphasis is on national success in
manufactured exports while achieving a rising level of real income for citizens.
UNIDO’s Industrial Development Report 2002/3 introduced such an index to
construct a new industrial performance scoreboard based entirely on published
country-level data. Four indicators were chosen to construct what it calls the
Competitive Industrial Performance (CIP) index that underlies the scoreboard.
The four indicators are manufacturing value-added per capita, manufactured ex-
ports per capita, the share of medium- and high-technology manufactures in
manufacturing value-added and the share of medium- and high-technology man-
ufactures in manufactured exports.3 UNIDO claims that the CIP is an efficient
index which complements the popular indices that are based on the business
school approach to competitiveness, i.e. that in the World Competitiveness Re-

port of the World Economic Forum (WEF) and the World Competitiveness
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Yearbook of the International Institute for Management Development (IMD).
The idea underlying the CIP is to capture not only the relative importance of man-
ufacturing and manufactured exports, but also the technological composition of
what is manufactured and exported so as to reveal inter-country differences in
technological capabilities.
UNIDO’s Industrial Development Report 2002/3 goes further to benchmark

countries according to some structural factors that are said to determine industrial
performance. These factors include skills, R&D expenditure, foreign direct in-
vestment, licensing payments abroad and physical infrastructure. These are
variables (called “drivers” of industrial growth in the report) for which data is
available from published sources for most countries. Apart from a positive corre-
lation among themselves, these factors have been shown to have a statistically
significant positive association with the CIP index (UNIDO 2002). The lesson to
be learned is that counties that rank high in drivers (technological capabilities) are
also countries that manufacture and export technologically advanced commodi-
ties. In both the CIP and the individual indices of the drivers of industrial
performance, for instance, African countries occupy the bottom ranks. The anal-
ysis shows that African countries need to catch up quickly in terms of the drivers
of industrial growth and exports if they are to close the technology gap, even with
the leaders in the developing world.
Competitiveness has traditionally been defined in terms of differences in unit

labour cost. Dissatisfied with the narrow scope of cost-competitiveness, Jan
Fagerberg (1988) made one of the earliest attempts to test an econometric model
of competitiveness, which includes both price and structural variables. The struc-
tural variables he considered include ability to compete in technology (proxied by
a weighted average of non-military R&D and external patents) and ability to
compete in delivery capacity (proxied by share of gross investment in GDP).
Using a panel of 15 OECD countries he found evidence that structural variables
play a much more important role in determining cross-country differences in ex-
port shares than cost competitiveness. Based on a cross section of 49 developing
countries, James and Romijn (1997) also tested the role of structural and incen-
tive variables on technological complexity (as an indicator of competitiveness) of
the engineering goods industry. They found that small economies (in terms of
market size) can make up for demand-side disadvantages through interventions
in the science and education sectors to remain competitive.
Although the TC approach has a strong micro-foundation, most of its empiri-

cal studies and policy discussions are carried out at the national level.
Furthermore, the competitiveness indices are at the country level and do not re-
veal the problems and competitive challenges of countries in specific industries
let alone the firm-level processes of productivity dynamics and technological
learning. Like the competitiveness ranking exercises, the cross-country econo-
metric studies also abstract from industry-specific differences in competitiveness
(except James and Romijn). The focus on exports as an indicator of competitive-
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ness also has its limitations as long as the basis of the exports and their
technological level are not identified.
Though they do not address technological capabilities directly, a recent body

of cross-country research on export and growth has revived the issue of structural
transformation through innovation. Evidence from these studies shows that eco-
nomic growth is underpinned by building capabilities for a wide range of export
products rather than specialising in a narrow basket of goods in line with tradi-
tional comparative advantage (Imbs andWacziarg 2003). According to Imbs and
Wacziarg, countries diversify as they grow, and specialisation starts only after
they reach a relatively high income level (approximately that of Ireland). Most
importantly, some sectors, particularly technologically advanced manufacturing,
tend to allow more learning and innovation that could sustain growth over the
long run (Hausmann et al. 2005, Hausmann and Klinger 2006). Although these
ideas are not new to development economists, these studies provide fresh and
compelling evidence to support them.
In an effort to show the importance of a country’s export mix for economic

growth, Hausmann et al. (2005) first calculated a weighted average of the per ca-
pita income of countries that export a particular commodity using countries’
revealed comparative advantages as weights. Once the average income associ-
ated with each export product is calculated (which they refer to as PRODY) they
then constructed the income level of each country based on (share) weighted av-
erage corresponding to thePRODY of each of its export items (which they refer to
as EXPY). Apart from the expected high correlation between EXPY and per capita
GDP, it is interesting to note that some countries, like China and India, have
EXPY levels way beyond what could be predicted based on their income levels.
The authors also show that current EXPY is a statistically significant predictor of
future growth after controlling for standard covariates. This indicates that the de-
gree of sophistication of a country’s exports has important bearing for its growth
potential.
Hausmann and Klinger (2006), on the other hand, examine structural transfor-

mation and how it is affected by a country’s current composition of exports. They
conceive structural transformation as a movement from one tree to another in a
forest of products. A country’s speed of transformation (or rather the ability of its
firms to jump from one tree to the next, more advanced tree) depends on how
close the trees are to one another. Their analysis shows that some sectors, for ex-
ample, the oil industry, tropical products and raw materials, have very specific
infrastructure and skill requirements that do not prepare a country to initiate the
production of other goods – the forest is sparse. On the other hand, the product
space for manufacturing is so dense that firms can easilymigrate to a better part of
the forest. The ease of migration/transformation is a spillover that cannot be in-
ternalised through markets, suggesting the need for deliberate policy
interventions that facilitate the accumulation of capabilities by firms in the manu-
facturing sector. These country-level studies need to be backed by firm-level
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analyses of technological capabilities for a more complete understanding of com-
petitiveness. Unfortunately, there are few firm-level studies on accumulation of
technological capabilities and industrial competitiveness.
Biggs et al. (1995) made an effort to incorporate firm-level learning mecha-

nisms as processes that leads to capability building in a production function for
three sub-Saharan African countries, namely, Kenya, Zimbabwe and Ghana. In-
dicators of technological capabilities included the proportion of workers who
participated in training (both internal/ external and formal/informal), share of for-
eign ownership, a dummy for participation in export markets, and another
dummy for technology transfer from abroad. The estimation results indicate that,
with the exception of the export dummy, technological capabilities was a statisti-
cally significant source of technical efficiency for firms in Zimbabwe and Ghana.
For Kenya, none of these variables were significant. Given the difficulty of di-
rectly measuring technological capabilities, Biggs et al. (1995) used case studies
to back up their regression results.
Based on a sample of 50 Zimbabwean manufacturing firms, Teitle (2000)

constructed a technological capability (TC) index (from about nine indicators of
technological capabilities) and used this index to explain firm performance in
terms of sales per worker and the probability to export. He found the aggregate
TC index to have a statistically significant effect both on productivity and ex-
ports. In a similar fashion, Wignaraja (2002) used 12 innovative activities to
construct a TC index for a sample of 40 garment firms in Mauritius. He used it to
explain share of exports in total output (textile is Mauritius’ major manufactured
export) and found a significant positive effect. Bhaduri and Ray (2004) used rela-
tively advanced indicators of technological capabilities by splitting such
capabilities into measures of know-how and know-why. They used R&D outlays
as well as research output (such as number of new products and research reports)
to explain firm-level export performance in the pharmaceutical and electronics
sectors of India. They showed that while direct measures of know-how and
know-why as indictors of technological capabilities are not statistically signifi-
cant in explaining exports, the efficiency with which such capabilities are
generated (in terms of know-how and know-why per unit of R&D outlays) is sig-
nificantly associated with export growth.
Both Wignaraja (2002) and Bhaduri and Ray (2004) studied highly ex-

port-oriented industries in Mauritius and India, respectively. Ethiopian
manufacturing firms on the other hand predominantly target the domestic market.
It will therefore be interesting to examine the role of technological capabilities on
firm-level performance in terms of productivity and employment growth in the
context of industries not oriented towards the export market.
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5.3 Data and methodology

This chapter uses primary data collected through a manufacturing sample survey
conducted by the author in Ethiopia from January to April 2004. The sample in-
cludes 127 establishments from four industries in the vicinity of Addis Ababa.
For details on the sampling procedure refer to Chapter 2 (section 2.3).
The empirical approach in this chapter has three components. Section 5.4 ex-

plores the distribution of accumulation of technological capabilities across firm
size, age and industry categories. This is often accompanied by bivariate associa-
tion of total factor productivity (TFP) with indicators of technological
capabilities. The TFP is calculated using the production function estimation
method explained in Chapter 3 based on a panel data of the population of Ethio-
pian manufacturing firms. This means that it combines information from two
datasets: the sample survey that captures measurements of technological capabil-
ities and the census-based panel data collected by the CSA of Ethiopia. The CSA
panel data is suitable for estimating production functions and firm-level TFP,
though it contains no information on technological capabilities. Merging the two
datasets, therefore, enables us to assess the relationship between innovation and
productivity at the firm level. Section 5.5 deploys a cluster analysis in an effort
to form a typology of technological capabilities based on the nature of innovative
activities engaged in by different groups of firms. The technology clusters are
again compared for differences in productivity using the TFP index calculated
from the census-based panel data. Section 5.6 tests the implications of the TC
approach using regression analysis – we use firm productivity and growth as per-
formance indicators. These models contain individual indicators of technological
capabilities as well as an aggregate TC index as explanatory variables. Further
discussion of each methodology is provided in the relevant sections.

5.4 The nature and distribution of technological capabilities

5.4.1 Acquisition of foreign technology

Acquisition of modern technology is a critical element of industrial competitive-
ness in developing countries. Apart from investment in new machinery and
equipment, developing country firms can access foreign technology through sev-
eral channels, including licensing of technologies, technical assistance and
employing expatriate staff. The nature of technologies acquired through these
different sources is bound to be different. For instance, licenses often relate to
product technologies and hence are product-specific in nature, while technical as-
sistance and expatriate staff are often associated with process technologies and
tend to be relatively broader in application. The incidence of these technological
activities among Ethiopian manufacturing firms sheds some light on the ease at
which firms utilise them and also on inter-industry differences in this regard.
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Figure 5.1 shows that the three channels for accessing foreign technology are
utilised rather sparsely in Ethiopian manufacturing. These three channels are rep-
resented by dummy variables that take the value 1 if a firm engages in that activity
and 0 otherwise. Less than 10% of the sample firms used licensing to acquire for-
eign technology. A slightly higher proportion of firms (about 14%) got technical
assistance from abroad and nearly 18% of firms employed expatriate staff. There
was some overlap among these channels of foreign technology. For instance,
42% of firms that licensed technologies also got technical assistance. The data
shows that most expatriates (about 62%) functioned as technicians while
one-fourth held managerial positions.
The limited incidence of such disembodied foreign technology sources sug-

gests that most firms rely on technologies embedded inmachinery and equipment
rather than engaging in a continuous process of improvement and upgrading.
Subsequent sections investigate whether such technological activities, limited as
their occurrence may be, make any difference in determining the relative effi-
ciency and growth prospects of those firms that undertake them.
Table 5.1 shows an interesting size and industry dimension of foreign technol-

ogy acquisition. The proportion of firms with technology licenses increases
monotonically with firm size; the incidence among large firms is nearly twice as
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high as in small firms. Technical assistance and hiring of expatriate staff as
means of acquiring technology are, however, more prevalent among me-
dium-sized firms than in small and even large ones. Overall, medium-sized firms
seem to be most active in acquiring foreign technology. This reflects perhaps the
tendency among large firms to rely more on their economies of scale, making
them less keen than medium-sized firms to acquire other sources of productivity
growth.
In terms of industries, technological activities are more prevalent in the rela-

tively technologically advanced industries (chemicals and plastics, and metal)
compared to the low-technology industries (textile and garments, and leather and
footwear). Close to 20% of firms in the chemical industry have foreign technol-
ogy licenses; the highest such percentage among the four industries. In the metal
industry, firms tended to resort mainly to technical assistance and hiring of expa-
triate staff. The latter points to the different technological capabilities that may
be needed in different industries. Obviously the chemical industry needs more
process technologies while the metal industry may require mainly technical
skills, gained either through technical assistance or by employing foreign
nationals.

5.4.2 Initial and post-entry investments

Initial investment

For most developing countries, investment in machinery and equipment remains
an important channel for acquiringmodern technology. Firms can enter an indus-
try with new or used machinery and equipment or a mixture thereof. This
composition is explored here both for initial investment and for subsequent ex-
pansions in capacity. Similarly, firms can choose to import machines from abroad
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Percentage of Firms that Use...

Technology
License

Technical
Assistance

Expatriate
Staff

By Firm Size
Small 6.8 2.3 11.6
Medium 9.7 29.0 32.3
Large 12.2 14.3 14.3

By Industry
Textile & Garments 3.4 6.9 13.8
Leather & Footwear 0.0 14.3 10.7
Chemical & Plastics 19.4 11.1 20.0
Metal 12.9 22.6 25.8

Total 9.7 13.7 17.9

Table 5.1: Foreign technology acquisition by firm size and industry

Source: Author’s computations from sample survey.



or purchase them locally. The purpose of this exploration is to provide an indica-
tion of the age and quality of machines at entry into the market and its
implications for productivity. Firms that enter with used machines and never
make additional investments thereafter would be expected to be less competitive
than counterparts that start with and continue to import new machines.
About 53% of firms entered an industry with new machinery and equipment

while 30% started with a mixture of new and used machinery. Less than 20% of
firms joined the sector with only usedmachinery. In terms of size, a bit more than
60% of medium-sized and large firms joined their respective industries with new
machines, while only 37% of small firms did so. This suggests that the familiar
positive association between firm size and efficiency is not only a scale effect but
partly traceable to differences in machine age at entry.
A similar comparison was made for different subsamples of firms established

under different policy regimes in Ethiopia. The results show a declining trend in
the share of firms entering with new machines. During the imperial regime (be-
fore 1974) and the military regime (1974 to 1991) about 57% of firms had new
machines upon their establishment. This proportion fell to 47% for firms estab-
lished under the reformist government since 1991. Moreover, about 60% of firms
established before 1991 imported all of their machines from abroad, while for
firms established since 1991 this share is just below 40%.4 This implies that the
average age of machines upon entry has risen since 1991, and the proportion of
imported machines has declined compared to the previous two regimes. How-
ever, one should be cautious about the selection effect here. For firms that
entered before 1991, the proportions are calculated based on firms that survived
over a long period of time. The high proportion of entry with new machines
among older firms could be the result of the exit of firms that entered with used
machines. Similarly, the relatively small proportion of firms among recent en-
trants that started with new, imported machines is partly because the selection
process is not yet complete. In the absence of information on actual machine age
and procurement source at entry, the above interpretations should be taken with
caution.
Given the liberalised trade policy and relatively better availability of foreign

exchange in the current reformist regime, one would expect to see a growing pro-
portion of entrants joining industries with imported newmachines. The selection
problem notwithstanding, this has not been the case. This has to do with changes
in the macroeconomic environment. The nominal exchange rate in Ethiopia was
fixed at 2.07 Birr/USD for a large part of the imperial regime and throughout the
military regime. The local currency was therefore highly overvalued for a long
period of time. Devaluation of the exchange rate by more than 142% in 1992 and
the subsequent introduction of a market-determined exchange rate regime did
away with overvaluation of the currency. This makes imports dearer now than in
the previous two regimes.5 Moreover, the financial sector has been to some ex-
tent deregulated, resulting in higher interest rates than in the pre-reform periods.
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Such reform measures have increased the average cost of capital, and firms seem
to be responding by resorting to used machines instead of importing new ones.
The mean US dollar value of initial (entry level) investment has accordingly de-
clined from US $2.15 million before 1974, to US $1.59 million during
1974–1991 and further to US $1.36 million after 1991.
Figure 5.2 reveals that entering with new machinery is positively associated

with subsequent level of productivity. On average, firms that began with new
machinery did better than those that began with a mixture of new and used ma-
chines, which in turn did slightly better than those that started with only used
machines. Among firms that entered with newmachines or a mixture of new and
used, productivity was higher for those firms that relied fully on imported ma-
chines compared to those which mixed imported machines with locally acquired
ones. The productivity of firms that began with machines fully purchased locally
(no matter whether old or new) was far lower than that of firms that imported
most or all of their machines from abroad – but the former account for less than
10% of the sample firms. The difference in productivity is likely due to the wide
range of choices that firms have when they import machines from abroad coupled
with the technical assistance and other complementary services provided by sup-
pliers.6

The upshot of these findings is that entry with imported new machines tends
to enhance subsequent productivity level. This is not surprising, since machine
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Figure 5.2: Average productivity of firms by machine age and source
Source: CSA manufacturing census and sample survey.



breakdown, which increases with age, leads to repeated interruption of produc-
tion and high maintenance costs. It also suggests that the current macroeconomic
environment has made it more difficult for entrants to start off with imported new
machines. Any loss of productivity as a result of acquiring older and perhaps less
suitable machines compromises the competitiveness of young firms. This im-
plies that the need for other technological capabilities that would enhance
efficiency is more pressing now than ever before.

Post-entry investment

Entry status should not necessarily set the entire path of firm-level productivity.
Firms can retool and expand through additional investment after entry. Table 5.2
and the subsequent paragraphs examine post-entry investment by firm size and age.
Table 5.2 shows the size dimension of major investment after entry. About

60% of small firmsmade expansionary investments after their establishment, and
this rate is about 81% among medium-sized firms and 89% among large firms.
Large firms are therefore more likely to have mademajor investments after entry.
The table also points to some non-linearity in the probability of undertaking ma-
jor investment with respect to age. About 84% of firms that were established
before 1991 had undertaken major investments since their establishment, a pro-
portion that falls to 68% among younger firms, i.e. those established since 1991.
The probability of making major investment is thus relatively low among young
firms, thereafter rising to a peak and then ebbing among older firms.
This pattern matches the survival and growth patterns of firms explained by

the regression models in Chapter 4. The risk of failure is higher among young
firms, making them less inclined to undertakemajor expansion. After passing the
four- or five-year threshold at which the risk of failure reaches its peak, firms be-
comemore certain of their relative efficiencies thereby increasing the desirability
of investment. As firms age, they achieve their optimal size and the desire for ma-
jor expansion begins to decline. This phenomenon is explored further with a
non-parametric (lowess) regression of the fraction of firms that made major ex-
pansion against firm age. The lowess regression curve in figure 5.3 supports the
previous assertion and reveals another twist in the non-linear relationship. Instead
of declining continuously after reaching a peak, the proportion of expanding
firms among older firms starts to rise once more, albeit very gently.
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Firm Size Share of
Expanding Firms (%)

Entry Period Share of
Expanding Firms (%)

Small 60.5 Before 1974 83.3
Medium 80.7 1974–1991 84.4
Large 88.9 1991–2002 68.5
All Firms 76.5 All Periods 76.5

Table 5.2: Share of firms implementing major expansion after entry

Source: Author’s computations based on sample survey.



5.4.3 Post-entry investment and demand for skilled labour

Primary purpose of expansion and skill demand

An implication of the TC approach for competitiveness is that investment in new
machinery and equipment, inasmuch as it embodies new technology, could be
constrained by the demand for skilled labour that it entails. This section explores
the importance of this linkage in Ethiopian manufacturing.
For about one-third of firms which undertookmajor investment after entry, in-

troducing a new product was their primary purpose. About one-quarter (22%)
invested mainly for the sake of adding capacity for an existing product. Another
20% invested primarily to diversify the variety of the same product. Figures 5.4
and 5.5 summarise firm size differences in the primary purpose of investment.
The figures reveal an interesting connection between firm size and the main

purpose of investment. Figure 5.4 shows that the fraction of firms investing
mainly to increase capacity for an existing product is much higher among small
firms. Relatively fewmedium-sized and large firms invested for this purpose. It
seems that linear growth (along the same product line) is a feature more prevalent
among small firms. Figure 5.5 on the other hand reports the share of firms within
each size category whose major purpose in post-entry investment was to intro-
duce a new product or a new variety of an existing product. In this case,
medium-sized firms take the lead; major expansion in two-thirds of me-
dium-sized firms is associated with a new product or a new variety. This
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proportion falls to 50% among large firms and slightly above 40% for small
firms. This suggests that medium-sized firms are more innovative than small and
even large firms, whereas for small firms the top priority of investment is linear
growth. This reflects on the one hand the relative flexibility that medium-sized
firms enjoy in introducing a new product compared to large firms and their scale
advantage over small firms on the other.
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Accordingly, if industrial progress occurs principally through new products or
new varieties (perhaps better quality) of products, a focus on medium-sized and
large firms would be a preferred growth strategy. On the other hand, if producing
more of existing products takes industries to a higher growth path, the strategy
may have to be slanted to promote small enterprises. The dominant pattern in the
global economy, however, is growth driven by new and better quality products
that replace old ones (Stokey 1991). In this scenario developing countries would
do better to focus on medium-sized and large firms that have both the flexibility
to adapt to changes and a minimum efficient scale to benefit from innovative ac-
tivities. However, medium-sized firms have been described as the “missing
middle” in the bimodal size distribution of manufacturing firms for most devel-
oping countries, which are dominated by small and micro-enterprises at one end
of the spectrum and a small hump of large firms at the other end (Tybout 2000).
This feature does not however hold in Ethiopian manufacturing, as the size distri-
bution of firms is skewed to the right with no bimodality.
The TC approach to industrial competitiveness argues that the transfer of tech-

nology is not completed with the transfer of machines or blueprints. This is
because tacit elements underlie most technologies, particularly advanced ones.
Such tacit elements need to be acquired through a firm-specific learning process
and reside in the skills, knowledge and experiences of a firm, which we referred
to collectively as technological capabilities. It is the effective combination of
such unobserved components with the embodied/coded component of technol-
ogy that leads to the best practice level of efficiency in a particular industry.
While section 5.6 provides a more formal test of this proposition, this section

presents a preliminary test by reviewing the relationship between new investment
and demand for new skills. About one-third of manufacturing firms needed new
skills in association with their major investment after entry. It is interesting to
note that this proportion varies considerably depending on the major purpose of
investment. Figure 5.6 shows that among firms whose primary purpose of addi-
tional investment was introducing a new product, the proportion of firms that
required new skills rises to 50%. This is followed by firms whose primary pur-
pose of investment was to improve process efficiency, where 43% required new
skills. Among firms that invested mainly to increase capacity for an existing
product, only 22% required additional skills. Demand for extra skills is therefore
partly dependent on the major purpose of investment. The assumptions of the TC
approach thus seem to be supported in this sample, and the findings show new ca-
pabilities to be particularly relevant for firms that plan to acquire advanced
technologies or introduce new products and processes.
If introducing a new product and process requires new skills that firms do not

already possess, then investment in new machinery or equipment would not nec-
essarily make firms more efficient. Running machines at best practice level of
efficiency requires new skills and if these skills are not available in the market
firms may refrain from investing in new products and processes. In the long run,
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the process of industrial development will therefore be determined by the speed at
which firms can build technological capabilities. However, the fact that new in-
vestment requires new skills does not necessarily constitute a constraint. This
depends on how serious the skill shortages are in a particular market.
The survey shows that overall 37% of the sample firms experienced skill

shortages in the period under study. This proportion differs significantly between
firms making expansionary investments and those not doing so. Among the lat-
ter, only 31% experienced skill shortages while among the former the share is
39%. More important is the connection between the purpose of investment and
the skill shortage experienced. For firms that invested mainly to improve the pro-
cess of production, the probability of experiencing a skill shortage was about
60% followed by firms that investedmainly to introduce a new product at 44%. If
investment was primarily for adding capacity, the probability of encountering
skill shortages falls to 26%. Technical skills are therefore a critical component of
industrial growth and competitiveness.
To further pin down this issue, firms were asked if they had hard-to-fill vacan-

cies or vacancies that had not yet been filled though they were open for a long
time. About 50% of firms that faced skill shortages had experienced difficulty in
filling vacancies. About 48% of these still had vacancies that were proving hard
to fill. All of the evidence from the survey points to a critical role played by skill
shortages, especially for firms attempting to grow by introducing new products or
new varieties of existing products. These results are consistent with the findings
of Haskel and Martin (2001) for the United Kingdom.
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Skilled labour and total factor productivity

We saw that certain kinds of investment require additional skills and firms that
undertake such investment are likely to face skill shortages. Does the skill level
of employees affect the competitiveness of firms and industries? In other words,
do firms improve their relative productivity by employing skilled labour or by
improving the skill levels of their employees through training? Numerous econo-
metric estimates of earnings functions have found significant individual rewards
to human capital (education and experience) in the labour market. While this in-
dicates a relationship between education and an individual worker’s productivity,
we would like to find out if employing skilled workers enhances the productivity
of firms as one would normally expect. To that end, this section provides a review
of managers’ perceptions of the relative skill levels and comparative ranking of
their employees in their respective industries. The ranking is then compared with
actual TFP estimates for 2002. The firm-level TFP is obtained independently,
from a production function estimated on census-based panel data for the period
1996 to 2002. The estimation procedure controls for the simultaneity problem
following the method suggested by Levinsohn and Petrin (2003). Figure 5.7
presents this comparison.
The horizontal line in figure 5.7 indicates the average TFP index in logarithms

which is equal to zero. The figure indicates a number of facts. Firms which be-
lieve they have employees whose skills are at the industry average (this group
also includes a few firms that consider their employees’ skills below average)
have a relatively imprecise perception of their relative efficiency. The median
firm in this group has a productivity level very close to the mean industry TFP.
This implies that there are nearly as many firms above the mean industry practice
as there are below. Theories of market selection suggest that this would happen if
most firms in this group are small entrants that have yet to discover their true rela-
tive efficiencies. On the other hand, the lower quartile of firms which believe
they have highly skilled employees coincides with the industry mean productiv-
ity. This suggests that 75% of firms in this category have productivity levels
higher than the industry mean. For firms considering their employees very highly

skilled, the lower quartile is well above the industry mean and the median is close
to the upper quartile, clearly showing that firms in this group do indeed have
higher levels of productivity. It is interesting to note that firms’ perceptions of
their relative efficiency is pretty consistent with their actual relative efficiency,
although firms at the lower end of the distribution tend to have more imprecise
perceptions. It is also clear that skilled labour is a key component of relative effi-
ciency. Later on we use regression analysis to cement this bivariate association
between skills and productivity.
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Employee training

It has been shown that skilled labour is positively associated with firm-level pro-
ductivity, while firms that invest for the sake of introducing a new product or
process are more likely to face skill shortages than firms that invest only to ex-
pand capacity. Training of workers is an obvious way to build technological
capabilities. Studies in developed countries show considerable variation among
firms and industries in the incidence of training. Part of the reason is the reluc-
tance of firms to train workers due to high employee turnover. In some cases, the
act of training itself increases the probability of employee turnover, as other en-
terprises poach trained workers. Markets therefore may fail to provide an optimal
amount of training (Biggs 1995).
Heterogeneity in the incidence of training also arises as the cost of training is

likely to be very high for small and medium-sized enterprises because they can-
not spread training costs over a large output volume. The cost in terms of output
forgone as a result of training is also higher for small firms. They are therefore
less likely to invest or might invest less in training employees. Firm investment in
training is also a function of their technological complexity. Firms in technologi-
cally advanced industries tend to invest more in training than firms in low
technology industries, where informal training within the firmwould suffice (Aw
and Batra 1998).
Although skilled labour appears to be important for firm productivity and ex-

pansion in Ethiopian manufacturing, only 11% of the sample firms provide any
formal training to their employees. As might be expected, training is particularly
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low among small and medium-sized firms, for which the incidence of formal
training is less than 10%. Even among large firms, the proportion of firms that
provide formal training is only 16%. For firms that do conduct formal training,
their average level of efficiency is significantly higher than that for those provid-
ing no formal training to their employees.
Given the generally low level of human capital in the Ethiopian economy as a

whole, there is a clear market failure in the supply of one of the critical inputs for
industrial growth and competitiveness. It would therefore appear naive to expect
competitive industries to emerge in poor economies by relying on market forces
alone. Particularly in countries where the coverage and quality of formal educa-
tion is very low, firmsmust invest more to upgrade the skills of their employees to
a globally competitive level. This observation is in line with the analysis of Biggs
(1995), who argued that the predominance in African manufacturing of small
firms with low skill levels implies that the required level of training is huge and
beyond the capacity of individual firms.
In terms of industries, the highest incidence of training occurs in the leather

and footwear industry followed by the metal industry at 18% and 13%, respec-
tively. The comparable share is at best 10% in the textile and chemical industries.
This observation does not fit nicely with the theoretical expectation that the inci-
dence of training would be higher in technologically advanced industries,
because of the expected skill shortages. Rather, it reflects the distribution of exist-
ing training facilities in the country which is inclined toward the leather andmetal
industries. The Ethiopian government recently established the Leather and
Leather Products Technology Institute with the support of the Italian government
to provide training and technical support in this industry. The Agricultural Devel-
opment-Led Industrialisation (ADLI) strategy of the current Ethiopian
government also identifies leather and leather products as a strategic industry.

5.4.4 Upgrading product quality

Do firms consciously pursue quality? In other words is the pursuit of quality as-
sociated with the relative efficiency of firms in an industry? This question is
important to ask because if firms pursue quality consciously, they would engage
in technological activities aimed at upgrading product quality only if such efforts
enhance their competitiveness and market position. Obviously it is difficult if not
impossible to gauge quality, particularly when industries are as broadly defined
as in this study. In the absence of an objective measure of product quality, man-
agers were asked their perception of the relative quality of their products. Figure
5.8 summarises the responses to this question and compares the quality ranking
with the average TFP of firms computed independently as discussed earlier.
Although the range of quality rankings in the questionnaire spans from “very

high” to “below average”, none of the firms considered their product quality to be
below average. This tendency to overestimate relative product quality notwith-
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standing, there is a positive association between (perceived) product quality and
TFP in all industries except leather and footwear. Firms that target the high-qual-
ity segment of the market are highly productive, and the productivity index
declines steadily as quality declines from very high to the industry average. This
suggests that upgrading product quality is an important dimension of competi-
tiveness and that industrial progress will depend, among other things, on the
availability of economically viable avenues of upgrading for local firms.
In the leather and footwear industry, firms at the top end of the quality spec-

trum appear to be least efficient, while firms that produce at the industry average
are highly productive. Although this appears to be an anomaly, it is not difficult
to imagine conditions under which this could happen. Manufacturing high-qual-
ity products requires additional outlays, including investments in physical and
human capital. While these would increase the cost of production there is no
guarantee that prices would rise in commensurate proportions. In such instances,
a disparity would arise between building technological capability and productiv-
ity. The leather industry is also the only industry in Ethiopian manufacturing
with a strong export orientation. For developing country firms aiming at export
markets, maintaining product quality is imperative to stay in business, although
such firms face uncertain and often unfavourable export prices.
The survey asked firms what was the most important source of upgrading

product quality. Firms were given eight choices, which were subsequently col-
lapsed into four sources. The first is imitation, which includes either imitation of
leading local firms or of imports. In either case the firm looks at products within
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the domestic market and attempts to emulate new ideas, designs, etc. This is sup-
posedly less costly for the firm doing the replication but costly for the innovative
firms. The second source is importing new designs and technologies from
abroad. In this case a firm looks outside of the domestic market for upgrading, in-
cluding to suppliers, foreign buyers and other firms that provide technologies.
This requires relatively advanced capabilities to locate relevant sources in the
global market and also to establish linkages, not to mention the costs involved.
Upgrading is also possible by responding to customer suggestions and feedback
combined with in-house expertise. Depending on the nature of the product this
may require systematic gathering of customer opinions and skilled labour that
translates these ideas into product and process features.
Table 5.3 shows that about half of the medium-sized and large firms depend

on importing new designs and technologies to upgrade product quality. At
38.5%, this is also the most important source of upgrading for the entire sample.
Most small firms (44%), however, upgrade product quality in response to cus-
tomer suggestions coupled with in-house expertise. This supports the
often-heard claim that small firms are more likely than larger ones to specialise in
niche markets and that their existence hinges on meeting the specific require-
ments of their customers. It also underlines the limited financial ability of small
firms to import new designs and ideas from abroad. That is why for another 28%
of small firms the most important source of upgrading is imitating leading local
firms or imported products. Among medium-sized and large firms, close to 30%
depend primarily on customer suggestions and in-house expertise. For the manu-
facturing sector overall, interaction between customers and in-house expertise is,
second to imports, a primary source of upgrading. Large andmedium-sized firms
imitate each other or imitate imports as well. However, imitation is a primary
source of upgrading for only about one-fourth of them, ranking third as a primary
source of upgrading product quality.
Firms’ perceptions of product quality are also related to their sources of up-

grading. Half of the firms that perceive themselves as manufacturing “very high”
quality products, for instance, rely on imported designs and technologies, while
30% combine customer suggestions with in-house expertise. For those with
“high” quality products the majority (45.5%) rely on in-house expertise followed
by imports at 36.7%. For firmswith “average” quality of output close to 40% rely
on imitation and another 30% on in-house expertise. In the current order of ef-
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Imitation Importing In-house Other Total

Small 27.9 18.6 44.2 9.3 100
Medium 18.8 51.1 28.1 0.0 100
Large 21.3 46.8 27.7 4.3 100
Total 23.0 38.5 33.6 4.9 100

Table 5.3: Major sources of upgrading product quality (per cent)

Source: Author’s sample survey.



fectiveness of different sources of upgrading, importing designs and technologies
from abroad comes first, followed by in-house expertise and finally imitation.

5.4.5 Project appraisal and technical adaptation

Ability to choose viable investment projects is recognised as a key capability in
the literature on technological capabilities. Most firms (84%) in this sample un-
dertake project appraisals before making major expansions. Particularly among
those firms that invest to introduce new products or varieties, no less than 90%
undertake project appraisal studies, which is higher that the 73% share among
firms that invest for capacity growth for the same product line. In terms of size,
about 70% of small firms do such appraisal studies, which increases to about 80%
and 100% amongmedium-sized and large firms, respectively. Nearly 50% of the
appraisal work is done by local consultants while some 40% is done by in-house
experts. The remaining 10% is done by foreign consulting firms, though only
large firms avail of this option. Small firms rely on in-house expertise for ap-
praisals, reflecting the rather informal or less formal nature of the appraisal work
for firms in this category rather than the existence of sophisticated appraisal capa-
bilities within small firms.
Developing country firms undertake technical adaptation of machinery and

equipment in response to specific needs and constraints. Such efforts require rel-
atively advanced technical capabilities and reflect firms’ “know-why” in addition
to “know-how” of the technologies embedded in imported machines. In this sam-
ple of Ethiopian manufacturing firms, about 41% had undertaken technical
adaptation – a proportion far lower than that of investment appraisal (investment
capabilities). About 70% of small firms, 60% of medium-sized firms and 50% of
large firms had undertaken no technical adaptation since entry. This reveals the
relative scarcity of capabilities to modify and adapt machines to specific situa-
tions. Although very few firms answered affirmative to this question (only 35),
the most frequent reason cited for technical adaptation was the need to reduce
maintenance requirements. Reducing the need for skilled operators is the second
most important reason for adaptation. Other reasons for adaptation, like adapting
to local inputs, reducing the production lot, reducing speed and using a different
energy source, were not very important. This indicates that the technical adapta-
tion undertaken by Ethiopian firms is not at a level where it can be considered an
improvement on existing technologies. Rather, it aims to economise on mainte-
nance outlays and the need for highly skilled operators. These are interrelated
constraints that emanate from the lack of advanced technical capabilities in the
market, even to operate machines at the level of efficiency and technical detail at
which they were imported.
The large and medium-sized firms that had adapted machinery relied primar-

ily on equipment suppliers (40% to 50%) and on local consulting engineers (20%
to 25%) to carry out the technical adaptation. This suggests that the capabilities
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for adaptation do not exist within most firms. Only 37% of large firms did the
technical adaptation using in-house expertise. Although 63% of small firms re-
ported having used in-house expertise for technical adaptation this most likely
reflects the simplicity of the adaptation they undertook rather than their possess-
ing advanced skills that do not exist in medium-sized and large firms.

5.5 Typology of technological capabilities

The literature on technological capabilities suggests several typologies of capa-
bilities depending either on the level of advancement or on the functions of the
capabilities. For instance, a familiar and broad categorisation distinguishes be-
tween know-how and know-why. Another approach is to divide capabilities into
investment, production and process capabilities (Lall 1990). While such
typologies are useful, categorisation has largely been ad hoc, with no clear empir-
ical evidence in favour or against.
This section uses cluster analysis to explore whether certain groups of firms

tend to specialise in building certain types of capabilities. In a situation where the
incidence of technological capability building is very small, firms may choose to
accumulate only one or two capabilities. If such a pattern could be found, it could
be used to identify the characteristics of firms that find certain types of technolog-
ical capabilities attractive and to learn whether different capabilities have
different impacts on firm performance.

5.5.1 Cluster analysis

Cluster analysis falls within the category of exploratory data analysis marked by
the absence of formal hypothesis testing using the familiar t or F statistic. The ad-
vantage is that it permits the data “to speak for itself”, largely free of theoretical
imposition and restriction. It does so by allowing individual observations in a
sample to form groups on the basis of simple distance/dissimilarity rules. Such
liberty from theoretical restriction is, however, compromised by the wide-rang-
ing rules for cluster formation.
The two most commonly used clustering methods are hierarchical and parti-

tion clustering. Hierarchical clustering forms a hierarchy of clustered
observations using agglomeration or divisive methods. In agglomerative hierar-
chical clustering, each observation is initially considered as a separate group (i.e.,
N groups each with one observation). Clustering begins by combining the closest
two observations, and this process continues until all observations belong –
through a hierarchy of groups – to a single group. Divisive hierarchical cluster-
ing, on the other hand, begins by considering all firms as belonging to one group
and forms groups by splitting them repeatedly until all observations are in their
own separate groups.
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Unlike hierarchical clustering, partition clustering forms clusters in such a
way that the groups formed are non-overlapping. The user specifies the number
of clusters to be formed and each observation is assigned to a group whose mean
or median is closest. A newmean/median is calculated after each round of group
assignment, and the reallocation of observations to different groups continues un-
til no observation changes groups. This chapter uses partition clustering, which
utilises the cluster mean for comparison. This method is referred to as Kmeans

clustering.
Kmeans clustering can be carried out for both continuous and binary vari-

ables. Since the technological capability indicators in the survey are mainly
dummy variables, similarity/dissimilarity measures available in STATA were
used for the binary variables. The similarity between two observations was mea-
sured based on the four values from the cross-tabulation of any two observations:
In Table 5.4 ‘a’ represents the number of variables in which observations i

and j both have ones, while ‘d’ represents the number of variables in which obser-
vations i and j both have zeros. Cases ‘b’ and ‘c’ represent the number of
variables in which one of the observations has a one and the other a zero. There
are a many (about 14) measures of similarity based on the preceding table. How-
ever, only four of them are applied here to check the sensitivity of the resulting
clusters to differences in the utilised similarity coefficient.
The first method used here is the matching (M) binary similarity coefficient,

which shows the proportion of matches between two observations:

M
a d

a b c d
= +
+ + +

The second is the Sneath binary similarity coefficient, which is given by the
following:

S
a d

a d b c
= +

+ + +
2

2

( )

( ) ( )

The Sneath (S) coefficient is similar to the simple matching coefficient except
for its giving double weight to matches.
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Table 5.4: Similarity measure for binary data

Source: Stata Manual Version 9, cluster analysis.



The third measure used is the Anderberg (A) binary similarity coefficient,
given as follows:

A

a

a b

a

a c

d

c d

d

b d= +
+
+
+
+
+
+

⎛
⎝
⎜

⎞
⎠
⎟
4

Finally the Kulczynski(K) binary similarity coefficient is given as follows:

K

a

a b

a

a c= +
+
+

⎛
⎝
⎜

⎞
⎠
⎟
2

The clustering of firms was carried out using eight indicators of technological
capability:

• Technology licensing. This variable takes the value 1 if a firm had a tech-
nology license with a foreign firm in the previous year and 0 otherwise.

• Technical assistance. This variable takes the value 1 if a firm had technical
assistance from abroad in the previous year and 0 otherwise.

• Expatriate staff. This variable takes the value 1 if a firm had expatriate staff
in the previous year and 0 otherwise.

• Employee training. This variable takes the value 1 if a firm provided formal
training to its employees within or outside the firm during the previous year
and 0 otherwise.

• Quality oriented.This variable takes the value 1 if a firm (based on theman-
ager’s perception) produces high or very high quality goods relative to
other firms in the industry and 0 if its quality is at the industry average or be-
low the average.

• R&D. This variable takes the value 1 for firms that undertake research and
development and 0 otherwise.

• Skill intensive. This variable takes the value 1 if the skill levels of employ-
ees are (based on the perception of the manager) above the industry average
and 0 if the skill levels are at or below the industry average.

• Technical adaptation. This variable takes the value 1 if a firm has techni-
cally adapted its machinery and equipment and 0 otherwise.

Experiments were carried out by forming four, five and six clusters. Forming
six clusters brought a very uneven distribution of firms among clusters with some
clusters ending up with very few or only one firm. Clustering into four groups,
however, showed little clear distinction among groups. The data thus seem to
suggest the formation of five clusters, where one group includes non-innovators
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and another group relatively highly innovative firms, with the other three clusters
at varying levels of innovation.

5.5.2 Capability clusters and total factor productivity

Tables 5.5 and 5.6 present clusters of firms formed based on the eight technologi-
cal capability indicators. The tables also report the average value of each
indicator in the clusters. Because of the binary nature of the indicators, the aver-
age values are the shares of firms within each cluster that possess the respective
technological capability. The tables also report the arithmetic mean of the eight
capability indicators as an aggregate index of technological capability (the mean
of means). This overall capability index is ranked in descending order and juxta-
posed with the average TFP index of each cluster. Readers should be reminded
that the TFP index is calculated based on manufacturing census panel data com-
piled by the Ethiopian CSA over the 1996–2002 period. The productivity index
is the average level of the index for 2002 for those firms included in the sample
survey conducted in 2004.
Referring to Table 5.5 it is evident that Cluster 1 comprises by far the most in-

novative group of firms. In this group 21.4% of firms had a technology license
and 78.6% had technical assistance from abroad. This compares favourably with
the industry average (the last row), where only 13% of manufacturing firms had
technology license and only 18% had technical assistance. Close to 30% of firms
in this innovative cluster provide employee training and conduct research and de-
velopment – the highest share of all clusters. This cluster also ranks highest in
terms of skill intensity and technical adaptation. In terms of quality of the prod-
uct, however, this cluster ranks third. At the other extreme is Cluster 5, the
non-innovative firms. None of the firms in Cluster 5 possess any of the techno-
logical capabilities used for the cluster analysis. The aggregate TC index
therefore varies from zero for Cluster 5 to 0.58 for Cluster 1.
While clusters 1 and 5 are conspicuously different from each other and from

the other clusters, differences in innovative capabilities are less stark among the
other clusters, particularly, clusters 3 and 4. Clusters 3 and 4 have an overall TC
index of about 0.25 each, while Cluster 2 is higher by about 10 percentage points.
This suggests that while there is some complementarity between different inno-
vative capabilities, the complementarity is not restrictive. In poor economies
where capabilities are scarce, firms may attempt to achieve comparable levels of
competence along different paths of capability building to the extent they are
substitutes.
The cluster analysis does not show any distinct typology of capabilities.

Rather, we find a group of highly innovative firms which engage in almost all
technological activities and another cluster which undertakes none or only few of
them. In-between are the other groups, which engage in different innovative ac-
tivities with no clear tendency to focus on specific activities.
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Having done the clustering, it is interesting to observe that higher levels of
technological capabilities correspond with higher levels of productivity (figures
5.9 and 5.10). Figure 5.9 shows that the innovative cluster, Cluster 1, is also the
cluster with the highest level of productivity as calculated independently from the
census-based panel data of manufacturing firms. Similarly, the least efficient
group happens to be the non-innovative Cluster 5.
However, productivity does not decline monotonously with a decline in tech-

nological capabilities. For instance, Cluster 5 is a group of non-innovative firms
but its productivity is not far below that of clusters 3 and 4. This observation has
two implications. Firstly, firms can maintain an average level of productivity
(productivity index of 1) by using their existing technologies efficiently. Sec-
ondly, there is no guarantee that technological capabilities are always translated
into higher performance. This can happen either because the cost of building
technological capabilities is higher than the benefits derived, or because techno-
logical capabilities are not fully exploited for reasons such as lack of incentives.
This is consistent with the observation in section 5.4, which found that firms pro-
ducing high-quality goods in the leather and footwear industry had poor
performance in terms of productivity. Nevertheless, the correlation between ac-
cumulation of technological capabilities and relative productivity is evidently
positive even in a sub-Saharan African economy like Ethiopia where innovative
capabilities are scarce.
The preceding results are robust to the choice of clustering methods. The

Sneath coefficient of similarity also leads to a clustering of firms in which inno-
vative firms form a cluster that has the highest incidence of technological
capabilities (table 5.6). The least innovative cluster in table 5.6 possesses none of
the capabilities, as in table 5.5, or far fewer firms in the cluster happen to have the
other technological capabilities. Figure 5.10 shows that the cluster ranking of
firms by aggregate TC index is highly correlated to their TFP ranking.
Another way to look at the link between technological capabilities and firm

productivity is to compare the cluster ranking of firms based on technological ca-
pabilities with their productivity ranking (instead of mean TFP) in 2002. The
productivity ranking is based on quintiles for the entire population of manufactur-
ing firms in 2002. Here, the first quintile comprises the most efficient 20% of
firms while the fifth quintile contains the least efficient 20%. If technological ca-
pability determines the structure of the industry by deciding the relative
productivity ranking of a firm, then we would expect close correspondence be-
tween the cluster ranks and the productivity ranks (table 5.7).
Table 5.7 shows that two-thirds of firms in the innovative cluster were also

among the most productive 20% firms in 2002. It also shows that the proportion
of firms in the most productive quintile (quintile 1) declines steadily as we go
down the capability ranking. For instance, only 18% of firms in the non-innova-
tive cluster belong to the most efficient quintile compared to the 67% and 52%
share in the case of clusters 1 and 2. At the other end of the spectrum, nearly
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Figure 5.9: Technological capability clusters and average firm productivity (Kulczynski clusters)
Source: CSA manufacturing census and sample survey.
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Figure 5.10: Technological capability clusters and average firm productivity (Sneath clusters)
Source: CSA manufacturing census and sample survey.



two-thirds of the non-innovative firms belong to the bottom quintile in terms of
productivity. The story is not so clear for firms with about average innovative ca-
pabilities and in the middle of the productivity ranking. But there is a tendency as
already indicated for productivity to decline relatively slowly compared to the in-
cidence of technological capabilities.
The capability clusters formed above also have an interesting size dimension.

The most innovative clusters are dominated by medium-sized and large firms,
while the least innovative firms are predominantly small in size.
Table 5.8 shows that more than 80% of the innovative cluster of firms are me-

dium to large in size. Particularly with the Anderberg similarity coefficient there
are no small firms in the most innovative cluster, while 55% to 60% of firms in
the two least innovative clusters are small in size. The message is that accumula-
tion of capabilities is more feasible – or that capabilities are better translated into
performance – in relatively large firms compared to small ones.
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Technology
Clusters

Productivity Quintiles

1 2 3 4 5

1 66.67 0.00 16.67 0.00 16.67
2 52.17 17.39 17.39 13.04 0.00
3 33.33 33.33 33.33 0.00 0.00
4 24.14 24.14 24.14 13.79 13.79
5 18.18 18.18 0.00 0.00 63.64

Table 5.7: Comparison of technological capability clusters and productivity quintiles (% of firms)

Source: CSA manufacturing census and sample survey.
Note: Quintile 1 is the most productive quintile and quintile 5 is the least productive. Numbers are row
proportions adding up to 100 along a row.

Clusters Kulczynski Coefficient Anderberg Coefficient

Firm Size Firm Size

Small Medium Large Small Medium Large

1 14.29 42.86 42.86 0.00 14.29 85.71
2 30.43 8.70 60.87 22.22 22.22 55.56
3 33.33 33.33 33.33 27.45 25.49 47.06
4 28.13 25.00 46.88 60.00 20.00 20.00
5 54.55 18.18 27.27 54.55 18.18 27.27

Total 30.12 22.89 46.99 30.12 22.89 46.99

Table 5.8: Firm size and technological capabilities (% of firms)

Source: Sample survey.



5.6 Econometric estimates of the role of technological capabilities

The preceding sections reported bivariate associations of technological capabili-
ties with firm-level efficiency. This section consolidates our understanding of
such relationships using regression analysis. It tests the degree to which techno-
logical capabilities are associated with two indicators of performance: firm-level
efficiency and expansion.

5.6.1 Technological capability and firm-level efficiency

An important hypothesis in the TC approach is that the accumulation of techno-
logical capabilities enhances the productivity of developing country firms. New
machines embodying new technology may not be used at a best practice level of
efficiency if firms lack the requisite technical capabilities. The level and techno-
logical composition of manufactured exports has been the most widely used
performance parameter to measure the role of technological capabilities both at
the firm level and at higher levels of aggregation. This section tries to explain
variation in firm-level TFP using indicators of technological capabilities. Econo-
metric models are specified in which indicators of technological capabilities
feature on the right side together with other covariates. The capabilities that we
anticipate capturing include a firm’s experience and knowledge related to identi-
fying and locating a foreign technology, its efficient use of such technology and
ability to upgrade, and its ability to improve the quality of existing products and
meet the requirements of the upper end of a product market. These capabilities
are likely to be interdependent; and firms can draw them from different sources.
The objective here is not to explain the process of technology capability accumu-
lation but rather to find out whether the indicators (and the capabilities they
represent) enhance the productivity of firms and the likelihood of business
expansion.
The models to be estimated are the following:

ln TFP TC Size Age ui i i

i

n

i i i= + + + +
=
∑γ γ δ δ0

1

1 2
(1)

ln TFP TCINDEX Size Age vi i i i i= + + + +α α α α0 1 2 2
(2)

The dependent variable in equations (1) and (2) is the natural logarithm of TFP
calculated from the production function discussed in Chapter 3. TCi in model (1)
represents the following indicators of technological capability: licensing of for-
eign technology, foreign technical assistance, product quality, R&D, skilled
labour and technical adaptation. As discussed in section 5.5.1 all of these indica-
tors are dummy variables (1 if the firm undertakes that particular activity and 0 if
not). Firm size is captured by the logarithm of employment and firm age is mea-
sured in years. Model (2) replaces individual technology capability indicators
with a single aggregate index of technological capability. The aggregate TC in-
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dex is constructed by adding all the indicators corresponding to a firm and
dividing them by the number of indicators. Figure 5.11 shows the distribution of
this index, once again reflecting the low incidence of technological capability ac-
cumulation in Ethiopian manufacturing. The aggregate index includes the
technology capability indicators already included in model (1) plus two more in-
dicators: presence of expatriate staff and employee training. These two are not
included in model (1) to minimise collinearity with other indicators, most notably
employee skill. The aggregate TC index, therefore, takes any value between 0 and
1 because of the nature of the individual indicators. Zero mean and constant vari-
ance error terms are represented by u

i
and v

i
. Table 5.9 reports the OLS estimates

of the two models. Column 2 shows the results of model (1) and column 3 the re-
sults of model (2).
Starting with the results of model (2) in table 5.9, the coefficient of the aggre-

gate TC index is positive and statistically significant at 5%. This underlines the
importance of technological capabilities for firm-level efficiency as pointed out
in the descriptive analysis. Although relatively few firms engage in accumulation
of technological capabilities, such accumulation is clearly efficiency enhancing,
by implication increasing firm survival. Using sales per worker as a measure of
productivity, Teitel (2000) similarly found a statistically significant effect of an
aggregate TC index for Zimbabwean firms. Looking at individual technology ca-
pability indictors, as reported in column 2, all of the indicators have the expected
positive sign except for R&D, which has a negative but statistically insignificant
coefficient. With the exception of technical assistance, the coefficients of all
other technology capability indicators are statistically significant, most at the
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10% level. This is to be expected, since capabilities are correlated with each other
and also with firm size, which tends to reduce the signal-to-noise ratio.
Technology licensing from abroad plays the leading role, being significant at

5.5%. Although this indicator measures whether the firm has a technology li-
cense, this author prefers to interpret it as an indictor of a firm’s ability to identify
a relevant technology, locate its source and enter into a technological contract
with a technology supplier. In that sense it represents more than a technology in-
put in terms of a patent or blueprint. Such capability is likely to stay with the firm
long after a particular license expires. The results also indicate that skilled labour
is an important determinant of firm-level differences in efficiency as discussed
earlier. There is a lot of micro-level literature on the key role of education for in-
dividual income, while the growth literature also shows evidence of a positive
role of human capital at the macro level. By uncovering the role of skills in
firm-level productivity, the findings in this chapter reveal some of the channels
through which education leads to economic growth and increased personal wel-
fare. Similarly, firm efforts in technical adaptation boost efficiency, although
most instances of technical adaptation, as discussed in the previous section, aim
at reducing maintenance requirements. Perceived product quality is included in
the regression to capture other capabilities, such as design, packaging and mar-
keting, which add value to the product and enable a firm to penetrate the top end
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Model 1 Model 2

1 2 3

Technology License 0.6022**
(0.3091)

Technical Assistance 0.3366
(0.3221)

Product Quality 0.5241*
(0.2923)

R & D -0.5811
(0.3593)

Skilled Labour 0.4595*
(0.2557)

Technical Adaptation 0.4164*
(0.2231)

Technological Capability Index 0.3186**
(0.1327)

Firm Size 0.1908**
(0.0900)

0.1596***
(0.0526)

Firm Age 0.0232***
(0.0081)

0.0129*
(0.0076)

Intercept -1.7171***
(0.3832)

Number of Observations 77 91
Adjusted R2 36.31 35.02

Table 5.9: OLS estimates of technological capabilities, dependent variable – log TFP

Note: Heteroscedasticity corrected standard errors are in parenthesis.



of a particular product market. Its coefficient is statistically significant and has
important implications for firm survival and growth, since the top end of a prod-
uct market inmost industries involves direct competitionwith imported goods.
Productivity also increases with firm size and age in conformity with the pre-

dictions of market selection models.7 The size effect is larger than the age effect
in both models. The argument is that large firm size not only allows spreading of
costs associated with innovation over a large volume of output, but it also permits
specialisation which goes with technological advancement.

5.6.2 Technological capabilities and firm growth

Do firms accumulate technological capabilities as part of their growth strategy?
In other words, how important are technological capabilities in determining firm
growth prospects? The technological capabilities approach to industrial competi-
tiveness underscores the tendency among developing country firms to refrain
from venturing into technologically advanced products and industries because of
the associated costly and risky learning process. Much of the theoretical discus-
sion regarding the TC approach relates to explaining differences in overall
economic growth and competitiveness in a developed-developing country frame-
work, without dwelling much on inter-firm differences in technological
capabilities within a developing country and its implications for firm-level
growth.
This final section investigates the association between technological capabili-

ties and firm growth in a poor developing country context. One obvious way to
do so is to use regression analysis to explain variation in observed firm growth
rates based on differences in technological capabilities. Following a slightly dif-
ferent path, we explore business plans for expansion (growth) over a five-year
horizon conditional on contemporaneous technology capability indicators.8 The
dependent variable to be explored is therefore the likelihood of firm growth over
a five-year period and not the actual growth rate. Like the TFP regression, the
growth regression will also be estimated for two models: one with individual
technology capability indicators and another with an aggregate TC index.

G TC Z ei i i

i

n

j j

j

k

i= + + +
= =
∑ ∑γ γ δ0

1 1

(3)

G TCINDEX Zi i j j

j

k

i= + + +
=
∑α α δ ε0 1

1

(4)

whereG
i
is a dummy variable taking the value 1 if the firm plans to expand in the

coming five years and 0 otherwise. Z
i
is a vector of control variables for firm size,

age and industry, while e
i
and ε

i
are white noise.

Before estimating the regression models let’s look at some descriptive statis-
tics. The literature on firm growth often uses firm age and size as key explanatory
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variables. About 68% of the sample firms have plans to expand their business in
the coming five years. It is interesting to note that very old firms established in
the imperial regime (before 1974) were less likely to have expansion plans than
firms established since the 1991 economic reform programme. About 87% of the
latter plan to expand in the coming five years, compared to only 41% of the for-
mer. Firms established under the military rule (1974–1990) have a 62%
likelihood of planning expansion. The likelihood of business expansion therefore
tends to decline with firm age. Similarly, only 48% of large firms intend to grow
in the coming five years, compared to about 80% among small andmedium-sized
firms. The negative age and size effects are consistent with findings in the litera-
ture and also with the regression results reported in Chapter 4 for the entire
population of manufacturing firms.
Returning to technological capabilities, variation in growth prospects is ob-

served across firms based on their (perceived) level of human capital. Among
firms which believe they have very highly skilled labour, about 93% have plans to
expand in the coming five years, which is 20 percentage points higher than the
proportion among firms that believe they have highly skilled employees. The
probability of growth falls to 60% among firms that believe they have average
skill levels (about 30 percentage point below the first group). Similarly, there is a
strong association between the quality of a firm’s output and its expansion plans.
About 73% of the firms that believe they produce the highest quality or the sec-
ond best quality in the industry have plans for expansion, which is much higher
than the 57% likelihood among firms at the industry average.
The data also show that 83% of firms with a technology license have plans for

business expansion compared to 66% among those firms without such a license.
Similarly, all firms (100%) that have technical assistance plan to expand their
business over the coming five years (62% of firms do not have technical assis-
tance from abroad). Employing expatriate staff also increases the likelihood of
firm growth plans, compared to firms that employ no expatriates. The impression
left by these findings is that business growth is closely connected to internal capa-
bilities in terms of skilled labour, product quality and access to foreign
technology. If this effect is statistically significant, it would imply that growth is
not just a matter of investment; it has important links with technological capabili-
ties, which become even more relevant as economies open up to international
competition.
Table 5.10 presents the results of the probit regression of planned growth for

equations (3) and (4) using the explanatory variables discussed above. For skill
levels of employees a dummy variable is defined which takes the value 1 if a firm
perceives itself as having employees with skills above the industry average and 0
if employee skills are at or below the industry average. Dummy variables also
identify firms with product quality above the industry average, firms with a tech-
nology license and those with technical assistance from abroad. There are also
age dummies that identify firms entering an industry before the 1974 revolution,
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between 1974 and 1991 and after the 1991 economic reform programme. Firms
established since the economic reform in 1991 serve as the reference category.
Both models include dummy variables for firm size as well as industry. Columns
2 and 3 are results based on equation (3) while columns 4 and 5 report the results
of equation (4).
The estimated probability models in table 5.10 show firm size and age to be

negatively correlated with the probability of growth. The negative size effect is
particularly noticeable and statistically significant among large firms. Compared
to firms born after the 1991 economic reform programme, firms established dur-
ing the imperial regime and those established during the military regime have
lower probabilities of growth. The age effect is negative and significant at 1% for
firms established before 1974. It is interesting to note that the size and age effects
are consistent with the theoretical expectations and other empirical studies which
measure growth as a continuous variable.
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Coefficients Marginal Effects Coefficients Marginal Effects

1 2 3 4 5

Technology License 0.5267
(0.5259)

0.1491
(0.1234)

R&D 0.0726
(0.4842)

0.0235
(0.1540)

Skilled Labour 0.6956**
(0.3277)

0.2157**
(0.0956)

Expatriate Staff 0.1404
(0.3970)

0.0449
(0.1232)

Product Quality 0.6057*
(0.3729)

0.2109
(0.1333)

Technological Capability
Index

0.8560***
(0.3174)

0.2227**
(0.0917)

Medium Size -0.1826
(0.4389)

-0.0619
(0.1530)

-0.2444
(0.6173)

-0.0671
(0.1811)

Large -1.2451**
(0.4089)

-0.4226***
(0.1344)

-1.4532***
(0.4389)

-0.3961***
(0.1321)

Entry Before 1974 -1.1165**
(0.3709)

-0.3992***
(0.1316)

-1.0698**
(0.4602)

-0.3272**
(0.1482)

Entry During 1974 to 1991 -0.7158*
(0.3822)

-0.2534*
(0.1388)

-1.0955**
(0.4388)

-0.3358**
(0.1371)

Leather and Footwear 0.8852**
(0.4186)

0.2440***
(0.0916)

1.2089**
(0.4955)

0.2276***
(0.0685)

Chemical and Plastic 0.7076*
(0.4198)

0.2069**
(0.1056)

0.9946**
(0.4701)

0.2142***
(0.0818)

Metal and Light Machinery 0.2338
(0.4004)

0.0742
(0.1221)

0.6248
(0.4639)

0.1396
(0.0874)

Intercept 0.4042
(0.3793)

0.1491
(0.1237)

2.6287***
(0.7376)

0.2227
(0.0917)

Observations 114 95
Pseudo R

2
32.12 37.23

Table 5.10: Technological capabilities and the probability of firm growth, probit

estimates and marginal effects

Note: Heteroscedasticity corrected standard errors are in parenthesis.



After controlling for the standard age and size effects and also industry-spe-
cific effects, skill differences have important implications for the likelihood of
firm growth. Firms that employ highly skilled workers are more likely to grow
than firms with industry-average skill levels. Similarly, firms that have the tech-
nological capabilities to produce high-quality goods have better prospects for
growth than firms producing at just the industry average or below the industry av-
erage. This last is significant at the 10% level. These results underline the role of
skills, experiences and knowledge in capturing growth opportunities in an indus-
try. Although technology licensing is positively related to growth, its effect is not
statistically significant. The same applies to employing expatriate staff, which
has an imprecise positive effect. Firms’ access to technical assistance was
dropped from the model because it predicts 100% success rate in terms of growth
probability – all firmswith technical assistance had plans to expand their business
in the coming five years. Therefore, the coefficient cannot be estimated, although
it is clear that it promotes firm growth.
Although multicollinearity may reduce the precision with which the growth

effect of technological capability indicators are measured, the results in columns
4 and 5 reveal that the aggregate TC index has a statistically significant positive
association with the likelihood of firm growth. The regression results, therefore,
suggest that although the overall incidence is quite limited, accumulation of tech-
nological capabilities is part of a business strategy for expansion. The policy
implication is that correcting the macroeconomic incentive framework to boost
investment is not going to be sufficient for industrial progress in developing
countries. Facilitating and supporting firms’ efforts to build technological capa-
bilities should equally be emphasised if enterprises are to continue to expand and
create jobs.

5.7 Conclusions

This chapter looked at key aspects of firm-level accumulation of technological
capabilities and the relation of such capabilities to firm-level performance. The
analyses showed that few firms in Ethiopian manufacturing engage in systematic
accumulation of technological capabilities. In general, medium-sized and large
firms were more active than small firms in acquiring technological capabilities.
This reflects the conditionality of the returns to capability building on firm size.
The Ethiopian data also show the important implications of post-entry investment
on skill demands, depending on the main purpose of such investment. Expansion
along the same product line seems to demand few new skills, which is why such
investment is more prevalent among small firms. Consistent with the precepts of
the TC approach, the demand for skills and the likelihood of experiencing skill
shortages tend to increase as firms attempt to introduce new products and new va-
rieties of existing products. Given the historical significance of new products and
processes for industrial progress, the implication of this observation is that the ex-
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pansion and competitiveness of African manufacturing industries requires
improving not only the macroeconomic incentive framework but also the avail-
ability of advanced technical skills in the labour market. Given the low level of
human capital and the market failures in on-the-job training, building technologi-
cal capabilities to enable African manufacturing firms to catch up and keep up
even with leaders in the developing world constitutes a huge challenge.
It is interesting to note that despite its limited incidence, the accumulation of

technological capabilities tends to enhance firm-level efficiency. The regression
results show a positive association between firm-level productivity and individ-
ual indicators of technological capabilities as well as the aggregate TC index.
Although we have no time series data on technological capabilities, the increase
in the dominance of small firms in Ethiopian manufacturing over the study period
plus the positive association between innovation and firm size suggest that accu-
mulation of technological capabilities has been on the decline. That means the
high rate of entry by small firms exerts a dampening effect on the sector-level in-
cidence of technological capability accumulation, even if innovative incumbents
do not reduce their innovative efforts. The intra-firm productivity decline docu-
mented in Chapter 3 therefore partly reflects a declining incidence of
technological capability accumulation as a result of the size distribution of firms
shifting to the left.
The empirical analyses also indicated that firms accumulate technological ca-

pabilities in anticipation of growth; another performance indicator examined in
this chapter. Firms that build technological capabilities are more likely to grow,
controlling for size and age effects. Therefore interventions that widen the ave-
nues for technological learning and/or reduce the cost of doing so could enhance
industrial competitiveness. This important observation runs against the tradi-
tional perception that innovation is not so crucial for developing countries’
manufacturing (particularly for the least developed countries) given their low
level of development. To the extent that firm expansion depends on within-firm
capabilities, the success of correcting the incentive framework and restoringmac-
roeconomic stability in terms of soliciting private-sector response will depend on
the robustness of the process of technological capability building.
Our attempt to find typologies of technological capabilities using cluster anal-

ysis was unsuccessful. The analysis, rather, found two clearly distinct clusters of
firms – one group that engaged in accumulation of almost all the indicators of
technological capability used in this study and another group which did not do
any (or only a few) of the innovative activities. The other three clusters engaged
in such accumulation in amanner that does not permit easy distinction. However,
the ranking of the clusters of technological capability is positively associated
with firms’ productivity ranking, suggesting that average productivity increases
with the intensity of technological activities across all clusters.
The cluster analysis also revealed that the link between productivity and tech-

nological capability clusters is not always neat and clear. For instance, average
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TFP does not declinemonotonically with the decline in the ranking of technologi-
cal capability clusters frommost innovative to least innovative. This points to the
fact that building technological capabilities does not always translate into higher
performance in terms of TFP. One reason is asymmetry in the cost and benefit of
accumulating technological capabilities. While building technological capabili-
ties definitely has cost implications, there is uncertainty as to its outcomes.
Hence, not all innovative firms are highly productive. The other possibility is that
capabilities may not be fully utilised if incentives are distorted; bringing back the
importance of appropriate incentives and functioning markets.
A more complete analysis would require panel data to learn whether changes

in the accumulation of technological capabilities result in productivity improve-
ments and firm expansion. The results in this chapter, however, showed a strong
positive association which might be biased upwards, as efficiency increases prof-
itability which in turn increases firms’ ability to accumulate technological
capabilities. Nonetheless, in a competitive environment one would not expect
firms to continue to build technological capabilities simply because they have the
resources to do so, unless such capabilities have payoffs in terms of improving a
firm’s relative efficiency in an industry. The finding that investment in new prod-
ucts is likely to be constrained by skill shortages is supportive of the latter view.
In conclusion, long-term industrial competitiveness requires a focus on the accu-
mulation of technological capabilities, which were shown to have important
implications for efficiency and growth even in countries like Ethiopia where the
manufacturing sector is not export oriented.
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1 Mytelka (1979), Dahlman (1984), Kaplinsky (1984), Ozawa (1980) andUNCTAD (1978).
2 A parallel can also be drawn with the global value chains analysis in which the ability of

developing country firms to benefit from such linkages depends among other things on their
capabilities to deliver high-quality products at the right time (Humphrey and Schmitz 2002,
Schmitz and Knorringa 2000)

3 The CIP was constructed by giving equal weight to each of the four indicators, which were
also converted into indices themselves.

4 Overall, 91% of entrants acquired their machines either fully or mainly from abroad.
5 Although tariffs were simultaneously lowered with devaluation, the effect on import of

machines was insignificant, as machines were subject to either zero or the minimum tariff
before the 1991 reform.

6 An exploratory regression analysis (not reported here) confirms that starting with new
machines and importing machines from abroad increases productivity significantly, as
stated above. However, firms that started with used machines were not significantly less
efficient than those that started with new machines. In fact, it was firms starting with a
mixture of new and used machines that were significantly less efficient than firms starting
with only new machines. Further exploration shows that this is due to the tendency among
firms that mix old and new machines to also mix imported with locally acquired machines.
On the other hand, firms that begin with used machines predominantly import them from
abroad.

Notes to Chapter 5
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7 Industry dummies were not included as the dependent variable was transformed into an
index by normalising through the mean industry practice for each industry. An experiment
including such dummies in the regression model shows that they are statistically
insignificant.

8 Firms were asked whether they plan to expand their business in the coming five years. The
survey question does not specify whether the expansion is in terms of employment or sales.
It is likely that the response refers to a bit of both.





6 Investment Behaviour of Manufacturing Firms

6.1 Introduction

The third dimension of competitiveness dealt with in this study is firm-level in-
vestment. In the previous chapters, the proper functioning of markets and
firm-level accumulation of technological capabilities were shown to contribute to
industrial competitiveness. However, competitiveness requires relative effi-
ciency and innovativeness be put to productive use through investment. It is
important, therefore, to investigate the capital adjustment patterns of African
firms and potential problems in adjusting capital to a desired level, including ad-
justment costs, uncertainty and irreversibility.
The early literature on development economics considers capital formation to

be the main driver of economic growth. The “Big Push” hypothesis, for instance,
underscores the importance of increasing returns to a coordinated large invest-
ment in a number of sectors, while others focus on investment in a “lead sector”
that would pull the rest of the economy through forward and backward linkages.
For developing countries, investment has also been regarded as the most viable if
not the only channel for access to modern technology from abroad. This near ex-
clusive focus on investment has gradually given way to more balanced views that
take into account other aspects of economic growth. For instance, by emphasising
the crucial distinction between production systems on the one hand and knowl-
edge and technology systems on the other, the technological capabilities
literature asserts that the answer to industrial competitiveness does not lie entirely
within the production system(Bell and Albu 1999). Similarly, new growth and
trade theories focus on innovation and its dynamics for long-term growth in per
capita income (Aghion and Howitt 1998). Although accumulation of capital does
not address all of the challenges of industrial progress, investment remains of
critical importance in the development process. As a forward-looking activity, in-
vestment is more than capital accumulation. It involves the formation of
expectations about future streams of returns and risk-taking by entrepreneurs in
an uncertain environment. Investment has been one of the most volatile compo-
nents of the macro economy making it an interesting area of research. At the
policy level, investment has assumed centre stage as structural adjustment
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programmes have sought to create and maintain a favourable investment climate
that allows the private sector to flourish.
While theoretical models of investment have managed to go beyond user costs

and aggregate demand to incorporate delicate issues of expectation and uncer-
tainty, their empirical performance in explaining investment remains far from
satisfactory (Chirinko 1993). Until recently the empirical literature on investment
relied heavily on cross-country studies of gross capital formation and time series
analyses for individual countries. Firm-level analysis of investment behaviour
gained new impetus in the past two decades owing to the increasing supply of mi-
cro-data. This chapter contributes to the emerging literature on investment
behaviour of African manufacturing firms by probing the capital adjustment pat-
terns of Ethiopian manufacturing firms. The main thrust of the chapter is to
understand the patterns and determinants of firm-level investment and its role in in-
dustrial competitiveness in the context of sub-Saharan Africa. Previous chapters
showed that African markets do select efficient firms and that innovation tends to
be efficiency enhancing. It remains to be seen whether capital accumulation is con-
sistent with market selection and most importantly whether innovative firms take
advantage of their competitive edge through expansion of their capital stock.
The chapter is organised as follows. The next section describes capital adjust-

ment patterns in Ethiopian manufacturing and compares them with adjustment
patterns in Europe and in other sub-Saharan African countries. Section 6.3 analy-
ses the persistence of investment rates using a one-period transition probability
and employs this information to distinguish between alternative explanations of
observed adjustment patterns. Section 6.4 deals with the determinants of invest-
ment; it analyses both the decision to invest and the variation in the rate of
investment with emphasis on the role of irreversibility and uncertainty. Section
6.5 relates investment to productivity and accumulation of technological capabil-
ities. In doing so it uses some of the results in the previous chapters, examining
their interdependence with investment. Section 6.6 draws some conclusions.

6.2 Capital adjustment patterns

The analyses in the following sections mainly use the census-based panel data of
Ethiopian manufacturing firms compiled by the CSA. Investment rate is defined
as total firm-level investment as a fraction of the previous year’s capital stock.
Capital stock is calculated as the capital stock of the initial year plus investment
minus depreciation minus capital sales. There is no information on funds put
aside by firms for the sake of capital replacement. Depreciation is therefore calcu-
lated using a 10% depreciation rate for machinery and vehicles and 5% for
buildings. Profit rate refers to a firm’s gross operating surplus calculated by sub-
tracting wages from value-added.
The macroeconomic environment in Ethiopia has been fairly stable since the

start of the economic reform programme in 1991 (figure 6.1). Inflation has essen-
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tially been kept in the lower single digits including a few instances of deflation.
The fiscal deficit has been steadily reduced from about 10% of GDP to less than
5% except for some relapse during the Ethio-Eritrean border conflict. Although
the current account balance has been persistently in deficit, this reflects only the
country’s dependence on aid and does not pose a major threat to macroeconomic
stability. As highlighted in the introduction, the country has an attractive invest-
ment code which through a series of revisions has expanded the scope of
economic activity and incentives offered to the private sector. Judging by macro-
economic indicators and the investment code, Ethiopia seems to offer a
favourable investment climate by developing country standards.
However, recent trends in private sector borrowing and investment belie the un-

certainty beneath the apparently stable macroeconomic environment. Figure 6.2
shows that despite the stable macroeconomic environment, private sector borrow-
ing from the domestic banking system has been declining especially since 1996. It
is interesting to note that this steady decline began after the introduction of the
Bank Foreclosure Law in 1997/98, which authorises banks to auction the mort-
gaged assets of defaulting borrowers. The declining trend seems to have been
exacerbated by the 2001 Anti-Corruption Law (which implicated several business
leaders and bank officials) leading to a negative credit flow to the private sector in
2002. Unsurprisingly, during this period commercial banks in Ethiopia have been
awash with excess liquidity making it clear that a stable macroeconomic environ-
ment does not necessarily induce firms to borrow and banks to lend.
In line with the recent time path of credit to the private sector, the rate of in-

vestment in Ethiopian manufacturing, aggregated from firm-level investment,
declined during the period 1997 to 2002 from about 16% to about 8% (figure 6.3).
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Figure 6.1: Selected macroeconomic indicators for Ethiopia
Source: National Bank of Ethiopia and IMF country reports.



In the meantime, average profit rates in Ethiopian manufacturing remained high
and comparable to other African countries.
The apparent paradox between high profitability and low investment in Afri-

can manufacturing was also noted by Bigsten et al. (1999). Their findings are
reproduced here for the sake of comparison. Figure 6.4 compares profit rates for
five sub-Saharan African countries with profit rates for a sample of European
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countries studied by Bond et al. (1997). It shows the average profit rate in African
countries to be at least 10 times higher than that in European countries, which is
about 11%.
On the other hand, figure 6.5 shows that the mean investment rate in African

manufacturing is comparable if not less than that in EU manufacturing. The first
impression from this comparison is that African firms do not plough their profits
back into their firms in the form of investment, at least not in the same establish-
ment. This behaviour is consistent with that expected in an uncertain business
environment in which only very high rates of return would trigger firms to invest.
Given that the majority of African firms have zero investment at any point in

time (figure 6.6), the median investment rate in the region is close to zero
(Bigsten et al. 1999). This also implies that the mean investment rate among in-
vesting firms in Africa must have been very high for the overall average
investment rate to level with that of European countries. The major pattern of
capital adjustment in African countries therefore combines lumpiness with high
incidence of zero investment rates – a pattern to be explored further in the follow-
ing sections using firm-level data from Ethiopian manufacturing.
Table 6.1 reveals several features of investment in Ethiopian manufacturing.

The first is that on average more than half of establishments have zero investment
rate (IR=0) during a period of one year and this share was higher in 2002 than in
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1997. Some industries, such as food and beverages, textile and garments, wood
and furniture, non-metal and light-machinery, exhibited zero investment epi-
sodes of higher than 50%, both in 1997 and 2002. Second, about one-quarter of
firms (21% to 25%) had positive but not more than 10% investment rates.Most of
these actually had an investment rate of less than 5%, an amount that was likely
associated with minor replacements and maintenance. It appears that about
three-quarters of manufacturing establishments in Ethiopia had investment rates
well below the 10% depreciation rate commonly applied in empirical studies.
Finally, only 7% to 8% of firms fell into the 10% to 20% investment rate cate-
gory, which would lead to an increase in capital stock. Averaging across
industries, about 18% of firms had investment rates in excess of 20% in 1997, al-
though the share of such firms had declined by half, to about 10%, by 2002. The
remainder of this chapter refers to investment rates in excess of 20% as “lumpy
investment” or “investment spikes”. In general, investment does not occur fre-
quently in Ethiopian manufacturing, and when it does it happens in large spurts
that would increase capital stock substantially. This lumpiness of investment is
similar to many other developing and developed countries.
Table 6.2 shows that the proportion of firms with zero investment declines

with firm size. Nearly two-thirds of small firms have zero investment, while this
proportion is less than one-quarter among large firms. Small and medium-sized
firms appear to account for most of the increase in the incidence of zero invest-
ment in 2002 across industries. On the other hand, lumpy investment is more
likely to occur among large firms as compared to small and medium-sized estab-
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IR=0 0 <IR=5% 5<IR=10% 10<IR=20% IR>20%

1997 2002 1997 2002 1997 2002 1997 2002 1997 2002

Food &
Beverage 57.0 60.1 15.6 17.9 5.5 6.9 7.0 5.2 14.8 9.8

Textile &
Garments 53.9 63.3 23.1 23.3 0.0 3.3 3.9 6.7 19.2 3.3

Leather &
Footwear 46.8 41.9 17.0 9.3 10.6 7.0 12.8 27.9 12.8 14.0

Wood &
Furniture 58.8 56.0 11.3 23.0 6.3 5.0 8.8 6.0 15.0 10.0

Printing &
Paper 43.6 51.7 18.0 20.7 2.6 10.3 5.1 1.7 30.8 15.5

Chemical &
Plastic 32.6 42.2 13.0 26.6 4.4 9.4 15.2 6.3 34.8 15.6

Non-Metal 61.4 56.7 8.8 23.3 8.8 10.0 7.0 5.0 14.0 5.0

Metal 46.4 43.2 21.4 29.6 3.6 13.6 10.7 6.8 17.9 6.8

Machinery 58.8 53.9 17.7 23.1 0.0 7.7 5.9 7.7 17.7 7.7

Total 52.6 54.2 15.4 21.3 5.3 7.6 8.3 7.0 18.4 9.9

Table 6.1: Distribution of gross investment rate by industry

Source: Author’s computations based on CSA manufacturing census.
Note: The numbers add to 100 across columns for 1996 and 2002. Investment rate is the ratio of cur-
rent investment to lagged capital stock.



lishments. This divergence in the lumpiness of investment by firm size was less
stark in 2002, because the incidence of lumpy investment had declined drastically
in all size categories. The main observation here is that most of the zero invest-
ment episodes occurred at the lower end of the firm size distribution, while lumpy
investment frequently occurred at the upper end of the distribution. It is also im-
portant to note that peripheral investment (below the depreciation rate) is
relatively more frequent among large firms than in small and medium-sized
firms. This situation, coupled with the inverse relation of zero investment to firm
size, implies that capital adjustment is relatively smoother among large firms.

Disaggregated investment

On average, about 56% of total capital stock in Ethiopian manufacturing consists
of machinery and equipment, while buildings and vehicles account for about 38%
and 6%, respectively. Table 6.3 explores the rigidity in the adjustment of these
three categories of capital. In terms of investment, on average 46% of total invest-
ment during 1996–2002 was in machinery, about 40% in buildings and 15% in
vehicles. As shown in the table, aggregation tends to reduce the rigidity in capital
adjustment, as the relative frequency of zero investment is much higher for
disaggregated items than for aggregate firm-level investment. For instance, the
incidence of zero investment for aggregate investment is 53%, while it is 66% for
machinery and 84% for buildings and vehicles. This is to be expected, since ag-
gregate investment will be positive if a firm invests in at least one of the three
capital items. In all investment categories, the zero investment episode declines
with firm size while the incidence of investment spikes (IR>20%) increases with
size. Irrespective of firm size, capital adjustment in machinery tends to be rela-
tively smoother than investment in buildings and vehicles, where zero investment
episodes are rampant. The incidence of zero investment in buildings and vehicles
is about 20 percentage points higher than in machinery. While the general pattern
is the same in the three investment categories, the difference among them proba-
bly has more to do with their relative importance in the production process rather
than their reflecting differences in capital adjustment costs in the three categories.
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IR=0 0 <IR=5% 5<IR=10% 10<IR=20% IR>20%

1997 2002 1997 2002 1997 2002 1997 2002 1997 2002

Small 68.7 69.7 9.5 14.2 4.0 5.2 5.1 4.6 12.7 6.4

Medium 46.2 50.4 23.1 23.7 2.2 7.2 8.8 6.5 19.8 12.2

Large 22.7 22.6 22.7 34.9 10.2 13.7 14.8 13.0 29.7 15.8

Total 52.6 54.2 15.4 21.3 5.3 7.6 8.3 7.0 18.4 9.9

Table 6.2: Distribution of gross investment rate by firm size

Source: Author’s computations based on CSA manufacturing census.



How do these observations compare with investment patterns in other coun-
tries? For UK manufacturing, Attanasio, Pacelli and Reis (2000) found zero
investment episodes of 58%, 25% and 2.3% for buildings, vehicles and machin-
ery, respectively. While the prevalence of zero investment, particularly in
buildings and vehicles, is broadly similar in both countries, the frequency of zero
investment in Ethiopian manufacturing lays bare the difficulties of capital accu-
mulation encountered by African firms. Very high fixed adjustment costs and
uncertainty are some of the major culprits emphasised in the literature. Looking
at aggregate investment, the share of firms with lumpy investment in Ethiopia is
13.6%, which is more than twice the corresponding figure for the United King-
dom (5.4%).
For a group of five sub-Saharan African countries, Bigsten et al. (2005) found

that the vast majority of firms had zero investment rates, an even higher rate than in
Ethiopia (see figure 6.6). Data from the Regional Program on Enterprise Develop-
ment (RPED) for the early 1990s indicate zero investment rates for 71% of firms in
Cameroon, 69% in Zambia, 68% in Ghana, 58% in Kenya and 34% in Zimbabwe.1

They also report that among those firms with positive investment, 27% had invest-
ment rates in excess of 20% for data pooled across the five countries. This is
equivalent to about 11.3% (27% of 42%) of the total number of firms in the full
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IR=0 0<IR=5% 5<IR=10% 10<IR=20% IR>20% Total

Machinery
Small 79.7 7.0 3.5 2.9 6.9 100

Medium 62.8 13.0 5.1 4.6 14.6 100

Large 35.8 30.8 7.7 10.3 15.4 100

Total 65.8 13.9 4.8 5.0 10.6 100

Building

Small 92.2 2.3 1.0 1.2 3.3 100

Medium 82.8 7.9 1.6 2.1 5.5 100

Large 64.9 17.1 4.1 3.2 10.8 100

Total 83.7 7.0 1.9 1.9 5.5 100

Vehicle

Small 96.3 0.8 0.3 0.2 2.5 100

Medium 84.1 1.4 1.6 1.9 11.0 100

Large 56.1 6.8 4.1 4.3 28.8 100

Total 84.2 2.3 1.5 1.5 10.5 100

Aggr.
Investment
Small 70.0 12.7 4.2 4.3 8.9 100.0

Medium 46.0 23.5 7.1 7.8 15.7 100.0

Large 20.0 32.8 12.6 11.9 22.7 100.0

Total 53.0 19.8 6.8 6.8 13.6 100.0

Table 6.3: Distribution of disaggregated investment by firm size

Source: Author’s computations based on CSA manufacturing census.

Note: Numbers are for the entire 1996–2002 period across all industries.



sample – including those firms with zero investment – which is comparable to the
share of firms with investment spikes in Ethiopian manufacturing (i.e., 13.6%).
These findings suggest that manufacturing firms in sub-Saharan Africa face higher
fixed adjustment costs and/or greater uncertainty than firms in developed countries.

Contribution of investment spikes

Compared to developed countries, lumpy investment is more frequent and ac-
counts for a greater part of total investment in sub-Saharan Africa .
Table 6.4 indicates that, although just a few firms have investment rates in ex-

cess of 20% (tables 6.1 to 6.3), they accounted for the bulk of total investment in
Ethiopian manufacturing during the 1996–2002 period. About 73% of total in-
vestment in machinery, 81% of investment in buildings and close to 90% of
investment in vehicles occurred as lumpy investment. Taken together, establish-
ments with investment spikes (13.6% of the total) accounted for 71% of total
investment, underlining the importance of lumpy investment in capital adjust-
ment. The extent of lumpiness is higher for buildings and vehicles than for
machinery. On the other hand, peripheral investment accounted for only 18% of
total investment in Ethiopian manufacturing. It is also clear from table 6.4 that in-
vestment by large firms is relatively less lumpy than that by small and
medium-sized firms.
Lumpy investment also accounts for the lion’s share of total investment in

other countries. In the United Kingdom, Attanasio et al. (2000) found that 61% of
total investment in buildings, 58.5% of investment in vehicles and 26.5% of in-
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IR=0 0<IR=5% 5<IR=10% 10<IR=20% IR>20%

Machinery
Small 1.8 2.9 6.6 88.6
Medium 2.3 3.6 7.3 86.8
Large 7.7 8.1 16.8 67.5
Total 6.2 6.8 14.2 72.9

Building
Small 4.1 2.0 6.4 87.5
Medium 5.5 2.2 10.2 82.0
Large 6.5 8.2 4.9 80.4
Total 6.1 6.4 6.2 81.3

Vehicle
Small 0.5 1.3 1.1 97.1
Medium 0.4 1.8 4.3 93.4
Large 1.0 4.1 6.7 88.2
Total 0.9 3.8 6.3 89.0

Total Investment
Small 4.0 4.6 10.3 81.1
Medium 4.4 5.5 8.3 81.8
Large 7.4 13.5 10.6 68.4
Total 6.7 11.7 10.2 71.3

Table 6.4: Share of investment by investment rate categories (%)

Source: Author’s computations based on CSA manufacturing census.



vestment in machinery was accounted for by just a few firms with lumpy
investment. Irrespective of the type of investment, firms with investment spikes
(5.4% of total) accounted for 24.6% of total investment in UK manufacturing.
Similarly, Domes andDune (1998) reported that firms with lumpy investment ac-
counted for 25% of total investment in US manufacturing. While the importance
of lumpy investment in overall capital adjustment is evident in developed coun-
tries as well, it is far less prominent than that observed in Africanmanufacturing.
For the five sub-Saharan African countries mentioned earlier, Bigsten et al.

(2005) showed that firmswith lumpy investment (IR>20%) accounted for 47% of
total investment, which is nearly twice the rate in the United Kingdom and the
United States. The fact that the role of lumpy investment is much larger in Ethio-
pian manufacturing (accounting for 71% of the total), than in other sub-Saharan
African countries reviewed here has more to do with differences in sample com-
position. The Ethiopian data is based on a manufacturing census that covers all
firms employing at least 10 persons (and hence is dominated by small firms)
while in the RPED data large firms are often over-sampled. As underlined by the
preceding discussion, capital adjustment is relatively smoother among large
firms.

6.3 Persistence of investment

Zero investment episodes need not necessarily be a problem unless they persist.
One way of checking persistence in investment rates is to trace the one-year tran-
sition probability of investment rates. Table 6.5 provides such transition
probabilities for investment in machinery and equipment for two sub-periods (the
pattern for total investment basically reflects that of machinery). The table shows
that zero investment episodes have a very high probability of being repeated in
the next period. About 78.7% of firms with zero investment in machinery in any
year during 1997–1999 had zero investment in the following year too. The likeli-
hood of zero investment recurring in the next period is very high among small
firms, at about 86%, declining to about 68% among medium-sized firms and to
60% among large firms. The tenacity of zero investment episodes actually in-
creased during 2000 to 2002 except for a slight decline among small firms. Thus,
not only is the proportion of firms with zero investment very high in Ethiopian
manufacturing, the recurrence of zero investment conditional on zero investment
in the current period has also increased.
Firms with non-zero investment in the current period are more likely to have

positive investment in the next period. This does not apply for small firms, how-
ever, in which case more than half of those with positive investment in the current
period showed zero investment in the next period. For instance, during
1997–1999, 80.7% of small firms with 0<IR<5% had a zero investment rate in
the next period. The propensity to invest in the next period conditional on positive
investment in the current period increases with firm size. Among medium-sized
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firms, for instance, more than half of firms with a positive investment rate in the
current period were likely to undertake some investment in the next year. The
transition from positive to zero investment declines substantially in the case of
large firms, as they tend to invest more or less continuously.
There is also some persistence of lumpy investment, although it is far less te-

nacious than the zero investment episodes. Regardless of firm size, there was a
25% likelihood for investment spikes to recur during 1997–1999. Interestingly,
about 30% of firms with investment rates between 10% and 20% were likely to
have an investment spike in the next period. This shows that periods of large in-
vestment occur in close proximity just like periods of zero investment, although
at a lower level of persistence.
However, the likelihood of having another round of high investment in the

next period conditional on large investment in the previous period declined over
the 2000 to 2002 period. Averaging across industries, persistence fell from 25%
to 18%. This includes a sharp decline from 32% to about 18% for large firms and
from 24% to just 10% for small firms. The slowdown of capital accumulation in
Ethiopian manufacturing documented in figure 6.3 is therefore associated with
the increase in the incidence of zero investment coupled with a decline in the re-
currence of lumpy investment. It is interesting to note that the standard deviation
of investment rate within a firm over time is 30% higher than the standard devia-
tion of investment rate across firms at any point in time. This is to be expected
given the increase in the incidence of zero investment episodes in parallel with a
declining frequency of lumpy investment. Apart from its immediate impact on
growth of manufactured output, poor investment performance would damage the
competitiveness of the manufacturing sector, as the introduction of new products
or new varieties of existing products often requires investment in new machinery
and equipment.
Another way of exploring persistence is to see how often each firm invests dur-

ing a particular time interval. Table 6.6 shows that on average 43% of small firms
invested only once during the 1997–2002 periodwhile another 30% invested twice.
Few small firms (less that 5%) invested continually. On the other hand, 48% of
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Counts of Positive
Investment

Small (%) Medium (%) Large (%) All Firms (%)

1 42.8 22.0 8.6 27.7
2 30.0 19.4 6.6 20.6
3 13.5 18.0 9.1 13.2
4 7.5 15.0 14.8 11.4
5 4.0 11.1 13.0 8.3
6 2.3 14.6 47.9 18.7

Total 100 100 100 100
Firm-Years 1501 768 950 3219

Table 6.6: Incidence of positive firm-level investment (1997–2002)

Source: Author’s computations based on CSA manufacturing census.



large firms invested throughout the sample period, with less than 10% of them in-
vesting only once. Because of the predominance of small firms in the sample,
nearly half (48.3%) of all manufacturing firms have positive investment for not
more than two out of the six years. Other things being equal, the rate of investment
is unlikely to increase as the size distribution of firms continues to shift to the left.
There are no important industry-specific differences in this pattern.

Persistence, adjustment costs and irreversibility

What lies behind the discontinuity of capital adjustment documented so far? Theo-
retical models of investment assume that firms do not achieve their desired stock of
capital for several reasons, including adjustment costs. Adjustment costs include
but are not limited to output forgone during machine installation and costs arising
due to the mandatory training of staff. Traditional investment models assume con-
vexity of capital adjustment costs whereby the latter rise exponentially with the
magnitude of adjustment. The implication of convexity is that firmswould prefer to
spread out their investment over time (in small lots) to avoid large adjustment costs.
According to suchmodels, we expect neither periods of zero investment nor invest-
ment spikes; capital adjustment would rather be smooth and continuous.
Obviously, the adjustment patterns observed so far in Ethiopia and other sub-Saha-
ranAfrican countries do not conform to the predictions of convex adjustment costs.
Neither does convexity fit capital adjustment patterns in developed countries (Ca-
ballero et al. 1995, Domes and Dunne 1998, Cooper et al. 1999).
Recent studies of investment behaviour pay a great deal of attention to irre-

versibility of investment and non-convexity of adjustment costs. Both features
seem to have their own implications for capital adjustment patterns and some
frameworks of analysis have been developed to learn their relative importance
(Abel and Eberly 1994, Caballero and Engel 1999). If an investment decision is
partly or fully irreversible because of missing markets for second-hand machin-
ery, investors would be more cautious and wait for more information on expected
returns before committing themselves to an investment project (Dixit and
Pindyck 1994, Bertola and Caballero 1994). Given the possibility to delay invest-
ment outlays, waiting for more information allows investors to avoid costly
mistakes in case an irreversible project turns unprofitable. Keeping open the op-
tion to productively invest in the future therefore has its own value,which
becomes part of the opportunity cost of investment (exercising the option). This
option value tends to increase with uncertainty, hence undermining investment
by raising its opportunity cost. In such circumstances, there would be periods of
inaction (zero investment or disinvestment) during which a firm does not respond
to changes in desired stock of capital. While irreversibility seems to explain why
there would be episodes of zero investment, it does not necessarily imply that
once firms decide to invest their investment would be lumpy.
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On the other hand, if adjustment costs are fixed rather than convex, firms
would prefer to delay investment to avoid repeatedly incurring fixed adjustment
costs (Caballero and Engel 1999). Fixed adjustment costs also imply that firms
would prefer to invest in large amounts with intervals of zero investment. Such
discontinuity of investment is therefore a rational response to increasing returns
associated with fixed adjustment costs. Both irreversibility and fixed adjustment
costs therefore seem to predict the actual capital adjustment patterns in sub-Saha-
ran Africa better than quadratic adjustment costs.
While irreversibility and non-convexity of adjustment costs both predict zero

investment, they differ in their implications for the propensity to invest condi-
tional on current investment. In the case of irreversibility, the probability to invest
in the next period is higher for firms that have positive investment in the current
period as compared to firms with a current investment of zero. This follows from
the assumption that a firm that decides to invest has sufficient information to re-
solve the uncertainty. Is this correct as edited?
In the language of duration analysis the hazard (probability) of investment fol-

lows a positive duration dependence if investment is difficult to reverse. In the
case of fixed adjustment costs, however, the probability to invest in the next pe-
riod is higher for firms with zero rather than positive investment in the current
period. In this case, the hazard of investment follows a negative duration depend-
ence (Cooper et al. 1999, Goolsbee and Gross 2000).
Although duration models offer the best way to investigate these phenomena,

table 6.5 provides useful information to distinguish between irreversibility and
fixed adjustment costs. Firms with zero investment in the current period were
more likely to have zero investment in the next period, while firms with positive
investment were more likely to have positive investment in the next period too.
Firmswith investment rates greater than the 10% depreciation rate have a particu-
larly high propensity to have positive or even lumpy investment in the next
period. This pattern is consistent with irreversibility and uncertainty rather than
high fixed adjustment costs. Using duration analysis, Bigsten et al. (2005) found
evidence in support of irreversibility although this evidence does not distinguish
irreversibility from quadratic adjustment cost. Appendix 6.1 contains a further
analysis of investment response to changes in the desired stock of capital.

6.4 Determinants of investment

Having looked at investment patterns, we now turn to investigate some of their
determinants. The analysis starts by looking at what determines the decision to
invest, as most firms in Ethiopia do not invest at any point in time. A binary
choice model is used to analyse the probability of investment. Subsequently, a
standard Euler equation is deployed to analyse variation in the investment rate.
Most empirical models address some elements of three major blocks of deter-

minants of investment: quantity factors, price factors and shocks. For a review of
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standard investment models see Jorgenson (1971) and Chirinko (1993). The
quantity factors often refer to changes in demand and access to finance. The for-
mer drives change in the desired stock of capital while the latter determines firms’
ability to respond. Price factors, on the other hand, refer to capital goods prices,
taxes and interest rates that affect the user cost of capital. Shocks include unob-
served factors, such as idiosyncratic random shocks that are unknown to both the
firm and the researcher and technology and productivity changes which are
known to the firm but hard for the researcher to observe. They also include
volatilities in quantity and price factors, which in principle are observable both to
the researcher and the firm.
Although the main objective of investment models is to explain variation in the

rate of investment, for African economies like Ethiopia, explaining the incidence of
zero investment is important because of the prevalence of zero or practically zero
investment rates. The dependent variable is therefore a dummy variable which
takes the value 1 if the firm invests and 0 if not. The probability model to be esti-
mated includes output growth and profit rate as explanatory variables representing
changes in demand and the financial position of the firm.Unlike previous empirical
studies, the probability model to be estimated also controls for firm-level effi-
ciency. This allows us to assess the extent towhich capital is being allocated toward
efficient firms. The discussion in section 6.2 and earlier, in section 5.4, suggested
that firm size is positively associated with the propensity to invest. The size effect
often operates through quantity factors, particularly in relation to access to external
finance. However, it may also work through productivity shocks arising from scale
advantages or better access to technology. This study also includes firm age, indus-
try and location effects to parameterise the model.
Compared to quantity and price factors, which have been researched exten-

sively (albeit with limited success), emphasis on shocks as a potential determinant
of investment began only recently. Irreversibility of investment decisions has re-
ceived prime importance in recent theories of investment because of the value
associated with the option of waiting which increases with uncertainty. This ap-
proach has two implications. The first is that uncertainty increases the rate of return
that triggers investment if investment is hard to reverse. The traditional decision
rule of undertaking investment when the net present value is at least zero is no lon-
ger applicable under irreversibility and uncertainty. The other implication is that
irreversibility and uncertainty reduce firms’ responsiveness to changes in the de-
sired stock of capital. There will thus be a range of inaction (in terms of rates of
return) within which the firm does not invest or disinvest.
Empirical studies are only gradually catching up with developments in theoreti-

cal models that deal with irreversibility and uncertainty. The main challenge in
operationalising these investment models lies in measuring uncertainty and irre-
versibility. Most existing empirical studies use a panel of countries to assess the
effect of uncertainty, which is often measured in terms of volatility of macroeco-
nomic variables such as inflation, terms of trade and exchange rate. For a sample of
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84 developing countries of which 40 are in sub-Saharan Africa, for instance,
Serven (1997) found a significantly negative effect of macroeconomic volatility on
investment. Similar results were reported by Hadjimichael et al. (1995) for a sam-
ple of 32 African countries. Carruth et al. (2000) provide a survey of the empirical
literature on the effect of uncertainty on investment in developed countries and the
overall message is that uncertainty has a negative effect on the rate of investment.
Econometric tests with firm-level data are even more scarce, and Pattillo

(2000) was among the first to carry out such a test for an African economy. Based
on RPED data for Ghanaian manufacturing firms, she measured uncertainty as
the inter-firm variation (within an industry) in the one-year-ahead expected
change in demand. The idea behind this approach is that a high degree of varia-
tion among firms regarding expectations of future demand would indicate high
uncertainty. To capture reversibility, she used the information on whether a firm
had leased a capital good, or sold or bought one from a second-hand market. She
found a negative effect of uncertainty only for firmswhose investments were irre-
versible. While interesting and innovative, this approach was criticised for its
potentially serious mismeasurement of uncertainty and reversibility. In discuss-
ing Pattillo’s (2000) contribution, Gunning (2000) argued that the real question
regarding reversibility is not whether a firm actually leased or sold a capital item
at a point in time; but whether it had the option to do so. Therefore, two firms in-
vesting in identical machines could be wrongly categorised as having different
degrees of reversibility if one of them sold/bought a second-hand machine in the
current period and the other did not. Regarding uncertainty, firms within an in-
dustry may expect, with certainty, widely different rates of change in demand for
their respective products – in which case Pattillo’s uncertainty measure would
overstate the risk. In another extreme case, firms in an industry may expect de-
mand shocks with little inter-firm variation, in which case Pattillo’s measure
would understate or even miss the uncertainty, since the standard deviation of ex-
pected change in demand would be close to zero (Gunning 2000).
To alleviate these measurement problems, this chapter follows a slightly differ-

ent approach. The degree of reversibility of investment is approximated by the
scope of the second-hand market in a four-digit industry. Assuming that this struc-
tural feature does not change rapidly over time (for which there is some evidence),
the scope of the second-hand market is measured by the frequency of machine re-
sale during the study period. The idea is that the higher the fraction of firms in an
industry that engage in machine resale, the higher the possibility to reverse invest-
ment. In this case, even if a firm does not actually use the second-hand market, the
existence of a functioning market increases the reversibility of investment and
hence the propensity to invest. Three categories were identified: industries where
the incidence of machine resale is less than 5%, between 5% and 10% and more
than 10%. Dummy variables Sechand1, Sechand2 and Sechand3 represent these
categories, respectively, in the regression models. The decision of cut-off points is
admittedly ad hoc and based on a visual inspection of the empirical distribution.
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Figure 6.7 presents the distribution of machine resale representing the scope of the
second-hand market. To measure uncertainty, a three-year moving standard devia-
tion of sales and profit rates were calculated for each firm. The variables Sales SD

andProfit SD represent volatilities in sales and profit, respectively. The assumption
is that volatility in these variables would capture uncertainty. This measure is prob-
lematic since part of the movement in sales and profits could be the result of a
conscious business decision rather than purely unexpected exogenous change.
However, if a good part of the variation in profits is the result of deliberate actions
by firms, then it should be positively associated with the rate of investment rather
than displaying the expected negative relationship.
Table 6.7 reports the results of a probit regression model. The results indicate

that change in the rate of profit does not significantly affect the likelihood of in-
vestment. This may seem odd but is consistent with our previous observation that
most firms do not invest despite high profit rates. This is unlike Bigsten et al.
(1999) which found that the propensity to invest increases with profitability. In-
terestingly, output growth and firm-level productivity are positively associated
with the probability to invest after controlling for size, age and industry-specific
effects. This underlines the importance of demand and relative efficiency in influ-
encing propensity to invest. As expected, the probability model confirms the
positive association between investment and firm size (measured as the logarithm
of employment) as documented in the descriptive analysis. Older firms, on the
other hand, are less likely to invest than young ones.
The results also show that the volatility of profit rate (Profit SD) has a statisti-

cally significant negative effect on the propensity to invest. Although profit rate
may not induce firms to invest, its predictability seems to play an important role.
Interestingly, reversibility, as captured by the scope of the second-hand market,
increases the likelihood of investment. This effect is statistically significant in
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cases where the second-hand market involves more than 10% of firms
(Sechand3). The interaction of reversibility with volatility of profits does not sig-
nificantly reduce the negative effect of uncertainty. The coefficient of volatility
of sales and its interaction with reversibility is practically zero. The main mes-
sage from the probability model is that uncertainty in terms of volatile profits
dampens the likelihood of investment while the existence of second-hand market
tends to increase firms’ willingness to invest. However, uncertainty’s negative
effect on investment is not significantly different across industries with varying
degrees of reversibility.

The Euler equation

Models that explain the rate of investment traditionally come in two flavours:
models with implicit dynamics and those with explicit dynamics (Chirinko
1993). The basic neoclassical model suggested by Jorgenson (1971) is typical of
investment models with implicit dynamics. That model is based on a desired cap-
ital with the following structure:
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Coefficient Standard Errors

Profit Rate (t-1) 0.0159 0.0118
Output Growth (t-1) 0.0769* 0.0458
Productivity (t) 0.1101*** 0.0392
Firm Size 0.6291*** 0.0555
Firm Age -0.0089** 0.0040
Profit SD -0.0616* 0.0341
Sales SD 0.0000** 0.0000
Sechand 2 0.2333 0.1930
Sechand 3 0.7364*** 0.2440
Sechhand2*Profit SD 0.0150 0.0390
Sechand 3*Profit SD 0.1002 0.1311
Sechhand2*Sales SD 0.0000* 0.0000
Sechand 3*Sales SD 0.0000 0.0000
Textile & Garments -0.7790*** 0.2480
Leather & Footwear 0.2470 0.2102
Wood & Furniture 0.0192 0.2218
Printing & Paper 0.6413*** 0.1951
Chemical & Plastic 0.1873 0.1988
Non-Metal 0.1151 0.1889
Metal 0.0985 0.2474
Machinery -0.4466 0.3651
Intercept -2.5443*** 0.2165

Wald Chi-square (p-value) 273.36
sigma_u 0.8527 0.0706
Rho 0.4210 0.0404
Number of observations 2297
Number of groups 698

Table 6.7: Probability of investment (Probit model estimates)

Note: Statistical significance at 1%, 5% and 10% are represented by ***, ** and *, respectively.
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where K t

* is the desired stock of capital, Yt is output (the quantity variable) and

C
t
is the cost of capital, which includes price variables such as interest rate, the

price of capital goods and taxes, and σ is the elasticity of substitution between
capital and variable inputs. The investment model is arrived at by splitting invest-
ment into net investment and replacement investment. As summarised in
Chiriniki (1993, 1878), net investment is determined by the distributed lag on
new orders which equal in a given period the change in the desired capital stock;
replacement investment is determined by assuming a constant depreciation rate
on initial capital.
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represents the delivery lag

distribution over J+1 periods and δ is the depreciation rate. The neoclassical
model is obtained by combining equation (1), (2) and (3) and adding a stochastic
term:
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If the elasticity of substitutionσ =0, equation(4) reduces to the flexible acceler-
ator model, although the basic neoclassical assumption is that σ =1. Despite its
popularity, the neoclassical models in (4) and other variants of it are criticised on
several grounds (Chirinko 1993). Perhaps the most important critique relates to the
distributed lags for net investment for which there is no theoretical foundation. Re-
lated to this is the static nature of expectations in neoclassical models which are
based on extrapolation of past values of output and user costs. The firm in these
models therefore does not need to look carefully into the future, which is incompat-
ible with the forward-looking nature of investment decisions. Researchers,
therefore, generally prefer investment models with explicit dynamics.
Models with explicit dynamics try to overcome this shortcoming by including

the dynamic elements of the investment process directly into to the firm’s optimi-
sation problem. Tobin’s q and the Euler equation are popular among these
models. These models assume that firms maximise the discounted sum of ex-
pected cash flows subject to adjustment costs. In the q theory of investment, the
unobserved expectation of future cash flows is related to observables based on the
value of the firm in financial markets (Tobin 1969, 1978). While Tobin’s q is a
popular investment model partly because of the ease of obtaining stock market
prices, its empirical performance has been disappointingly poor. Its application to
developing country firms is also hampered by the absence of stock markets and
the limited number of listed firms even where they do exist. Some of its assump-
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tions, such as separation of the investment decision from financial decisions, are
also untenable in the context of developing counties. For these two reasons this
study follows the Euler equation approach, which has a limited (one year ahead)
but forward-looking behaviour with convex adjustment costs.
The Euler equation is a structural model based on the following optimisation

behaviour (Bond and Meghir 1994):

Y F L Kt t t= ( , ) (5)

Π t t t t t t t t t t

I

tp F L K p G I K w L p I= − − −( , ) [ , ] (6)

where Yt is output, F L Kt t( , ) represents a production function homogenous of
degree one,Π is gross profit, L andK are labour and capital, I t is investment, pt is

output price, pt

I is the price of capital goods and wt is the wage rate.

Given a quadratic adjustment cost function of the form:
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, a firm’s objective is to maximise the following

value function:
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whereβ
t +1 is the discount factor and E is the expectations operator. This objective

function is subject to capital accumulation of the perpetual inventory approach:
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where δ is the rate of depreciation.
Maximisation of equation (3) yields the following investment model:
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Three estimation methods are considered: the OLS estimator, the within esti-
mator and the Generalised Method of Moments (GMM) estimator. Although the
within estimator deals with firm fixed effects, the GMMestimator is the preferred
method, as it deals more effectively with the endogeneity problem in the presence
of the lagged dependent variable in the RHS (Arellano and Bond 1991).
Table 6.8 reports the regression results. Across all estimators, lagged invest-

ment has a positive and statistically significant correlation with current
investment except for the within estimator, which yields a negative coefficient for
medium-sized firms. This finding is in agreement with the persistence of invest-
ment documented earlier. According to the GMM estimator, which is the
preferred estimator, profit rates are statistically significant only for investment by
small firms. In the empirical literature on investment, profit rates are often inter-
preted as capturing the effect of financial market imperfection, while others
(Bond and Cummins (2001) prefer to interpret them as a proxy for future profit-
ability. If profit serves as an indicator of expected profitability rather than
financial market imperfection, one would not expect heterogeneity in its effect
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across firms of different size. The regression results, however, support the sug-
gestion of imperfect credit markets where small firms rely more on their internal
funds than medium and large firms. This is consistent with the findings of Tybout
(1983) and Jaramillo et al. (1996) for Latin American countries and Bigsten et al.
(1999) for sub-Saharan Africa. For medium and large firms, changes in output
have a significantly positive effect, underlining the importance of demand
factors.
The basic Euler equation is then extended by including indicators of uncer-

tainty. This study uses the volatility of profit and its interaction with the scope of
the second-hand market. Table 6.9 reports the GMM estimates of this extended
model. The findings discussed earlier are unaltered by the inclusion of uncer-
tainty and irreversibility: investment is path-dependent and small firms rely on
internal funds more than medium-sized and large firms. The results show that un-
certainty regarding future profits has a negative but insignificant correlation with
investment. Therefore, uncertainty tends to influence the decisions on whether to
invest rather than the level of investment. The interaction of uncertainty with the
scope of the second-hand markets has a positive and statistically significant coef-
ficient. This suggests that firms that have more options to reverse their
investment have higher rates of investment for a given level of uncertainty. This
result does not hold when the regression is restricted to medium-sized and large
firms.
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All Firms Small Medium Large
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1.4693***
(0.1006)
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1.2885***
(0.2337)

1.5474***
(0.2135)
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⎞
⎠⎟
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2

2
-0.7156***

(0.0400)
-0.6327***

(0.042)
-0.6322***

(0.1023)
-0.6851***

(0.0810)

Π t

tK −

⎛
⎝⎜

⎞
⎠⎟1

0.0012
(0.0057)

0.0347***
(0.0079)

-0.0441***
(0.0129)

-0.0157*
(0.0094)

ΔY
K

t

t−

⎛
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⎞
⎠⎟1

0.0113***
(0.0033)

-0.0126***
(0.0042)

0.0428***
(0.0076)

0.0293***
(0.0057)

Profit SD -0.0121
(0.0147)

-0.0057
(0.0156)

-0.0530
(0.0335)

-0.0035
(0.0385)

Sechand2 * Profit SD 0.0146
(0.0176)

0.0028
(0.0205)

0.0550
(0.0363)

0.0312
(0.0448)

Sechand3 * Profit SD 0.0933***
(0.0248)

0.3524*
(0.2156)

0.0950
(0.0901)

0.0599
(0.0451)

Intercept -0.0127*
(0.0072)

0.0012
(0.0098)

-0.0318**
(0.0141)

-0.0021
(0.0126)

Sargan Statistic 62.1200 63.0500 23.0600 39.6900
Sargan p-valuea 0.0000 0.0000 0.0060 0.0000
M1 (p-value) 0.0000 0.0000 0.0000 0.0000
M2 (p-value) 0.5190 0.2670 0.6870 0.1510
No. Observations 1537 838 360 478
No. Groups 539 265 128 137

Table 6.9: GMM estimates of investment under uncertainty

Note: Statistical significance at 1%, 5% and 10% are represented by ***, ** and *, respectively.



6.5 Investment, productivity and innovation

Having looked at the patterns of capital adjustment and its key determinants, it is
now time to explore the interdependence between capital formation, relative effi-
ciency and innovativeness. This will provide insight into the consistency of
firm-level capital accumulation with the process of market selection as well as
with accumulation of technological capabilities.

6.5.1 Investment and productivity

How does investment relate to productivity? The market selection literature sug-
gests that firms respond to a positive productivity shock with investment. In fact,
theories of market selection are essentially dynamic theories of investment. Fig-
ure 6.8 shows a bivariate non-parametric regression of investment rate on
firm-level productivity. The regression line plots the conditional mean invest-
ment rate using the Nadaraya-Watson kernel estimator. The graph shows that
investment increases with firm-level efficiency in a non-linear fashion. This indi-
cates that efficient firms are in a better position to take advantage of investment
opportunities arising in an industry. Given the persistence of relative efficiency
documented in the transition matrices in Chapter 3 (table 3.3), the positive rela-
tionship between investment and efficiency suggests the tendency for capital to
be concentrated among highly productive firms. This is consistent with the find-
ing in Chapter 3 (table 3.3c) that manufacturing employment also tends to be
concentrated among efficient firms.
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The evidence in figure 6.8 is supported by the statistics in table 6.10. The table
compares the productivity raking of firms in 1997 with their subsequent invest-
ment rates. The table shows that the fraction of firms with investment spikes
increases with firm efficiency. Among firms in the top productivity quintile in
1997, nearly one-quarter (23.7%) had investment spikes in subsequent years, and
this fraction declines to less than 10% in the bottom quintile. In contrast, 64% of
firms in the bottom quintile in 1997 had zero investment in the ensuing years,
with this proportion declining steadily to about one-third among firms in the top
quintile. Interestingly, most entrants since 1997 had zero investment up to 2002.
Productive firms were therefore more likely to have investment spikes, while in-
efficient firms were more likely to have zero investment episodes. Also,
apparently entrants were not investing aggressively, consistent with such firms
being relatively small in size and of uncertain position in the market.
What about the impact of investment on productivity? Figure 6.9 shows that

investment lagged by one period has a positive relationship with current produc-
tivity, although the productivity effect is less pronounced for extremely high
investment rates. Current productivity thus provides a signal for desired invest-
ment while current investment raises future productivity.
Table 6.11 provides additional evidence on the relationship between invest-

ment and productivity. Perhaps the most consistent and interesting observation
from the table is that the fraction of exiting firms declines steadily with the rate of
investment. Among firms with lumpy investment in 1997 only 14% exited the
market before 2002 while the corresponding exit rate among firms with zero in-
vestment is 47%. This indicates that investment tends to increase the survival
probability of firms as was shown in the survival analysis in Chapter 4. The mes-
sage is not so clear at the top of the productivity distribution. About 31% of firms
with lumpy investment in 1997 were found in the top productivity quintile in
2002, compared to 14% of the firms with zero investment. About 30% of firms
with a positive but less than 5% investment rate were also observed in the top
quintile in 2002 blurring the relationship between investment and relative effi-
ciency. Further investigation, however, reveals that these are large firms that
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Productivity
Quintiles in

1997

IR>20% 10<IR=20% 5<IR=10% 0<IR=5% IR=0 Total (%)

1 23.7 10.6 9.9 23.2 32.6 100
2 14.3 8.6 8.2 19.9 49.1 100
3 12.3 5.5 7.2 20.0 55.0 100
4 12.2 6.9 6.0 15.6 59.3 100
5 8.5 4.3 4.8 18.0 64.4 100

Entry 9.1 4.7 4.4 20.3 61.6 100

Table 6.10: Distribution of investment rate by productivity ranking

Note: Number of observations is 3,431 firm-years. Numbers add up to 100 row-wise.
Source: Author’s computations based on CSA manufacturing census.



likely have other sources of efficiency. The general message is that firms that do
not invest are more likely to exit. This could be either because lack of investment
reduces the relative efficiency of firms, subsequently leading to exit, or because
firms that realize that they are relatively inefficient refrain from investing and
continue to operate until the time is right to close down.

6.5.2 Investment and innovation

Chapter 5 on technological capabilities revealed that few firms engage in build-
ing technological capabilities. For such innovative firms, building technological
capabilities is accompanied by productivity gains and increased prospects for
growth. The literature on technological capabilities asserts that firms need these
capabilities to utilise existing technology at a best-practice level of efficiency and
also to continually upgrade. The need for technological capabilities is particularly
acute for firms trying to introduce new products or new varieties of existing prod-
ucts, compared to firms merely expanding production capacity for the same
product. This implies that a lack of technological capabilities may restrain firms
from investing in new products, hence limiting growth prospects.
This section explores the link between investment behaviour during

1997–2002 and technological capabilities for a sample of firms surveyed in 2004.
If technological capabilities constitute a binding constraint on firms’ desired in-
vestment, especially for new products, we would expect firms with high
technological capabilities to invest more often than non-innovative firms.
Figure 6.10 provides some evidence along these lines. The figure collapses the

five clusters of technological capabilities identified in Chapter 5 into three: the
first one (High) includes the relatively innovative Cluster 1, which is made up of
firms that engage in most of the technological capabilities discussed earlier; the
last cluster (Low) includes the non-innovative Cluster 5, which is made up of
firms engaging in either none or only few of the technological capabilities. The
middle category (Moderate) combines the three clusters that fall in-between, i.e.,
clusters 2, 3 and 4. The graph also compares the results based on two different
methods of clustering. It shows that the incidence of zero investment is more
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Investment in
1997

Productivity Quintiles in 2002 Exit Total

1 2 3 4 5

IR>20% 30.8 22.0 18.7 8.8 5.5 14.3 100.0
10<IR=20% 34.2 26.8 14.6 2.4 2.4 19.5 100.0
5<IR=10% 3.9 26.9 23.1 15.4 3.9 26.9 100.0
0<IR=5% 30.3 14.5 11.8 7.9 6.6 29.0 100.0
IR=0 13.9 11.9 11.2 7.7 8.5 46.9 100.0

Table 6.11: Initial investment and subsequent productivity ranking

Note: Number of observations is 494 firms.
Source: Author’s computations based on CSA manufacturing census.



prevalent among non-innovative firms and declines substantially among innova-
tive firms. In both methods of clustering, the share of firms with zero investment
among non-innovative firms is three times higher than that of (relatively) highly
innovative firms. On the other hand, innovative firms are more likely to have in-
vestment spikes than non-innovative firms. This suggests that innovation
enhances the productivity of manufacturing firms, which in turn increases the
likelihood of high investment. Investment in turn leads to productivity growth
with a lag as shown in figure 6.9. The nature of this data and analysis does not al-
low us to resolve the simultaneous causation among these variables. However,
the observed interdependence explains the forces behind the persistence of rela-
tive efficiency at the top of the productivity distribution documented in table 3.3a
of Chapter 3. It underscores that innovation enhances efficiency and that more ef-
ficient firms are more likely to invest, leading in turn to productivity growth even
for non-innovative firms. It also indicates that the process of capital accumulation
is consistent with the market selection process. While the interdependence be-
tween selection, investment and innovation is evident and healthy, the latter two
occur so sparsely that it is inconceivable for sub-Saharan Africa to achieve indus-
trial competitiveness without this being resolved.
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6.6 Conclusions

Like other sub-Saharan African countries, high profit rates in Ethiopianmanufac-
turing do not translate into high investment rates; at least not in the same
establishment. Episodes of zero investment were observed in more than half of
the manufacturing establishments at any point during the study period. Capital
adjustment took place mainly in the form of large discrete jumps rather than
through smooth increments. As a result, more than two-thirds of total investment
across industries was accounted for by the lumpy investment of a few establish-
ments. The rigidity of capital adjustment was most severe among small firms,
among which the incidence of zero investment was rampant.
Adjustment patterns in Ethiopia are very similar to patterns in other sub-Saha-

ran African countries except for differences arising from size composition of
samples.While investment of firms in a sample of European countries also shows
lumps and bumps, its discontinuity is far less than that observed in Africa. Afri-
can firms reviewed in this chapter invariably showed profit rates several times
higher than their European counterparts, although their investment performance
was disproportionately low. Uncertainty and the difficulty of reversing invest-
ment decisions play key roles in dampening firm-level investment in African
manufacturing. The prevalence and persistence of zero investment documented
in the one-period transition probability is consistent with the pattern of capital ad-
justment (or lack thereof) expected under uncertainty and irreversibility.
Regression results reveal the probability of investment to be higher in industries
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with a broader second-hand market. Similarly, uncertainty arising from volatility
of profits has a negative influence on the propensity to invest, though the level of
profits itself is less important. Uncertainty, however, seem to have no significant
effect on the rate of investment, while firms with options to reverse their invest-
ment are shown to have higher investment rates.
The level of profit has a positive and significant effect on investment among

small Ethiopian firms, a common observation in most developing countries. The
standard interpretation that small firms rely more than large firms on internal
funds for investment also seems to apply here. Such imperfection in financial
markets and the need for small firms to accumulate sufficient internal funds cou-
pled with the indivisibility of capital items provide an additional explanation for
the sharp discontinuity of investment among small firms. The obvious policy im-
plication is to improve the accessibility of modern financial services to small
businesses. Private-sector borrowing from the banking system in Ethiopia how-
ever has been declining in recent years. The drop in credit flow to the private
sector has much to do with recent developments in the political economy of the
country as documented in Chapter 2. Policy moves such as the introduction of the
Bank Foreclosure Law and the Anti-Corruption Law were followed by sharp de-
clines in credit to the private sector, demonstrating the sensitivity of the
investment climate to such measures. The downside of such swift and apparently
legitimate policy measures is that they signal an uncertain and uncooperative
business-government relationship. The result is a decline in the aggregate invest-
ment rate underpinned by an increase in the incidence of zero investment and a
decline in the incidence of firms with an investment spike. Therefore, while
inter-firm and inter-industry differences in irreversibility and volatility of profits
may explain firm level variation in investment, the time path of aggregate capital
accumulation seems to be driven by broader developments in the political
economy.
Another important empirical regularity documented by productivity analyses

in developed and developing counties is the persistence of efficiency at the top of
the distribution. This chapter went further to show some of the reasons for such
persistence. The fact that productivity increases the likelihood of investment and
investment in turn boosts efficiency with a lag enables efficient firms to retain
their relative position. On the other hand, innovation not only enhances effi-
ciency, innovative firms also take advantage of their competitive edge by
accumulatingmore capital. This interdependence between efficiency, investment
and innovation keeps efficient firms at the top of the productivity distribution.
Most exiting firms, on the other hand, are not only inefficient, but they also fail to
invest. If inefficient firms do not invest because they are conscious of their ineffi-
ciency, their exit would enhance aggregate efficiency, as capital is reallocated to
more efficient producers. However, when small entrants fail to invest because of
financial constraints or when uncertainty discourages incumbents from investing,
the resulting loss of efficiency reduces aggregate productivity and leads to the

Investment Behaviour of Manufacturing Firms 159



exit of potentially successful businesses. This study finds evidence of an invest-
ment process that is losing momentum over time but is still consistent with
market principles. The policy implication is therefore to maintain the functional-
ity of markets to ensure efficient allocation of resources while reducing financial
imperfections and business uncertainty to induce firms to invest and innovate.
Sensitivity to the implications of policy changes for business confidence is partic-
ularly important, as bold steps are as likely to create uncertainty as tentativeness
in taking action.

Appendix Chapter 6: Desired capital and investment

Further analysis was carried out to assess firm response to changes in the desired
stock of capital. In line with the approach suggested by Caballero, Engel and
Haltiwanger (1995), mandated investment was calculated as the difference be-
tween desired and actual capital stock.

MI= − −k kit it

~

1
(1)

where MI is mandated investment, and k
it

~ and k
it −1 are the log of desired and ac-

tual capital. Following Caballero et al. (1995) desired capital is assumed to be a

certain proportion of frictionless capital k
it −1
* :

k k dit it i

~ *= + (2)

where d
i
is a firm or industry-specific constant.

The frictionless capital k
it

* is determined using user cost of capital and output

as in the standard neoclassical approach. This gives the following expression:
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is the slope of the profit function with respect to capital and
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is the cost share of equipment capital.

c
r

PI
P

it

i
t

it=
+ ⎛
⎝
⎜ ⎞

⎠
⎟
−

( )

( )

δ
τ1

(4)

where r the real lending rate (lending rate minus inflation), δ
i
is the depreciation

rate, PI t is the price index of capital goods, p
it
is the firm-specific price index and

τ is the profit tax rate. In this exercise,PI t is approximated by the unit price of ma-
chinery imports to Ethiopia assuming that the composition of machines imported
to the country and their technological content remained stable during the study
period. Once c

it
is calculated, thenθ

i
are estimated from a regression of the natu-

ral logarithm of capital-to-output ratio on cost of capital and the coefficient of c
it

is interpreted as the long-run elasticity of capital with respect to the cost of capi-
tal. This was done separately for each industry and the elasticities were found to
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be negative and statistically significant. Finally desired capital was estimated by
adding a constant d

i
to frictionless capital, which in this case is the industry-spe-

cific median investment rate. Note that desired capital is the capital the firm
wants to have if there are no adjustment costs, while frictionless capital is the cap-
ital the firms desires if adjustment costs are temporarily removed.
The actual investment rate was then regressed against mandated investment

using the Nadaraya-Watson kernel estimator following the approach in Goolsbee
and Gross (2000). Caballero and Engel (1999) suggest that in the presence of
fixed adjustment cost, average investment increases with mandated investment in
a non-linear fashion with a range of inaction at the lower level of discrepancy be-
tween desired and actual capital. Under irreversibility, Bigsten et al. (2005)
showed that the relationship between actual and mandated investment is linear
outside the range of inaction. The resulting relationship for Ethiopian manufac-
turing is given below.
Figure A6.1 shows the Nadaraya-Watson kernel regression of investment rate

on mandated investment. The graph does not show a range of inaction expected
under irreversibility and fixed adjustment costs. However, it does indicate that
firms respond to large discrepancies between desired and actual capital in a
non-liner fashion which would be the case under fixed adjustment costs.
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1. This is why the median investment rate was zero in another study, which included only four
of the five countries (Bigsten et al. 1999).
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7 Summary and Conclusions

This thesis argues that industrial competitiveness in sub-Saharan Africa can
better be explained through closer investigation of the processes of market selec-
tion, accumulation of technological capabilities and investment. The analysis
shows that markets in sub-Saharan Africa, as represented by Ethiopia, are at least
as functional as elsewhere in selecting efficient firms. Moreover, exposure to in-
ternational competition tends to reduce tolerance to inefficient firms and hence
sharpens selection. Productivity transition matrices reveal that efficient firms in
Ethiopian manufacturing tend to stay at the top of the productivity distribution
while inefficient firms are forced to close down. This pattern of firm dynamics is
consistent with the findings of Baily et al. (1992) for US manufacturing, except
that turnover rates are relatively higher in Ethiopia. The market selection process
has contributed to aggregate productivity growth as well, mainly through reallo-
cation of resources from less to more efficient incumbents and to a lesser extent
through producer turnover. The contribution of the reallocation effect is compa-
rable to that observed by Baily et al. (1992) and Bernard and Jensen (1999) for the
United States while it differs from the findings of Aw et al. (2001) for Taiwan and
of Liu and Tybout (1996) for Colombia, where industry rationalisation played no
significant role in aggregate productivity growth. On the other hand, producer
turnover and its contribution to industry-level productivity in Ethiopia is well be-
low that found by Aw et al. (2001) for Taiwan but higher that that reported by
Baily et al. (1992) for the United States. This difference in the role of producer
turnover is due to the major part played by entrants (and the introduction of new
products with them) in the rapid expansion of Taiwanese manufacturing, as com-
pared to the mature US manufacturing industry, where entry and exit cohorts
account for a very small share of industry-level output and display narrow pro-
ductivity differences . The Ethiopian case seems to fall in-between, with entrants
and exiting firms showing no substantial productivity differences but with recent
entrants collectively accounting for one-quarter of the market. All of these ob-
servations suggest that African manufacturing meets the basic requirements of
competitiveness, whereby resources and market shares are allocated through a
competitive process. This conclusion corroborates the claim by some authors that
African countries qualify as market economies in view of the sheer frequency of
market-based transactions and the numerous entrepreneurs, including those in the
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informal sector (Fafchamps 1997,2004). It can be concluded that problems in Af-
rican manufacturing are not so much related to entry barriers, such as large sunk
entry costs or collusion of large incumbents, the latter of which is easier in small
markets. Rather, the real challenge for most African entrants is to survive, gain
efficiency and grow. For instance, the rigidity in the size distribution of African
manufacturing firms reflects the fact that most firms are born small and remain
small while the few large firms were born large (Van Biesebroeck 2005,
Liedholm and Mead 1999).
Our confidence in markets as a source of productivity improvements arises

from the assumption that competition forces inefficient firms either to close down
or to raise their efficiency by adopting better technologies and reducing slack and
waste. However, the most common outcome among inefficient firms in Ethiopia is
to exit the market rather than to upgrade their relative efficiency through innova-
tion. A comparison of productivity dynamics, for instance, shows that firms in the
lowest productivity quintile in US manufacturing, as reported by Baily et al.
(1992), are twice as likely as their Ethiopian counterparts to raise their relative pro-
ductivity rankings. This suggests that developed countries, more than their
developing counterparts, offer entrants (which are often small and located in the
lowest productivity quintile) better chances of growth in terms of size and effi-
ciency. Other researchers have also reported higher rates of producer turnover in
developing countries compared to developed countries (Roberts and Tybout 1996,
Aw et al. 2001). Better chances for survival and productivity growth for entrants
have to do, among other things, with the high average skill levels in the labour mar-
ket and with the well developed technological infrastructure and business support
services in industrialised economies, all of which are severely lacking in least de-
veloped countries. It is unsurprising, therefore, to observe African markets that
operate smoothly in ensuring efficient allocation of resources but do not guarantee
aggregate productivity growth or even prevent declines in aggregate productivity.
During the 1996–2002 period, TFP in Ethiopian manufacturing fell by about 5%
per annum. Our productivity decomposition analysis revealed this to be entirely
due to dwindling intra-firm productivity. A review of similar literature by
Bartelsman and Doms (2000) shows the intra-firm effect to be the major driver of
aggregate productivity growth in advanced countries. Obviously competitiveness
requires more than functioning markets and efficient resource allocation. The cur-
rent study therefore went further to investigate two intra-firm activities, namely
innovation and investment, to better understand the forces behind the observed pro-
ductivity dynamics and long-term competitiveness.
This study shows that accumulation of technological capabilities enhances

firm-level productivity, presumably by enabling firms to use existing technolo-
gies and resources more efficiently, as the TC approach claims. Innovation also
constitutes part of a business growth strategy, as firms accumulate technological
capabilities in anticipation of expansion. These results are consistent with the
findings of Teitel (2000) and Wignaraja (2002) for Zimbabwe and Mauritius, re-
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spectively, while showing the important role that technological capabilities can
play even when the manufacturing sector is not export-oriented, as currently is
the case in Ethiopia. The fact that firms investing primarily to introduce a new
product or a new variety of an existing product are more likely to face skill short-
ages than those investing primarily to expand capacity for an existing product
also indicates the potential constraint that technological capabilities could exert
on investment. Further analysis confirmed this by showing that innovative firms
were more likely to have lumpy investment patterns, while non-innovative firms
were more likely to have zero investment episodes.
These economic phenomena are more than the efficient allocation of re-

sources among existing products; they shed light on a key aspect of industrial
progress, which is associated with the introduction of new and better quality
products. The importance of that last has been re-emphasised in a new crop of
empirical research which uses highly disaggregated country-level export data.
Klinger and Lederman (2004), for instance, showed economic growth to be
strongly associated with the introduction of new items in the export basket of a
country and this process of “discovery” (as the authors refer to it) follows an in-
verted U shape when plotted against per capita income. This is similar to the
U-shape relationship that Imbs and Wacziarg (2003) discovered when observing
the nature of the relationship between an indicator of sectoral concentration and
per capita income. Both contributions underscore the crucial role of discovery
and diversification in economic growth. In this regard, Hausmann and Rodrik
(2006: 37) suggest, ‘In the process of development, countries need to not only in-
crease output per worker in existing activities, but also to transfer resources to
higher productivity activities.’ The firm-level analysis of technological capabili-
ties in this study, as well as the stylised facts from recent studies that use
disaggregated export data, underline the critical role that innovation could play in
industrial competitiveness in sub-Saharan Africa. This potential role has been
downplayed by the neoclassical assumption of costless and immediate transfer of
technology and by structural adjustment programmes which focus more on trade
liberalisation and macroeconomic stability.
While the link between innovation and firm performance is fairly clear, the

majority of Ethiopian manufacturing firms do not accumulate technological ca-
pabilities. The distribution of an aggregate TC index in Ethiopia manufacturing
exhibits a positive skew, revealing a scarcity of innovative activities. The low in-
cidence of innovation is by and large a reflection of the size distribution of
manufacturing firms in Africa, in which small firms dominate. Indeed, small
firms were shown to be far less innovative than their medium-sized and large
counterparts. The literature suggests that this is mainly because of the ability of
large firms to spread the costs of innovation over a large volume of output and the
division of labour in large firms, which facilitates specialisation and innovation.
The positive association between innovation and firm size implies that the accu-
mulation of technological capabilities in African manufacturing is bound to
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deteriorate if the size distribution continues to shift to the left, as witnessed in
Ethiopian manufacturing during the study period. This goes some distance in ex-
plaining the observed intra-firm productivity decline during the study period and
why exit is the least costly option for most of the inefficient firms in Africa, rather
than upgrading through innovation. The low incidence of technological capabil-
ity accumulation also implies a loss of competitiveness for African
manufacturing, as it fails to tap into the fast-growing market for knowledge and
technology-intensive products. This view is supported by findings of Hausmann
et al. (2005) and Hausmann and Klinger (2006), which reveal that exporting tech-
nologically advanced products is a statistically significant predictor of future
economic growth. In other words, shifting the product mix toward that of ad-
vanced counties is the best way to promote growth in developing countries. In the
words of Rodrik (2006: 11), ‘Poor countries remain poor because they are not
producing the kind of goods that will carry them towards riches.’
Another reason for the slow pace of technological capability accumulation is

perhaps the associated externalities and market failure. Although this study does
not provide direct evidence in this regard, research elsewhere indicates that the
indirect effect of innovation on the performance of non-innovators (the spillover
effect) is at least as strong as the direct effect on innovators (Fagerberg 1996).
This has also been the main assumption of endogenous growth models. Such ex-
ternalities constitute market failure and justify policy interventions to achieve
optimal outcomes. The low level of human capital and poor technology infra-
structure in countries like Ethiopia imply very high costs for firms to bring their
skills and competences to levels comparable to those in developed countries or
even leaders in the developing world. Such high costs plus the associated exter-
nalities and risk reduce the incentive and ability of African firms to build
technological capabilities. Putting in place industrial policies that take account of
suchmarket failures could therefore play a key role in stimulating industrial com-
petitiveness in the region. The exact nature of the capabilities that need to be
built, however, is hard to pin down because of their specificity. As pointed out by
Rodrik (2006: 24), developing country governments do well to refrain from a
top-down choice of activities and instruments. What is needed is to create a space
for a productive public-private partnership that would generate the information
needed to identify viable activities and suitable interventions. Unfortunately, the
public-private partnership in Ethiopia and presumably that in other sub-Saharan
Africa countries, like Zimbabwe for instance, has recently been rocked by several
instances of misunderstanding and abrupt policy changes that undermine the for-
mulation of effective industrial policy.
Investment in physical capital is another intra-firm activity analysed in this

study in connection with industrial competitiveness. Here, as with the findings re-
lated to technological capabilities, the results indicate disappointing performance.
The share of firms with positive investment as well as the rate of investment in
Ethiopian manufacturing declined during the study period. Research in other Afri-
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can counties (Bigsten et al. 1999, 2005) has found even higher incidences of zero
investment, which is consistent with the poor performance of the region’s manu-
facturing in terms of contributions to GDP and world exports. In addition to
confirming the investment patterns observed in other African countries, this study
found that capital accumulation in Ethiopia is consistent with market principles, as
efficient and innovative firms tend to invest more often and at higher rates than in-
efficient and non-innovative firms. Firms that invest also tend to gain productivity
in subsequent years while non-investing firms are more likely to exit the market.
Such an interrelationship between efficiency, investment and innovation perpetu-
ates relative efficiency, implying that it is a major force behind the persistence at
the top of the productivity distribution – an important stylised fact in developed and
developing countries alike but one that has never before been given an explanation.
Despite this expected and healthy interdependence between efficiency, inno-

vation and investment, capital accumulation is slowing in Ethiopia and in other
African countries. This is surprising given the reduction in foreign exchange con-
straints and import tariffs in these countries. The poor state of technological
capabilities is likely to have played a role, as it undermines firms’ ability to take
up investment opportunities. One of the problemsmentioned by firmmanagers in
Ethiopia is, for example, the lack of qualified technicians who can maintain and
repair sophisticated machines. However, examination of capital adjustment pat-
terns and regression analysis suggest that uncertainty is perhaps the most
important factor behind inadequate investment. This study found evidence that
uncertainty in terms of volatile profits reduces the likelihood as well as the rate of
investment. Building upon the methodology suggested in Pattillo (2000), irre-
versibility of investment, captured by the scope of the second-hand market for
machines, also reduces the likelihood of investment, although it does not magnify
the effect of uncertainty. While Ethiopia’s macroeconomic indicators appear
fairly stable, the uneasy developments in the political economy of the country
must have dampened the readiness of banks and investors to undertake invest-
ment projects. Since 1997, credit flows to the private sector and investment in
manufacturing have been in a downward spiral, while banks continue to be
flooded with excess liquidity. Part of the productivity decline in Ethiopian manu-
facturing is therefore related to the decline in capital accumulation, which has a
lot to do with the uncertainty of the business environment.
The output growth observed in Ethiopian manufacturing during the study pe-

riod (figure 2.1) was therefore mainly driven by the high rate of entry rather than
expansion through innovation and investment by incumbents. While entrants
played a critical role in Asian economies as well, their importance in the latter
went hand-in-hand with rapid industrialisation and changes in the industrial com-
position of manufacturing (Aw et al. 2001). In the Ethiopian context though, high
entry rate is not associated with change in industrial composition; rather, it re-
flects the uncertainty facing entrepreneurs. This is evident from the
extraordinarily high average profit rates in Ethiopia and other African countries
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compared to those in European countries. A high entry rate in the face of a rela-
tively low and declining rate of investment by incumbents suggests that investors
prefer to diversify risk by opening other small businesses rather than ploughing
back their profits to enlarge an existing firm – a conclusion shared by Fafchamps
(1997). This may be a rational choice from an investor’s point of view in the
presence of uncertainty but it undermines competitiveness at the aggregate level.
The fact that small firms are less likely to innovate and invest implies that African
manufacturing faces a high risk of remaining uncompetitive if current trends
prevail.
On the other hand, firm growth regressions suggest that small firms tend to

grow faster than large ones, in conformity withmodels of industrial evolution and
empirical studies for other countries (Evans 1987 a,b, Hall 1987). Nonetheless, a
number of factors make a growth strategy based on small firms unattractive for
African economies. Small firms are less likely to survive, which means that their
growthmay not contribute much to the expansion of an industry. Growth of small
firms, at least in Ethiopian manufacturing, also seems bound from above, as few
small firms graduate to become medium-sized and none grew to the large size
category over a six-year period. Furthermore, the primary purpose of investment
by small firms, if investment occurs at all, is to expand capacity for an existing
product rather than to introduce a new product or a new variety of an existing
product. For medium-sized and large firms, however, investment is primarily as-
sociated with the introduction of new products or new varieties. This is obviously
related to differences in the technological capabilities needed to introduce new
items. Thus, given the historical importance of new and better quality products,
the rising dominance of small firms is not good news for industrial competitive-
ness in sub Saharan Africa.
The results of the empirical analyses have important policy implications for

industrial competitiveness in African countries. Obviously, countries should
maintain and build upon competitive markets and stable macroeconomic re-
gimes, which seem to have been achieved by most countries in the region. More
attention should therefore be given to improving the predictability of the regula-
tory regime and creating a public-private partnership that boosts business
confidence. Uncertainty not only undermines investment and innovation by in-
cumbents, it also dictates entry with very small size, a development that is likely
to weaken competitiveness. This study also suggests that investment by small
firms could be enhanced by boosting these firms’ access to formal sector credit.
In transition economies, for instance, finance constituted the key constraint to
growth for small firms compared to factors related to the business environment
(Brown et al. 2005). Increasing the average skill level in the labour market
through general education could undoubtedly improve firm-level efficiency.
Nonetheless, a deliberate and focused effort to build the skills and expertise most
needed by firms is herein very important. This goes in line with the need to ex-
pand and strengthen the science and technology infrastructure of African
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countries and link this infrastructure with a well developed and forward-looking
industrial sector strategy. Such active intervention is justified by the specificity of
capabilities required for certain products and the market failure that surrounds
firm-level accumulation of technical capabilities. Recent studies based on
disaggregated export data show that the fastest growing developing countries, In-
dia and China, are doing particularly well not just because they produce more of
the products they used to produce, but because they allocate resources to build ca-
pabilities for new export items (not necessarily new to the world economy). In
contrast, Agricultural Development-Led Industrialisation (ADLI) is the official
industrialisation strategy of the current Ethiopian government – a strategy in-
spired by the traditional argument in which agriculture is called upon to provide
the basic raw materials and demand for manufacturing. While this strategy may
not be completely irrelevant given the country’s current level of development and
the potential advantages that may accrue from inter-sectoral linkages, the strategy
seems oblivious to the more dynamic dimensions of competitiveness that derive
from accumulation of technological capabilities and investment in new and better
quality products. This analyses also suggests that government and donor
programmes to support micro-enterprises in Africa, such as micro-finance, are
unlikely to put the region’s industrial sector on a path to long-term competitive-
ness. Why such interventions are unlikely to succeed has to do with the
lumpiness of capital adjustment, which requires relatively large financial injec-
tions and also because of the crucial interdependence between firm size and
building technological capabilities. While an active industrial policy that ad-
dresses the investment and innovation needs of firms is the way forward for
industrial competitiveness in Africa, identifying the crucial elements of such pol-
icies requires rich information that can be generated only through a sound
public-private partnership, which at the moment is in a fragile state in most Afri-
can countries.
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