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Introduction
There is a long tradition of great thinkers for whom the decision to study the economy sprang from moral considerations. They believed that by inquiring into the causes of persistent poverty—and its opposite, prosperity—they could improve the lot of mankind. It is undeniable that Adam Smith had such a goal in mind for his *Inquiry into the Nature and Causes of the Wealth of Nations* (1776). Similarly, Alfred Marshall believed it to be of the greatest moral importance to devote himself to “the study of the causes of the degradation of a large part of mankind” (1920, § I.I.5). It seems that the same could be said of most (perhaps all) great economists up to this day: it was to give a better future to mankind that they decided to study the causes of economic distress. They believed that a knowledge of these causes would be a significant step toward averting their tragic effect.

The study of economics has proven hard and frustrating. Despite the efforts of generations of great thinkers, it is a matter of debate whether we currently know much more about the causes of economic distress. To be sure, there has been an undeniable improvement in the welfare of populations in industrialized countries. But this improvement might have little to do with the intellectual efforts of economists. The fact that armies of economists have failed, by and large, to export prosperity to other countries may lead us to doubt that prosperity—where it occurred—is to be imputed to our improved causal understanding.

Economic distress is still present in industrialized countries. One form it takes is high unemployment. The intellectual heirs of Smith and Marshall are thus actively inquiring into the causes of unemployment. The evolution of ideas on unemployment can illustrate how hard the study of the economy is.

Back in the 1960s, economists in the United States looked enviously at Europe:

> European countries set their full employment goal at a lower unemployment rate than does the United States, and they have in recent years been more successful in achieving the goal. (Gordon, 1965, p. 42)

Figure 1 shows indeed that U.S. unemployment was above 5% in the early 1960s while it was around 2% in countries of Western Europe. Back then,

---

1. ‘EU-15’ stands for the group of countries that were part of the European Union between 1995 and 2004—i.e. Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden and the United Kingdom.
economists credited diverse aspects of European interventionism for this success (see Myers, 1964).

History kept moving and, by the early 1980s, there was nothing more to envy about European unemployment. It had departed from its low points of the 1960s to peak above 10% in the mid-1980s. By the end of the decade, it was European economists who looked at the United States with envy, and everyone started pointing the finger at European interventionism. While interventionism was seen as the solution to (relatively) high U.S. unemployment in the 1960s—U.S. economists then emphasizing that “there will have to be more extensive economic planning in the future” (Ross, 1964, p. 209) and that “the mental barriers stemming from our political philosophy and from our economic priorities are severe obstacles” (Lester, 1964, p. 198)—interventionism became the purported problem later on. And still today, the idea that pervasive labor-market regulations cause high unemployment in Europe is endorsed by most economists.

But history keeps going and ideas might be forced to adapt to it. The first historical fact which might force a reconsideration of widespread causal beliefs among economists has been around for a while: European countries exhibit extreme variations in their unemployment performances. This fact is evident from figure 2. At one extreme, we find countries like Spain with unemployment rates sometimes above 20%, and showing huge fluctuations through time. At the other extreme, countries like Austria have managed to consistently preserve their unemployment rates close or below the one of the United States. The troubling thing with this sharp

\textbf{Figure 1:} Unemployment rates in the United States and in the European Union
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contrast is that it is far from clear that countries like Spain are, in any meaningful sense, more interventionist than countries like Austria.

The other fact which contributes to a revision in causal beliefs is that, since the 2008-09 economic crisis, the unemployment performance of the United States is not at all impressive. As figure 1 shows, U.S. unemployment caught up with Europe’s in 2009. Furthermore, U.S. unemployment does not behave has it did after the previous recessions—i.e. rapidly shrinking back to its pre-recession level. Instead, it is now slowly and hesitantly drifting downward. In contrast, the unemployment figures of countries such as Germany and Austria have been mildly modified by the recent crisis, and are now more inspiring that the U.S. performance (see figure 2). These countries might thus become attractive models of wise labor-market interventionism.

In this thesis, I will not investigate what are the real causes of high unemployment. You are reading a thesis in philosophy of science, not in applied economics. The above story about unemployment was meant both to introduce the case study which runs throughout the thesis—i.e. economic research on unemployment—and to drive three points home. First, economists are studying matters of great importance. Given the economic distress generated by situations of high unemployment, one social objective should be to keep unemployment low. If economics can

---

This process has already begun, as I will partly document in chapter 5.
help us with this goal (as it promises), it is a highly important inquiry. Second, if there is knowledge generated by economic research, this is primarily causal knowledge. Economists generate claims about what causes high unemployment, and try to justify these claims. Third, it is not obvious that knowledge on issues like the causes of unemployment is steadily accumulating. Economists entertain various beliefs on this topic, these beliefs change through time, and it is not clear—at least not at first sight—that the current beliefs are significantly better justified than the previous ones.

These three points are meant to motivate the project of this thesis, which is a philosophical study of causal reasoning in economics. The hope is that, by taking a step back, we come to better understand this important project pursued by generations of great thinkers. This improved understanding should, in turn, equip us to better assess the practice of causal reasoning, and to suggest ways of reforming this practice if it is found wanting. The reader should note, however, that this thesis is far more about improving our understanding than about performing the assessment and reaching prescriptions. I am wary of premature assessment based on a faulty understanding. If my philosophical investigation contributes to a better understanding of causal reasoning in economics, I will humbly judge my efforts to have been worthwhile.

Some readers might find my project surprising: don’t we already know the ins and outs of causal reasoning in disciplines like economics? In fact, a red thread going through my thesis is that we still have limited knowledge on this topic. Much of philosophy of science has not been developed with an eye on economics. The result is that most off-the-shelf ideas in philosophy of science shed little light on economics (Hands, 2001). Furthermore, economics turns out to be extremely rich. It is what I will call here an eclectic science, a science characterized by variety and combination. This type of science can certainly not be well understood overnight.

I do not want to exaggerate the singularity of my project. A strength of it is, in fact, that it inserts itself in a strong revival of interest for the concept of causation. It is thus a timely project which can draw on and contribute to lively discussions. The causal revival is obvious both in philosophy and in economics. In philosophy, a profusion of approaches to the metaphysics and semantics of causality are now on offer. The debate over the ‘correct’ approach to causality continues unabated, but with a twist: the debate is now partly about whether one can (or ought to) be
pluralist (and in what sense) about causality.

In economics, journals are now filled with articles sporting “causal effects” and similar phrases in their titles. Economists seem to have now totally recovered from the aversion to explicit causal language that they for some time shared with most social scientists (note that most social scientists outside economics still seem to be ‘causality averse’). Although there is some debate in economics about the meaning of causal claims, it is fair to say that the most urgent problem for economists is epistemic: How can we learn about causal relations? How can we gather compelling evidence for a causal claim?

For scholars like me straddling philosophy and economics, the causal revival in both fields brings the opportunity to make distinctive contributions to the conversations both among philosophers and among economists. My thesis attempts to make such contributions. I believe that my efforts to better understand causal reasoning in economics can be of value both to philosophers inquiring about ‘causation’, and to economists busy finding out ‘what causes what’ in the social world.

The three parts of my thesis look at different aspects of causal reasoning—i.e. semantics, epistemology, and dynamics. One can think of each

---

4 One way to organize the literature is to rely on Hall’s (2004) distinction between causation as dependence and causation as production. Dependence accounts are then subdivided in regularity accounts (e.g. Mackie, 1974), probabilistic accounts (e.g. Suppes, 1970; Cartwright, 1979), counterfactual accounts (e.g. Lewis, 1973, 1979), and interventionist accounts (Woodward, 2003); while production accounts include process accounts (Salmon, 1998; Dowe, 2000) and (complex-system) mechanistic accounts (e.g. Glennan, 1996; 2002; Machamer et al., 2000; Bechtel and Abrahamsen, 2005). This way of classifying approaches is not totally satisfactory. On the one hand, the approaches are not really mutually exclusive—e.g. the recent trend to mix mechanistic and interventionist accounts (Glennan, 2011). On the other hand, the classification is not exhaustive. One must also take note of recent inferentialist accounts of causality (e.g. Williamson, 2005; Spohn, 2006; Reiss, 2012) and of approaches emphasizing pluralism (e.g. Cartwright, 2007; Longworth, 2010). For a discussion of the different ways to be pluralist, see Hitchcock (2007).

5 For a review of positions in this debate, see Hoover (2006).

6 Recent general discussions about causality in economics include Heckman (2000), Hoover (2008), and Granger (2007). Two great contending approaches to causal inference—but by no means the only ones—are the structural approach (Heckman, 2005, 2008) and the design-based approach (Imbens and Wooldridge, 2009).

7 Prominent scholars at the intersection of philosophy and economics who are already making such contributions include Nancy Cartwright (2007), Daniel Hausman (1998), Kevin Hoover (2001), and Julian Reiss (2007). Note that the boundaries are necessarily fluid between pure philosophy, pure economics, and the field at the intersection of the two; many more scholars interested in causation connect philosophy and economics to some extent.
part as giving elements of an answer to three broad questions. First, what are the meanings of causal claims? Second, how can a causal claim be adequately supported by evidence? Finally, how are causal beliefs affected by incoming facts?

There are many ways to contribute to the ongoing conversations on these questions. My approach is characterized by selectiveness in two senses. I explain these senses in the next section. I then give a foretaste of what appears in the three parts of this thesis.

**A selective exploration**

As I just said, while my thesis considers extremely broad questions, my approach to answering them is, in two ways, selective.

First, the answers given are not comprehensive. In part I and II, I do not maintain that all causal claims must mean this or that, nor do I present an allegedly exhaustive list of methods to provide adequate evidential support for a claim. Instead I argue that the meaning of some claims is distorted by a leading causal semantics, and give the contours of an alternative semantics. Similarly, I argue that one widespread way to gather strong evidence for a claim is too often overlooked. The same pattern appears in part III. I first restrict my inquiry into belief dynamics to situations where the incoming information is deviant. I thus focus on deviant-case research—i.e. the attempt to account for cases deviating from what was expected. I argue that a widespread philosophical story about deviant-case research does more harm than good in helping us understand and assess one instance of deviant-case research. Although I work out the skeleton of an alternative story, I do not commit myself to the thesis that the original story and my alternative story span the space of relevant narratives for deviant-case research.

Comprehensiveness is highly valued, and sometimes for good reasons. My reason for refraining from upholding comprehensive answers to my questions has to do with my understanding of philosophy of science and its object. This understanding is best discussed after introducing the second way in which my contributions are selective, to which I now turn.

This second way of being selective is that my contributions are case-based. More specifically, the thesis mainly draws on one instance of scientific practice to shed light on fundamental questions about causal reasoning. As I already said, my case study is the literature on the causes of aggregate unemployment. This literature forms a narrow subset of
economics, and I do not pretend that it is ‘representative’ even of what economists do (and certainly not of science in general).

Much of contemporary philosophy of science is case-based. The great advantage of case-based philosophy of science is thus widely recognized: the risk is smaller that the philosophical account of science so produced is widely off the mark. One can indeed interpret the focus on case studies in contemporary philosophy of science as a reaction to previous accounts which are now judged to be misleading depictions of science. There are however risks associated with case-based philosophy of science.

The obvious danger is unwarranted generalizations. Studying a case might lead us to a better understanding of this scientific practice, but there seems to be a major leap involved in interpreting this narrow study as providing a philosophical lesson for science in general. It would however be too quick to conclude that general philosophical lessons cannot result from a case study. The first thing to note is the power of a single counterexample—i.e., the power of modus tollens as emphasized by Karl [Popper] ([1959] 1992 § 18). Since many philosophical accounts are presented as universal generalizations, exhibiting a case where the generalization appears to break down is already an achievement; it is evidence against the purported universality of an account. Some of what I do here can be interpreted as providing counterexamples to purported universal accounts.

There is also another, and more important way in which a case-based philosophy of science can be relevant to our understanding of science beyond the cases that are actually studied: conceptual innovation ([Chang, 2011], a similar point is made by [Burian, 2001]). Much of what is provided by philosophers of science are abstract conceptual frameworks to understand and assess scientific practice. In the process of studying a concrete case, one can come to the conclusion that the available philosophical concepts tie the case to a Procrustean bed. The case study can thus be used as a concrete platform to develop new abstract frameworks. The first task of the concepts proposed is to foster understanding for the case under study, but these abstract concepts also enrich the philosophy of science more generally by giving us additional lenses to interpret and assess other instances of scientific practice.

Even if the reader were to grant that philosophy of science might im-

---

8 Examples of philosophers reaching this conclusion abound in the history of the philosophy of science, from the rejection of the deductive-nomological model of explanation for history (e.g., [Scriven, 1959]), to the turn away from the Lakatosian framework as a way of understanding New Classical Macroeconomics (e.g., [Hoover, 1991]).
prove as we add to it conceptual frameworks appropriate to understanding some cases of actual scientific practice, a risk of the case-based approach would remain: extreme locality. The whole exercise of conceptual innovation would have little value if the new concepts are likely to be unhelpful beyond the case from which they arise. Philosophy of science would end up in a sorry state if it turned into an enormous toolbox in which each tool can be used on a single occasion only.

I state it up front: I am not in a position to dispel completely the locality worry. For the key concept in the epistemology part—i.e., evidential variety—there is ample evidence of relevance beyond the economics of aggregate unemployment. But the reason why this evidence exists is that the concept is far from new (though often overlooked, as I argue). In the two other parts where I am compelled to be more innovative, I cannot rely on much preexisting work to support the claim that my conceptual frameworks can travel to many other cases. I do, here and there, reach out to other scientific examples, which should alleviate the worry about extreme locality. However, I do not attempt in any systematic way to assess the likely scope of applicability of my ideas. I hope to be able to better assess this scope in future work.

In any case, I do not expect my ideas to be enlightening for all instances of scientific practice. This expectation comes from the commonplace that science is not monolithic, that there is a wide variety of scientific practices. There is thus little that one can said about ‘science in general’, and the specific things I want to say about science are unlikely to fit the whole of science. This obviously does not mean that all accounts will have an extremely local scope—we should still aim to have conceptual frameworks that can travel from cases to cases.

In short, the reasons why I am happy with non-comprehensive and case-based answers to my questions come down to my view of science as plural, and my view of philosophy of science as providing abstract conceptual frameworks to help us understand and assess this plural science. Philosophy of science is foremost there to give us—‘us’ also including laymen and practicing scientists, not just philosophers—the vocabulary to reflect on our scientific practices. To fulfill this function, philosophy of science should be attentive to concrete scientific practices because one misses much by disserting about ‘science in general’. Furthermore, when the study of a case prompts one to innovate conceptually, it would be too bold to maintain that the conceptual innovation is useful for the study of all scientific practices. I even tend to think that the single-minded quest for comprehensive answers would most likely do disservice to philosophy
of science. A reflection-enabling discipline should guard itself against being overtaken by Procrustes.

**Foretaste**

The five chapters of this dissertation are meant as timely contributions to ongoing discussions about causality in science. They are written as self-standing research papers and should thus need little introduction. In this section, I give a short summary of what happens in each part as a teaser for the reader.

In part I, I concentrate on the meaning of causal claims. Economists with a methodological bent and many other scholars (some sociologists, philosophers, statisticians, computer scientists) are converging on an answer to this issue: the manipulationist-counterfactual account of causation. To be sure, these scholars do not give the exact same answer, but the shared ground is large. They all agree that the relata figuring in a causal claim denote entities that are asymmetrically related such that some ideal (usually counterfactual) manipulation of the purported cause will change the (probability of the) purported effect. This semantic analysis is non-reductive in the sense that it uses the overtly causal concept of counterfactual manipulation to analyze the meaning of a causal claim. Furthermore, this account coheres with a metaphysics according to which causal claims are about a causally-structured world—i.e. causal relations between entities actually exist, and our causal verbs pick out these relations.

In being non-reductive, the counterfactual-manipulationist account breaks with a standard goal of philosophical theories of causation, i.e. analyzing causal claims with non-causal concepts (e.g., regular association, possible worlds). By focusing squarely on the goal of making more

---

9 ‘Entities’ is used here in the most liberal sense. Proponents of this account are not particularly concerned with restricting the set of admissible causal relata to some kinds of entities (e.g. events versus facts).

10 For instance, Kevin [Hoover](2001) p. 23 explicitly endorses such a metaphysics. The central thesis of his *Causality in Macroeconomics* is that “Causal structures are fundamental”. And these structures are understood as existing “externally and independently of any (individual) human mind”. I am careful in writing that this account of causality coheres with, instead of comes necessarily with, a realist metaphysics of causation because some proponents of this account avoid explicit metaphysical commitments. For instance, James [Woodward](2003) p. 7 “leave[s] it to the reader to decide whether [his work] counts as discovering ‘what causation is.’”
precise our causal talk, it has already greatly contributed to our understanding. It is helping us better communicate our causal propositions, and is also tightly linked with powerful methods of causal discovery. But does this account capture the meaning of all causal claims?

In chapter 1 (co-written with Luis Mireles-Flores), we argue that, despite its great merits, the manipulationist-counterfactual account leads one to misinterpret the meaning of some causal claims. The problem lies in a fundamental presupposition of the account: a referentialist approach to meaning (Reiss, 2012). As should already be clear from my short introduction to the account, the meaning of a causal claim is analyzed by pairing components of the sentence (i.e., the causal relata, and the causal connection) to worldly entities. The account is particularly strong at specifying different species of causal relations which can hold between the entities denoted by the relata. When analyzing the meaning of a specific causal claim, the questions are thus: Which causal systems are referred to? Which entities in these causal systems are denoted by the relata? And which causal relation is asserted to hold between these relata?

We argue that these questions lead to unsatisfactory answers when applied to (at least) one type of causal claims: generalizations in policy-oriented social science such as ‘more generous unemployment benefits increase unemployment’ or, even more general, ‘the main cause of high unemployment in OECD countries is the low flexibility of their labor markets’. A manipulationist-counterfactual analysis of the meaning of such generalizations leads to the conclusion that they are highly implausible, ambiguous or confused. This conclusion leaves one wondering why they are so highly valued in the communities where they are found.

We argue that the puzzle disappears when we drop referentialism and opt for an alternative, inferentialist approach to semantics. From the

---

1. The work on this chapter was done in multiple stages. A first draft was written by me in the spring of 2011. We then worked on this draft in turn, each of us producing a new version before the other one took it over. A major change occurred at version 7 (spring of 2012): having grown dissatisfied with our referentialist semantics, we decided to oppose it to an inferentialist semantics. I wrote this expanded version and the current chapter is a close descendant of this version.

2. This presupposition is no exotic characteristic of the manipulationist-counterfactual account. Referentialism (also called truth-conditional semantics) has always been the dominant way to analyze meaning in linguistics and the philosophy of language. Take for instance the first sentence of an influential textbook on semantics by Irene Heim and Angelika Kratzer (1998, p. 1): “To know the meaning of a sentence is to know its truth-conditions.” The authors go on to explain that the meaning of a sentence as to do with “what the world would have to be like for it to be true”.

3. These are the actual causal claims analyzed in chapter 1.
standpoint of inferentialism (also known as conceptual-role semantics),
the key question to ask is not the word-world questions above, but rather:
What is the role of the statement in the inferential practices of the lan-
guage users? In answering this question, one comes to realize that claims
that seemed to border meaninglessness from a referentialist perspective
are, in fact, central to the inferential network of the language users. We
maintain that the fact that an inferentialist approach can rationalize the
widespread practice of demanding and supplying policy-oriented causal
generalizations counts in favor of inferentialism, and against referential-
ism, as an approach to the semantics of this type of causal claims. The
general lesson of this chapter is thus that forcing all causal utterances to
fit the mold of a referentialist semantics would be akin to playing the role
of Procrustes.

In part II I turn to an epistemic question: How can a causal claim
be adequately supported by evidence? There is a strong bias in method-
ological discussions toward single-method assessment. Typical questions
include: How to design an experiment such that it is a silver-bullet test
of a hypothesis? How to insure that our regression parameters are un-
biasied when using observational data? The hope seems to be that, once
our preferred method is based on a sound methodology, we can gener-
ate strong evidence for or against our causal claims by using this single
method. My contribution starts from the recognition that, in many epis-
temic situations, a single source is not likely to generate evidence powerful
enough to entitle someone to strongly belief a hypothesis. The reason is
simple: there is no principled way to guard oneself against all potential
sources of unreliability of a method. A sound methodology can increase
the reliability of a method, but it cannot guarantee it.

What if one has different methods available? It is intuitive to think
that pulling together different sources of evidence can be conducive to
confirmation. Part II is a development of this intuition. It contains three
of my five chapters, which come after some preliminaries. In chapter 2
I concentrate on an ongoing debate in economics that can be framed by
the question: What is the most effective way to seek credible causal in-
ference in policy-oriented economics? Two approaches take center stage:
the design-based approach and the structural approach. I argue that the
answers given by these two approaches are characterized by the single-
method bias just hinted at. I further maintain that single-method ap-
proaches are not likely to be successful in (at least) some epistemic con-
texts like the one of the economists working on the causes of aggregate
unemployment. Luckily, these economists can draw on more than one
method. The main goal of the chapter is thus to show that evidential variety—i.e. combining evidence from multiple sources—is both actually conducive to credible inference in this epistemic community, and has sound epistemic credentials.

Chapter 3 uses the same notion of evidential variety to contribute to a debate in the philosophy of causality. Federica Russo and Jon Williamson (2007) draw many implications from their observation that health scientists rely on both difference-making and mechanistic evidence to establish causal claims. In other words, these scientists have a dualist causal epistemology. I argue that, while a similar practice can be found in my case study from the social sciences, two implications drawn by Russo and Williamson are unwarranted. The fundamental reason why their conclusions are inappropriate is that the epistemic practice observed is best interpreted—at least in my case study—as a use of evidential variety. It follows that what I label the first Russo-Williamson Thesis is incorrect: it is not the case that the two types of evidence must be present in order to establish a causal claim. I indeed find that one claim lacks difference-making evidence, but is nevertheless consensual in the relevant epistemic community.

My second and most important point in chapter 3 is that the economists in my case study should not be worried that their (typically) dualist causal epistemology is incompatible with the counterfactual-manipulationist semantics of causality which, as I already said, is popular in economics. Against what I label the second Russo-Williamson Thesis, I argue that this well-known (monist) account of causality can perfectly make sense of the dualist epistemology observed in my case study. Though how we seek causes might inform us about what we mean by our causal claims, I find no support for the particular link drawn by Russo and Williamson between epistemology and semantics.14

Although I attempt to make the notion of evidential variety more precise in chapters 2 and 3, there is nevertheless much more that can be said about it. Chapter 4, by far the most formal chapter of this thesis, attempts to get a better understanding of ‘variety’ and its implication for
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14 As should be obvious from my summary of part I, my argument here should not be read as committing me to the counterfactual-manipulationist account. I simply argue that the considerations put forward by Russo and Williamson do not seem to be good grounds to reject this account. There is no inconsistency in thinking simultaneously, as I do, that the counterfactual-manipulationist account gives an inappropriate semantic analysis of some causal claims—this is the argument of chapter 1. If we come to reject this account for some (or all) causal claims, we should do it for the good reasons.
confirmation. What do we mean when we say that a body of evidence is more or less varied? Is the variety-of-evidence thesis true—i.e., confirmation increases with variety, *ceteris paribus*? As is pointed out earlier in this part (section 2.5), a promising analysis of variety when it comes to evidential sources is in terms of reliability independence: there are reasons why a given source would be an unreliable indicator of the correct hypothesis, and the less these reasons overlap between sources, the more varied the body of evidence is. Using this analysis of evidential variety, Luc Bovens and Stephan Hartmann [2002; 2003] offer a Bayesian model with a counterintuitive result: in some epistemic situations, *more* variety implies *less* confirmation, *ceteris paribus*. At first glance, this result threatens my argument that evidential variety is a useful tool to learn about causes and, most importantly, it casts doubt on the epistemic credentials of the actual scientific uses of evidential variety. Unfortunately, Bovens and Hartmann say next to nothing on the implications of their formal result for evidential variety *in practice*.  

Chapter 4 takes a second look at Bovens and Hartmann’s model and finds it wanting. The specific way in which they model reliability dependence seems a far cry from how scientists typically think about the relation between their evidential sources. But what would be the result if the model did appropriately capture reliability independence? I try to answer this question by modifying the model of Bovens and Hartmann. The outcome of my modeling effort is neither totally compatible with Bovens and Hartmann’s result nor totally at odds with it. Contrary to them, I find that having *fully* independent sources is always more conducive to confirmation than having *fully* dependent ones, but there are in my model special epistemic situations where having *some more* independence is detrimental to confirmation. The implications of these results for scientific practice are unfortunately not transparent. There is obviously the legitimate worry that such a model cannot be taken seriously given the grand idealizations required in building it. If we do grant its adequacy, I maintain in the conclusion of the chapter that it leaves the variety-of-evidence thesis in a pretty good state after all. The thesis cannot be taken as true for all epistemic situations, but it might well remain a good, though fallible, methodological guideline given that the model

---

15 Hartmann (personal communication) maintains that the main goal of their model was to generate a possibility result: it is indeed possible to conceive of an (artificial) epistemic situation where the variety-of-evidence thesis (under a specific interpretation of variety) is turned upside down.
shows it wrong only in extreme epistemic situations.\footnote{16}

There is a picture of economics—or at least the subset of economics on which I focus—emerging from the first two parts of this thesis. One might label this picture ‘eclectic science’.\footnote{17} It is, first, semantically eclectic. It is not only that some of its statements might be appropriately interpreted with a referentialist semantics while an inferentialist semantics seems more appropriate for other statements. It is also that the inferential connections of the latter statements are multifarious and cannot be organized in a neat theory with a few axioms and a deductive structure.\footnote{18} Second, economics is epistemically eclectic. In an attempt to make a stubborn world speak, economists probe it from multiple angles and bring together the different outputs of these fallible investigations.

We have much to learn about the functioning of such eclectic science and much careful work to do in order to formulate appropriate methodological guidelines for it. Part III of the thesis is a contribution to this project. I focus on understanding and assessing the dynamics of an eclectic science when it faces a deviant case. Deviant cases—sometimes called puzzles or anomalies—are central to a common post-positivist story about scientific dynamics. This story has its roots in the work of Karl Popper, Imre Lakatos and Thomas Kuhn among others, but I am not particularly interested in exegesis here. The post-positivist story I have in mind understands a case to be deviant if it is inconsistent with an empirical proposition deduced from a set of theoretical and secondary propositions. Dynamics is set in motion in order to restore consistency by finding out which proposition(s) to give up.

In chapter 5 I look at a specific instance of deviant-case research in economics: the research on the deviant behavior of the German unemploy-
ment rate in the 2008-10 economic crisis. I argue that the post-positivist story is unhelpful in interpreting and assessing this case, and I develop the skeleton of an alternative story. The reason why the post-positivist story is inappropriate is that Germany’s deviance did not appear on the background of a neat theory which generates empirical propositions deductively. Germany deviated from expectations which were generated by a more eclectic process than the story presumes. After answering this question about what makes a case deviant in an eclectic science, I offer answers to two other questions. What is the epistemic goal of deviant-case research? And how should this research proceed? The alternative story that I flesh out shows some of the peculiarities of causal inference in an eclectic science.

This teaser should give the reader a good idea of my arguments in the five core chapters. I hope that it also transmits my own astonishment at the richness of causal reasoning in economics. To me, it is no wonder that we still have a rather poor philosophical understanding of causal reasoning in sciences like economics. We are trying to understand scientific strategies developed to grapple with a really difficult subject matter. Although analyzing these complex strategies is hard, achieving a better understanding of them might enable us to develop more self-reflective scientific practices in the future. My (almost foolish) hope is that my own work, by contributing to enable such reflection, will foster the effective pursuit of economic research.
Part I
Semantics
Chapter 1

Semantic Analysis of Causal Generalizations in Policy-Oriented Social Sciences

1.1 Introduction

Causal generalizations are one product of economic research. A reason why economists formulate and attempt to justify causal generalizations is that there is a demand for them. Policy makers expect, and often request, that economists supply these knowledge claims. Take these requests from the final communiqué of the Ministerial Meeting of the Organisation for Economic Co-operation and Development (OECD) in May 1992:

Ministers invite the Secretary-General to initiate a comprehensive research effort on the reasons for and the remedies to the disappointing progress in reducing unemployment [...] (OECD, 1992, emphasis added)

The Ministers wanted the economists of the OECD to tell them why a host of countries were struggling with persistently high unemployment, and they wanted them to formulate policy recommendations. The first request was not read by the OECD research team as a demand for a specific explanation for each country, but rather for causal generalizations that would explain all these disappointing performances.

Economists working at the OECD met the Ministers’ requests by producing the landmark OECD Jobs Study (1994a; 1994b). This report
presents the following causal generalization as its main result regarding the request for explanation:

[I]t is an inability of OECD economies and societies to adapt rapidly and innovatively to a world of rapid structural change that is the principal cause of high and persistent unemployment. \( \text{[OECD]}^{1994a} \text{, part I, p. vii; emphasis added} \)

In short, the report maintains that inflexibility is the main cause of high unemployment. In addition to this broad generalization, the report also claims to have identified many more specific causes of high unemployment, including government-imposed barriers to wage flexibility, limited geographic mobility, employment protection legislation, lack of proper training, taxation, and unemployment benefits programs. Each of these causes finds its place in a causal generalization such as: “\( [r] \)elatively high unemployment benefit entitlements tend eventually to increase unemployment” \( \text{[OECD]}^{1994b} \text{, p. 38} \). The Jobs Study thus supplied a broad causal generalization about inflexibility and narrower ones about more specific causes, for instance unemployment benefits.

Since the two causal generalizations already mentioned are our\(^1\) main examples throughout this chapter, let us highlight them for future reference:

1. In OECD countries, the inflexibility of labor markets causes high unemployment.

2. More generous unemployment benefits cause higher unemployment.

What do generalizations such as these two mean? There is a long tradition of philosophical worries about the meaning of generalizations in the social sciences. One nagging worry is that, in not being the strict law statements we purportedly find in physics, social-scientific generalizations would be semantically defective. They would be implicitly hedged with a \textit{ceteris paribus} clause, and the meaning of this clause would remain elusive\(^2\). The unresolved issue of the meaning of social-scientific generalizations greatly contributed to the pervasive doubts about the scientificity of the social sciences in 20th-century philosophy.

\(^1\)Since this chapter is the result of joint work with Luis Mireles-Flores, I will use the first person plural here. I use the singular elsewhere in the thesis.

\(^2\) For a review of the competing semantics of the (usually implicit and perhaps nonexistent) \textit{ceteris paribus} clause, see Reutlinger et al. (2011).
1. Semantic Analysis of Causal Generalizations

The contemporary philosophical literature on causality promises finally to pin down the meaning of these generalizations. The work of James Woodward is emblematic of this literature. His book *Making Things Happen* is explicitly about “capturing or clarifying [the] ‘content’ or ‘meaning’” of causal claims (Woodward, 2003, p. 7, see also p. 38). We want to stress at the outset that we see this literature as a great contribution to our understanding of causation. In particular, it provides a host of careful distinctions which have already enriched our causal language.

In this chapter, we aim first to take stock of this literature by formulating a procedure to identify the meaning of causal generalizations such as the ones formulated in the *OECD Jobs Study*. We think of this procedure as our first contribution to the literature. Our second aim is however to provide an alternative to this procedure because we consider that it falls short of its goal. In short, it fails to identify the meaning of the causal generalizations that we consider because it relies on an inadequate semantics, i.e. a referentialist semantics. We provide evidence that an inferentialist semantics is more appropriate by showing how illuminating it is when applied to the OECD’s generalizations.

For our purposes, an important characteristic of the contemporary literature on causality is its explicit desire to be relevant to practicing social scientists by suggesting ways to improve practice. Again, Woodward can function as an exemplar:

> [M]y project has a significant revisionary or normative component: it makes recommendations about what one ought to mean by various causal and explanatory claims, rather than just attempting to describe how we use those claims. It recognizes that causal and explanatory claims sometimes are confused, unclear, and ambiguous and suggests how these limitations might be addressed. (Woodward, 2003, p. 7, emphasis in the original)

This revisionary project is a noble one to which we are sympathetic. It is however a dangerous project. One is reminded of the numerous attempts by philosophers to press social scientists to comply with a standard of good science, which turned out, in retrospect, to be wrongheaded. Are the recommendations coming out of the recent causal literature to which Woodward and many others participate part of this set of wrongheaded suggestions? This is indeed what our inquiry leads us to fear. Because we think that these recommendations are based on too limited a view of what a causal claim can express, social scientists would wind up
impinging on the expressive power of their causal language if they were to follow them closely.

We stress that our argument applies only to part of causal reasoning and to some causal generalizations. It might well be that a referentialist semantics is the appropriate approach for some other types of causal claims. If this speculation happens to be correct, the conclusion would be that the current literature is faulty of overgeneralizing a semantic approach which is fruitful for some claims, but misguided for others.

1.2 On the meaning of causal generalizations: a referentialist approach

The dominant approach to semantics is referentialist (Heim and Kratzer 1998; Speaks 2011; Peregrin 2012, p. 3). To be more precise, the dominant approach to a theory of meaning is to start with a theory of reference. Most thinkers then add another layer to deal with the fact that two extensionally-identical expressions might intuitively have different meanings—e.g. Frege’s famous evening star versus morning star. Fortunately, we don’t need the intension/extension distinction for our purposes, and will thus treat an entirely referentialist theory as a full theory of meaning.

According to a referentialist approach, the meaning of words is constituted by what these words stand for, by what they refer to. Nouns stand for objects, predicates stand for properties and relations, and the meaning of compound statements depends entirely upon the meaning of their constituents. Reaching the level of a full sentence, meaning is truth-conditions; it is given by “what the world would have to be like for [the sentence] to be true.” (Heim and Kratzer 1998, p. 1) For example, ‘snow is white’ is true if and only if all the elements that are part of the set of objects referred to as ‘snow’ are also part of the set of objects with the property referred to as ‘white’. By pairing in this fashion the subject and the predicate of our simple sentence with objects and properties in the world, we state the meaning of ‘snow is white’ according to referentialism.

Referentialism is the standard semantics used in the recent philosophical literature which attempts to spell out the meanings of causal claims. Note that there are a few exceptions—the approach of Julian

---

3 This approach takes other names: truth-conditional, representationalist, extensional.

4 For different ways to add intension to a theory of reference, see Speaks (2011).
Reiss (2011b, 2012) being the one to which our analysis of section 1.4 is most indebted. But for the most part, the meaning of sentences of the form ‘X causes Y’ is identified, on the one hand, by specifying the referents of the causal relata X and Y and, on the other hand, by providing an analysis of the causal verb in terms of what relation it stands for. The meaning of the whole causal proposition is then equated to its truth-conditions: what would the world have be like for the referents of the causal relata to stand in this relation?

In this section, we build on this literature to propose a systematic, referentialist procedure to identify the meaning of a causal generalization. We start by proposing the following schematic form of a causal generalization to identify the elements in need of semantic explication:

\[
(\text{For } P, \ X \rightarrow Y)
\]  

(1.1)

In this formula, ‘For P’ specifies the relevant population. This clause is often left implicit (for instance, in our previous paragraph), hence we put it here in parentheses. X and Y are the causal relata, and ‘\(\rightarrow\)’ stands for a causal relation, where the causal influence goes from X to Y.

This formula can be used to express compactly our two main examples highlighted in the introduction to this chapter. Let U be the unemployment rate, which is the purported effect in both generalizations. Let Inflex be the degree of inflexibility of the labor market, and let B be the degree of generosity of unemployment benefits. Finally, let the superscript \(i = \{+,-\}\) apply to \(\rightarrow\) such that \(i\rightarrow\) expresses either ‘positive cause’ or ‘negative cause’. The inflexibility claim and the claim about unemployment benefits can thus be expressed as

1. (For OECD countries,) \(\text{Inflex} \uparrow\rightarrow U\)
2. (For P,) \(B \downarrow\rightarrow U\)

Our main goal in using examples (beyond illustrating the analysis) is to demonstrate that causal generalizations such as the ones from the OECD have a wide variety of potential meanings under a careful referentialist analysis. We use the term semantic complexity to refer to this property of a statement to have a wide variety of potential meanings, a variety which is not obvious from looking at the surface structure of the statement.

In this section, our analysis will mainly focus on claim 2. If our point about semantic complexity comes out clearly by using this claim, it
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5 Other, broadly inferentialist approaches include Williamson (2005), Spohn (2006), and Beebee (2007).
must be obvious that the conclusion should also hold for the broader claim 1. Note also that there does not seem to be anything special about these generalizations—as generalizations in policy-oriented social science—which would make our conclusion hold only for these generalizations. Numerous generalizations seem amenable to the same analysis. The following two generalizations—which will play a secondary role in this section—are part of the lot:

3. Short-time work schemes cause lower unemployment in periods of crisis. 6


Claim 3 came to prominence recently in the attempt, by the OECD and others, to explain the different employment performances of countries during the 2008-9 economic crisis (OECD, 2010, ch. 1). 7 Its existence suggests that the work on unemployment by the OECD still results in the formulation of generalizations that are much like the ones of the 1994 Jobs Study. Claim 4 is widespread and suggests that our analysis could extend beyond research on unemployment. 8

To identify the meaning of causal generalizations, we propose to answer four main questions:

i. What do the different values of the causal relata X and Y refer to? In other words, what possible changes in the world are meant to be captured by a variation in the relata?

ii. What are the units composing the relevant population?

iii. What relation does the causal verb refer to? This broad question can be further divided in two:

   a) What relation is referred to in the underlying unit causal claims?
   b) Which sets of unit causal claims are entailed by the causal generalization?

iv. In sum, what are the truth-conditions for the causal generalization?

We take each question in turn in the following subsections, and show how answering them reveals the semantic complexity of our examples.

6 Short-time work schemes are public schemes inciting employers to temporarily reduce the number of working hours of their employees instead of laying them off.

7 This claim comes back in chapter 5 below.

8 Luis Mireles-Flores (2013) analyzes this claim about free trade.
1.2.1 The meaning of the causal relata

Following a strong trend in the philosophy of causation and in conformity with general usage in economics, we take $X$ and $Y$ to be variables, and use lowercase italics ($x$ and $y$) to represent specific values of these variables.\footnote{We take the values of a variable to stand for events.} The first step in our referentialist procedure is to ask what exactly these variables stand for or, more to the point, what actually is meant to change in the world when these variables take different values. By using the generalizations in the OECD Jobs Study—mostly (For $P$,) $B \rightarrow U$—we now show that there are multiple answers to this question for social-scientific variables such as $U$ and $B$.

The unemployment rate $U$ was the effect variable under scrutiny in the Jobs Study. So what is the meaning of this variable? What does a change in the unemployment rate refer to? The unemployment rate of an economy is defined as a ratio between two head counts: the number of participants in an economy having the status to be both ‘active and jobless’ and the number of participants being ‘active’.\footnote{In an equation, the unemployment rate looks like:}

$$U = \frac{\#[i|\text{active}(i) \cap \text{jobless}(i)]}{\#[i|\text{active}(i)]} \tag{1.2}$$

where $i$ stands for an individual, active($i$) and jobless($i$) mean that the individual falls in the category ‘active’ and ‘jobless’ in the relevant economy, and $\#$ reports the cardinality of the set of individuals falling in these categories.

The semantic complexity of $U$ comes down to the specification of the two relevant categories—active and jobless. Specifying these two categories—who to include, who to leave out—requires a host of decisions. Precisely for this reason, the International Labour Organization made an effort to provide detailed guidelines on how to define and measure these categories (ILO, 1982, p. 2-5). These guidelines actually helped pinning down a more definite referent of the concept ‘unemployment rate’, but two sources of semantic complexity remain.

First, the guidelines leave some substantial margins of interpretation. For instance, a necessary condition for an individual to be among the ‘active’ is that she is ‘willing to work’, which is translated as being engaged in ‘active job-search’ when the individual is out of work. But ‘active job-search’ is notoriously open to interpretation. The OECD (1994a, part II, p. 186) indeed asserts that the condition “is in some countries interpreted rather widely”\footnote{The OECD continues:}
Second, choices made following the guidelines do not necessarily line up with what one would intend or intuitively expect the unemployment rate to stand for. Consider the ‘jobless’ category for instance. The set ‘employed’ (i.e., the complement of the jobless) is interpreted by statistical agencies—if only because of data limitations—as ‘employed in the formal sector’. The implication is that the set ‘jobless’ includes individuals who might actually be employed in the informal economy. But one might intend (or expect) a causal claim about unemployment to be about unemployment tout court, and not only about the proportion of ‘active’ not employed in the formal sector (e.g. Schneider and Enste [2000] p. 106; Tyrowicz and Cichocki 2011).

Since a referentialist semantics understands the meaning of a sentence as being determined by the meaning of its constituents, the actual referent of ‘unemployment rate’ obviously matters for the meaning of the causal generalizations in which it occurs. 

Semantic complexity is compounded when we consider the cause side of the OECD’s generalizations. The semantic analysis of variables such as ‘inflexibility of a labor market’ (Inflex) and ‘generosity of unemployment benefits’ (B) is more challenging than that of U because they are best understood as multidimensional variables. These variables can indeed be represented as vectors, with each component of the vector standing for a dimension of the relevant concept. For instance, a first attempt to capture the meaning of B would (at least) distinguish between three dimensions: the level of benefits $B_l$, the duration of entitlement $B_d$, and the eligibility conditions $B_e$ (see Nickell et al. 2005, p. 4; Boeri and van Ours 2008, sec. 11.1). Yet, specifying $B$ as a tridimensional vector is still

\[ \text{[G]reater standardization, for example with a consistently strict interpretation of the notion of ‘step of active job-search’, could make a significant difference to the level of unemployment reported in labour force surveys for some countries. (OECD 1994a, part II, p. 187)} \]

One is reminded of the credo among some economists that ‘involuntary unemployment’ is something like an oxymoron.

As an illustration, take claim 2 about the causal role of the generosity of unemployment benefits. The following story shows that the meaning of the causal claim can shift substantially with the meaning of U. It is plausible that increasing the generosity of unemployment benefits incites more individuals to work in underground markets while they are pretending to be actively searching for a job. In this hypothetical situation, it could be true that more generous benefits increase the official unemployment rate, but be false that benefits increase the overall unemployment rate (i.e. classifying informal workers as employed).

The same arguably holds for variables capturing ‘short-time work schemes’ and ‘economic gains’ (see claims 3 and 4 on p. 26).
an extreme oversimplification since the two first dimensions are in fact multidimensional as well. The semantic complexity of the first dimension, namely, the level of benefits $B_l$—expressed by the replacement rate (the ratio of unemployment benefits to previous employment earnings)—is highlighted in the following comment by an OECD economist:

> There is no such thing as *the* replacement rate in any OECD country, rather there are a myriad of replacement rates corresponding to the specific personal and family characteristics of the unemployed, their previous history of work and unemployment, and the different structures and entitlements of unemployment insurance (UI) and social assistance (SA) systems in OECD countries and the ways in which these systems interact with tax systems. Once one tries to grapple with these complexities in order to compute replacement rates for the purpose of international comparisons, the task becomes a daunting one. ([Martin] 1996, p. 100)

The utterance ‘the generosity of benefits increases’ is consequently susceptible to a variety of interpretations. To be sure, there are cases when a change in the unemployment benefit system can be unproblematically interpreted. For instance, if the replacement rate for a subset of individuals is increased and the rest of the system stays the same, this change will certainly count for an increase in generosity. Still, for the more complicated cases, there is the need to (implicitly) rely on a transformation of the multidimensional variable into a unidimensional scale if one wants to talk about lower or higher generosity. For the purposes of the *OECD Jobs Study*, a “summary measure of benefit entitlements” has indeed been constructed. Its explicit goal was “to capture the degree of ‘generosity’ of a country’s benefit system” ([OECD] 1994a, part II, p. 172). Even though the construction of this measure is an impressive achievement—for each country, it averages the replacement rates across

---

14 There is nothing peculiar about unemployment benefits in this respect. If instead one considers the purported cause ‘short-time work schemes’ appearing in claim 3 above, one finds that recent discussions about short-time work schemes actually decompose them in 14 dimensions (which are then regrouped into four main families of features; see [OECD] 2010, Annex 1.A1). When it comes to ‘flexibility’ (i.e. the posited cause in claim 1), we are not even aware of any serious attempt to spell out the different dimensions of the concept.

15 These harder cases occur only if the comparison is between two realizations of the multidimensional variable $V$, say $v$ and $v'$, such that for some dimension $i$, $v_i > v'_i$, and for another dimension $j$, $v_j < v'_j$. 
18 distinct personal situations—the OECD is of the opinion that it is only “a very approximate indicator” of actual generosity, and discusses many instances where the measure would actually fail to register a change in generosity while intuitions would go in the opposite direction (OECD [1994a], part II, p. 173-6). In consequence, this summary measure does not solve the issue of identifying B’s referent.

In sum, the first question in our referentialist procedure uncovers the semantic complexity stemming from the multiple potential specifications of the relevant categories involved (e.g. ‘active’ or ‘level of benefits’) and from the multidimensionality of some concepts (e.g. ‘generosity of benefits’). Since a referentialist approach to meaning conceives of the meaning of a sentence—here a causal generalization—as being determined by the meanings of its elements, different interpretations of the causal relata have direct implications for the answer to the general question ‘what does this causal generalization mean?’

1.2.2 The relevant units

The second step in our referentialist analysis is to identify the units that are referred to. This is a necessary step because generalizations (at least in the social sciences) are not universal generalizations. In uttering ‘X \rightarrow Y’, one is typically not endorsing the claim that in all systems where the variable X can meaningfully be said to be realized, the referent of this variable is causing the referent of Y. For instance, we believe that ‘birth-control pills prevent pregnancy’, but we implicitly restrict the set of units considered to non-sterile women; similarly, B \rightarrow U cannot be true of units in which it is impossible to be (officially) jobless—think of contemporary North Korea.

The task of identifying the relevant units can be broken into two parts. First, one determines the spatiotemporal boundaries of the systems. One could, for instance, consider that the unit is a human individual from day 1 until death. Such a system seems to be implicit in many claims such as ‘smoking causes lung cancer’. For the OECD’s generalizations, the units are certainly not individuals, but most plausibly countries. With this first part comes some sources of semantic complexity. What are the exact spatial boundaries of a country—i.e. which entities and activities do
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16 This point is made, for instance, by Daniel Hausmann: “Since the causal role of variables depends on background circumstances, causal generalizations should be relativized to some population P.” (Hausman 2010, p.50; see also Eells 1991, p.23-40)
we consider as being in this system? What are the *temporal* boundaries of a country—i.e. do we consider this system far back in the past or far in the future as being the same unit? Nature does not impose answers to these questions; we can cut out systems in the space-time fabric as we see fit.

The second part identifies the *set* of units—i.e. which of the systems of the appropriate type (according to the first part) are included. Taking the example of contraceptive pills again, the first part would plausibly draw boundaries around human individuals, while this second part would select all and only non-sterile women among the systems isolated in part 1. This second part is also a source of semantic complexity for the OECD’s generalizations. Do we need to include countries like Mexico, which became a member of the OECD in 1994? Do we include countries that are not part of the OECD (such as any African country) or became part of it only recently (like Slovenia in 2010)? Whether we answer these questions affirmatively or not changes the meaning of the causal generalizations.

In sum, this step in the referentialist procedure renders explicit the population \( P = \{u_1, u_2, \ldots\} \) by first determining which types of units are the \( u_i \)'s, and then which subset of these units are actually part of \( P \). There are multiple ways to proceed that we don’t need to explore here—e.g. extensional versus intensional specifications of the set of units. Our key point in this subsection is that there is some leeway in the identification of the relevant population which contributes to the semantic complexity of causal generalizations such as the ones found in the *OECD Jobs Study*.

### 1.2.3 Which causal relation?

The two steps discussed above have not much to do with ‘causal’ in ‘causal generalizations’. The third step of the procedure is all about that notion. The goal of this step is to specify the relation which is referred to by the causal verb in a generalization.

Someone aware of the philosophical literature on causality might expect that this subsection will pit against each other the main contenders for a theory of causality—e.g. regularity, probabilistic, counterfactual, interventionist, and process theories. This is not what we offer\(^\text{17}\). The main goal of these theories has been to find necessary and sufficient conditions for a relation to be causal; they focus “on finding criteria that distinguish causal from non-causal relationships” (Woodward, 2010, p. 287).

\(^{17}\) For an article analyzing the potential contributions of these different theories of causality and concluding with an *inferentialist* flavor, see Reiss (2009).
In contrast, we want to distinguish among causal relations. The recent literature on causality has indeed highlighted many distinctions among causal relations. A causal verb could thus refer to various relations. This possibility is the source of semantic complexity for this step.

There is a further characteristic of what we offer here which distinguishes it from a discussion of standard theories of causality. Most of these theories have aimed to offer a reductive analysis of causation: the goal has been to formulate criteria for causation which rely on non-causal notions—e.g. co-occurrences, probabilities, counterfactuals, and energy transfers. In contrast, our analysis is non-reductive: we rely on a causal notion, i.e. counterfactual manipulation, to spell out distinctions among causal relations. The use of the concept of counterfactual manipulation to this end is widespread nowadays. [Woodward] (2003) is its most distinguished proponent in philosophy but he is indebted to a rich literature which predates him. Woodward relies, for instance, extensively on [Pearl] (2009), who finds roots for his approach in structural econometrics (e.g. Haavelmo, 1944; Simon, 1957). The potential outcome framework—first developed in parallel but now integrated to the structural approach—also uses a notion of counterfactual manipulation (Holland, 1986; Morgan and Winship, 2007; Imbens and Wooldridge, 2009). This vast literature shares a non-reductive account of causation which we label the counterfactual-manipulationist account. This account provides a powerful toolbox that we propose to use in our semantic analysis of causal generalizations.

The counterfactual-manipulationist account conceives of the world as being made of causally-structured systems. A causal generalization is asserting that a causal relation holds between the referents of the relata in a population of systems. To analyze the meaning of a generalization, our procedure inquires first about the causal relation referred to for a single unit. It moves only in a second stage to the population level.

Causing: unit level

A causal generalization is about a population of units. An extreme case is when the population includes only one unit. Talking about a generalization in this case seems inappropriate; we rather wish to say that such a claim is about unit causation, it is a unit causal claim. We start

\footnote{A claim about unit causation is not necessarily about actual causation. Actual causation is when the causing indeed occurs—e.g. the cue ball indeed hit the 8 ball. Unit causation is about causal relations, either actual or not, for a single unit. The two dimensions are orthogonal. See [Hitchcock] (2001a, p. 219-20) for an enlightening
our semantic analysis of the causal verb by looking at unit causal claims. Paralleling formula (1.1), the schematic form of a causal claim for unit \( u_i \) would be

\[
\text{For } u_i, \ X \leftarrow Y
\] (1.3)

For the manipulationist-counterfactual account, the causal structure of a single system is what makes some causal claims true of this system. In general, a causal claim like (1.3) is true of system \( u_i \) if and only if some ideal manipulation of the referent of \( X \) would change the value or the probability distribution of the referent of \( Y \). Proponents of the manipulationist-counterfactual account do not agree on the exact characterization of an ideal manipulation, but their goal for this characterization is the same: they want that the referent of \( X \) be surgically manipulated. This manipulation does not have to be actually implemented, nor does it have to be humanly feasible. The manipulation is a hypothetical contrivance to reveal what is asserted about the asymmetric structure of the system, asymmetric in that the referent of relata \( Y \) is claimed to depend on the referent of \( X \) but not the other way around.\(^{19}\)

For unit causal claims, the semantic complexity due to the causal verb is that there is a vast panorama of ways that the referent of \( Y \) can depend on the referent of \( X \). In this subsection, we do not explore this panorama in its entirety but we attempt to give an impression of its richness. We start by defining two possible interpretations of the causal relation picked out by ‘\( \leftarrow \)’. These two interpretations are polar extremes: we will call them minimal and maximal causations. We then focus on two directions one can take to move away from maximal causation and toward minimal causation.

**Minimal causation.** \( X \) minimally causes \( Y \) in \( u_i \) if and only if there are two values \( x_0 \) and \( x_1 \) of \( X \), and there are some values \( z \) of some other variables \( Z \) which have well-defined referents in \( u_i \), such that the probability distribution of \( Y \) conditional on \( Z = z \) changes as

\(^{19}\) Note that one of the main objections to the manipulationist-counterfactual account is about the modularity requirement implicit in this use of hypothetical manipulations (Cartwright 2007). One can doubt that it is even metaphysically possible that an ideal manipulation exists for the cause in all causal relations. The nature of the modularity requirement depends on the precise characterization of the ideal manipulation, but all versions of the manipulationist-counterfactual account require some sort of modularity requirement. Hoover (2012b) claims that a strength of his version is that the modularity requirement is weaker, perhaps even “trivial”.
the referent of X is switched by an ideal manipulation from \( x_0 \) to \( x_1 \).

It should be clear why these truth-conditions capture only a \emph{minimal} dependence of the referent of Y on X. They say that, in at least one background state \( z \), at least one manipulation of the referent of X will change the likelihood of the different values of Y.

Our two main examples—\emph{Inflex} \( \rightarrow^+ U \) and \( B \rightarrow^+ U \)—are claims about \emph{positive} causation. We thus want a definition of minimal positive causation. The definition of minimal causation just given is in probabilistic terms, but minimal positive causation can be expressed in a far more intuitive manner if we switch to structural equations. Indeed, a common strategy among proponents of the manipulationist-counterfactual account is to think of propositions like ‘for \( u_1 \), X \( \leftrightarrow \) Y’ as only a shorthand for expressing some characteristics of the causally-interpretable functional dependence of Y on X, which can be referred to by the structural equation

\[
Y \leftarrow f(X; Z). \quad (1.4)
\]

Note that the symbol \( \leftarrow \) distinguishes this formula from a standard equation with an equality sign (Hoover, 2001). In the present case, the formula expresses that Y depends causally on X (and Z) but not the other way around. The implication is that, if we were to invert function \( f(\cdot) \) to express the values of X in terms of Y and Z, the resulting function could not be given a causal interpretation. X can be represented as functionally depending on Y and Z, but only function \( f(\cdot) \) can be interpreted causally.

---

20 Note, first, that the wording of this definition and the ones below fits better Pearl’s (2009) and Woodward’s (2003) versions of the counterfactual-manipulationist account than the one of, say, Hoover (2001, 2012b).

Second, some readers might prefer a more formal characterization of minimal causation. Define V to be a vast set of variables including all variables that have values with clear referents in \( u_i \). Obviously, \( X, Y \in V \). Define \( Z \subseteq V \setminus \{X,Y\} \) which explicitly allows \( Z \) to be empty. I use lowercase \( x, y, z \) to denote values of the associated variables. Define a well-behaved probability distribution \( P(X,Y,Z) \). Following Pearl (2009), define a \textit{do} operator \( \text{do}(W = w) \) which is interpreted as forcing the referent of a variable W to take a specific value w by an ideal manipulation on this variable.

Truth-condition of a \emph{minimal} causal claim. ‘For \( u_1 \), X \( \leftrightarrow \) Y’ is true as a claim about \emph{minimal} unit causation if \( \exists x_0, x_1 \) of X, \( \exists Z \) and \( \exists z \) of Z, such that \( P(Y|\text{do}(x_0, z)) \neq P(Y|\text{do}(x_1, z)) \).

21 This idea is explored, for instance, by Steel (2008, p. 22-23) with his “monotonic interpretation” of positive causal relevance, and by Hausman (2010, p. 48-49) with his notion of “causal role.”
One might object that interpreting ‘for $u_1$, $X \leftrightarrow Y$’ as being about characteristics of $f(\cdot)$ in (1.4) could change the meaning of the proposition, and that it would be preferable to use a probabilistic framework in which it is the general probability distribution of $Y$ (not its actual values) which depends on $X$. But our goal is not here to present all the potential referents of the causal verb; we want only to illustrate some of the possibilities, and this is easier in a functional framework.\footnote{\cite{Pearl2009} There are also reasons to always favor a functional framework in causal analysis, see \cite{Pearl2009} p. 26-27.} We start, as promised, by minimal positive causation.

**Minimal positive causation.** $X$ is a minimal positive cause of $Y$ in $u_i$ if and only if, for two values $x_0$ and $x_1$ of $X$ with $x_0 < x_1$, and for some values $z$ of some other variables $Z$, we have $f(x_0, z) < f(x_1, z)$.

This can be expressed in words: in at least one background state referred to by $z$, the resulting value of $Y$ is higher when the referent of $X$ is fixed by a manipulation to a specific value $x_1$ compared to the value of $Y$ associated with a specific lower value $x_0$. Interpreted in this way, a causal claim says little about the functional dependence of $Y$ on $X$. It would be surprising that proponents of causal generalizations such as the ones in the OECD Jobs Study want to say so little when they utter them.

Starting with this characterization of minimal positive causation, there are many ways to be more informative. In fact, these ways are only limited by one’s imagination regarding the form of the dependence of the referents of $Y$ on the referents of $X$, conditional on the background $Z$. We now turn to the other extreme.

**Maximal positive causation.** Assuming that $f(\cdot)$ is differentiable for expository purposes, $X$ is a maximal positive cause of $Y$ in $u_i$ if and only if $df/dX > 0$ for all values of $X$.

The referentialist analysis would thus be that the magnitude of the referent of $Y$ is always increasing as the magnitude of the referent of $X$ is increased by an ideal manipulation. Note that this dependence is claimed to hold irrespective of the initial state of the rest of the system (which is captured by $Z$). While minimal causation said little about the dependence between the referents of $Y$ and $X$, maximal causation says a lot.
We now discuss two ways to weaken the interpretation of ‘$\leftrightarrow$’ away from maximal positive causation: restricting the changes of $X$ that are characterized and conditioning on the background state of the system.

Firstly, it might well be that the causal claim does not assert that the positive relation holds for all changes in the values of $X$. One possibility is to rule out the causal efficacy of marginal changes. Take $B \leftrightarrow U$. The claim might not assert that a tiny change in the generosity of benefits has an effect (even tiny) on unemployment. For instance, one might plausibly think that some threshold must be passed for labor-market agents to see a difference in generosity and act on it. Another (and more important) possibility is that an enormous change in generosity might also not be the subject of the claim. Is the event of a dismantlement of the unemployment benefit system covered by the claim? Given that such a reform would plausibly have a few extra effects—e.g. social unrest—it might be implicitly ruled out. So which changes in the referent of $X$ are meant by the claim? Here lies some semantic complexity.

Secondly, the interpretation in terms of total differentiation in our definition of maximal positive causation omits the background $Z$. It maintains that manipulating the referent of $X$ is sufficient for the referent of $Y$ to change in the stated direction. This sufficient causality which is about directions of change in $X$ and $Y$ must be contrasted to a case where the value of $X$ is sufficient to determine the value of $Y$. To illustrate the difference between the two notions of sufficiency, note that if the function for $Y$ is additively separable, $X$ will typically fulfill the conditions to be a sufficient cause about directions of change but not about values. Being additively separable, the function will look like

$$Y \leftarrow f(X; Z) = g(X) + h(Z). \quad (1.5)$$

It is easy to see from this equation that the value of $X$ does not suffice to determine the value of $Y$ since we also need values for $Z$; but we can typically induce a change in $Y$ by wiggling $X$ irrespective of $Z$\footnote{One must add the condition that $Z$ is not, in turn, an effect of $X$ such that wiggling of $X$ both affects $Y$ directly (through $g(X)$) and indirectly (through $h(Z)$). Furthermore, causal sufficiency in the sense use here does not necessitate that the function is additively separable. For instance, the function could be $f(X; Z) = XZ$ and $X$ would still be a sufficient, positive cause of $Y$ if $Z$ could only take strictly positive values.}. From now on, we will use ‘sufficient cause’ to refer to sufficiency for directions of change, not value.

A claim about sufficient causation is quite a strong one to make. It implies that if policy makers were able to actually implement the ideal
manipulation (which is admittedly doubtful), they could change the magnitude of $Y$ in the stated direction (in comparison to a state where $X$ is left untouched) without having to worry about any other factor in the system. For the case of $B \leftrightarrow U$, there are reasons to think that the OECD nevertheless means sufficient causation. The main reason is that one source of evidence for the claim is linear cross-country regressions, which indeed assumes (for unbiasedness) that the causal structure is such that its appropriate functional representation is additively separable.

There are also reasons to think that the OECD does not mean sufficient causation, but something weaker like an INUS condition (an insufficient but non-redundant part of an unnecessary but sufficient causal set; Mackie, 1974). An increase in the referent of $B$ is an INUS condition for an increase in the referent of $U$ only if the former increase results in the latter in some, but not all, background circumstances, i.e. in states of the system corresponding to a strict subset of the potential values of $Z$. One reason why this reading is plausible is that the OECD does not hesitate to exclude some countries in its (linear) regression analysis. Political instability is one justification for this exclusion according to the OECD (1994a, part II, p. 178). A plausible interpretation of this move is that the OECD excludes countries that have values for $Z$ which are implicitly ruled out by the claim. $B$ would thus be causally effective for $U$ only when the causal system is in some appropriate state. Another reason in favor of the INUS reading is the explicit recognition by the OECD that “institutional factors influence whether or with what lag new benefit entitlements affect unemployment.” (OECD, 1994a, part II, pp. 211) The OECD thus seems to believe that some institutional factors (referred to by $Z$) can affect whether the referent of $B$ is indeed causally related to the referent of $U$. So, is the unit causal claim ‘for $u_i$, $B \leftrightarrow U$’ an assertion about sufficient or INUS causation? If it is the latter, what are the additional contributing factors that are not explicitly present in the statement?

In sum, the causal verb in a unit causal claim is a source of semantic complexity. We put forward two extreme interpretations of this verb in our examples about positive causation: minimal and maximal positive

---

24 As an illustration take the structural equation $Y \leftarrow XZ_1 + Z_2$, where variables $X, Z_1, Z_2$ can only take values 0 or 1. $X$ is not sufficient for the causal effect $\Delta Y = 1$ since switching $X$ from 0 to 1 will fail to affect $Y$ when $Z_1 = 0$. Not sticking to $X = 0$ given that one manipulates $Z_1$ and not $Z_2$ is however sufficient and necessary for $\Delta Y = 1$. Furthermore, $\Delta Y = 1$ can occur through a change of $Z_2$ irrespective of the values of $X$ and $Z_1$—these last two are not necessary.
causation. Since neither of these extremes is much plausible, two directions to weaken the interpretation of the causal verb have been discussed: which changes of $X$ are to be considered and which, if any, background factors have to be in an appropriate state. Note that these two dimensions are not the only sources of semantic complexity at this stage; we gloss over other sources.

Causing: population level

Now we want to consider a claim about a population including more than one unit, i.e. a proper causal generalization. Our procedure suggests at this step to analyze a population-level assertion in terms of the sets of unit causal claims into which it can be translated. This strategy of analysis is why we made an apparent detour by unit causal claims. Now, we want to say that the population-level statement should be interpreted as a disjunction among sets of unit causal claims. If this suggested strategy does not sound intuitive, we hope that its relevance will become clear as we proceed with our discussion of two sources of semantic complexity: the possibility of heterogeneity and of interaction effects.

Possible heterogeneity. The first interpretation of a causal generalization ‘for $P$, $X \rightarrow Y$’ that probably comes to mind assumes causal homogeneity. Under this interpretation, accepting the generalization commits one to asserting the existence in every unit $u_i$ of the causal relation denoted by $\rightarrow$. In other words, saying that a causal relation exists for a population is saying nothing else than that the same causal relation exists for each unit. Causal homogeneity thus maintains the following equivalence between population-level and unit-level claims:

\[ \text{‘For } P, X \rightarrow Y \text{’ } \equiv \{ \text{For } u_i, X \rightarrow Y \}_{\forall i \in \{1, \ldots, n\}} \quad (1.6) \]

For our example about unemployment benefits, this interpretation implies that all countries in the implicit population $P$ are asserted to share the same causal relation—i.e. the referent of $U$ in each country depends in the same way on the referent of $B$.

\[25\] Another interesting source of semantic complexity is considerations about the timing of the changes. The last quotation by the OECD talks indeed about a “lag” in the production of the effect. How long and varying is the implicit lag? Yet another source is the distinction between component and net effects (Hitchcock, 2001b; Woodward, 2003, p. 50).
If this identity of causal relations is relaxed, we have multiple options for the meaning of causal heterogeneity. For instance, one might read the claim as a ‘in most cases’ generalization: in most units of $P$, the same relation denoted by $\rightarrow$ is claimed to exist. But the most popular interpretation of heterogeneity is the average-effect interpretation, which is central to one variant of the manipulationist-counterfactual account, i.e. the potential outcome framework (Holland, 1986).

Since the average-effect interpretation is affected by the magnitudes of the causal effects for each unit, we need a bit more notation. Keeping with our example of unemployment benefits, imagine that the claim implicitly considers only two levels of generosity $b_{i}^{\text{low}}$ and $b_{i}^{\text{high}}$. In the spirit of the potential outcome framework, define the associated values of unemployment $u_{i}^{\text{low}}$ and $u_{i}^{\text{high}}$, which are interpreted as denoting the unemployment rate in country $i$ when benefits are (ideally) manipulated to be low or high. For $i$, the causal effect on $U$ of moving from low to high benefits is denoted by $\Delta u_{i} = u_{i}^{\text{high}} - u_{i}^{\text{low}}$. With this additional notation, we can compactly express different interpretations of the population-level claim ‘for $P$, $B \xrightarrow{+} U$’. The three that we have introduced are:

- **Causal homogeneous.** $\Delta u_{i} > 0$ for all $i \in \{1, ..., n\}$

- **Most cases (median).** $\#(i \in P | \Delta u_{i} > 0) > n/2$

- **Average effect.** $\frac{1}{n} \sum_{i=1}^{n} \Delta u_{i} > 0$

Note that the average-effect interpretation establishes a peculiar relation between the generalization and unit causal claims. Strictly speaking, the generalization does not necessarily pick out the direction of the effect in the majority of units $u_{i}$, since a skewed distribution of the unit-level causal effects could make the median and the average interpretations diverge.

**Possible interaction effects.** While our brief discussion using $u_{i}^{\text{low}}$ and $u_{i}^{\text{high}}$ was meant to reveal one source of semantic complexity—i.e. the distinction between causal homogeneity and various causal heterogeneities—it obscured another source. In defining these two states of system $i$, we indeed relied implicitly on a major simplification that Donald Rubin (1980, 1986) labeled the ‘stable-unit-treatment-value assumption’ or SUTVA:

---

26 There are other possibilities including a Pareto-dominance interpretation, see Hitchcock (2001a).
SUTVA is simply the a priori assumption that the value of $Y$ for unit $i$ when exposed to treatment $x$ will be the same no matter what mechanism is used to assign treatment $x$ to unit $i$ and no matter what treatments the other units receive. (Rubin 1986, p. 961, notation slightly changed)

As is clear from the quotation, SUTVA has in fact two parts. The first part is about the invariance of the unit-level causal effect to the actual mechanism assigning the treatment. We will not discuss this issue here. We focus on the second part which is about the invariance of the causal effect for a given unit to what values of the cause the other units happen to have.

When the second part of SUTVA fails, one says that we are in presence of interaction effects. The point can easily be illustrated by the following example outside labor economics. Take the causal generalization ‘free trade causes economic gains’. This claim is semantically complex in numerous respects but let us focus on the following question: What if country $i$ is the only one to adopt free-trade policies? That is, all the other countries keep high tariffs and other trade barriers while this single country decides to revoke all its barriers. It is plausible to say that ‘economic gains’ for $i$ are less likely to be caused by this isolated policy than if the other countries were also engaged in trade liberalization. We could thus amend the generalization to something roughly like: ‘free trade causes economic gains conditional on the other countries also liberalizing’.

What this hand-waving example shows (regardless of its empirical credibility) is that, in presence of interaction effects, there is much work needed to detail which counterfactuals lie behind a given causal generalization. In such cases, the causal relation in each system depends

---

27 Note that many authors (e.g. Morgan and Winship, 2007, sec. 2.4; Imbens and Wooldridge, 2009 sec. 2.3)—though not all (e.g., Heckman, 2005, p. 35fn)—reduce SUTVA to the condition about the stability of treatment effect to the treatment assignment of other units.

28 The notion of ideal manipulation that we use (from the manipulationist-counterfactual account), in being ideal, rules out this variability in the treatment assignment mechanism. As argued in Reiss (2007, ch. 10) and Cartwright (2007, ch. 16), this is at the cost of making the causal claims less directly relevant to policy. Indeed, even if one grants a causal claim, it can still be argued that the effect will not follow from a real-world implementation of the cause simply because this manipulation fails to be of the ideal type.

29 This class of effects are often labeled ‘interaction and general-equilibrium effects’. We write interaction effects for short.

30 Note that Rubin (1986) seems to be of the opinion that SUTVA is a necessary condition for a causal claim to be meaningful.
on the state of the other systems. The relevant unit causal claims must consequently include information about the state of other systems. One interesting contrast is then between:

‘Isolated reform’ counterfactual: the causal effect on $Y_i$ of manipulating $X_i$ when the $X_j$’s of all the other units $j \neq i$ are not being manipulated.

‘Generalized reform’ counterfactual: the causal effect on $Y_i$ of manipulating $X_i$ when the $X_j$’s of many or all other units are also being manipulated.

When interaction effects are suspected—such as in the free trade case—choosing between these two interpretations of the counterfactual will matter a great deal to the meaning of the causal generalization.

In sum, semantic complexity takes different forms at the step of analyzing the causal verb. Our key distinction is between semantic complexity at the unit level—the range of changes in $X$ considered and the potential dependence on background factors—and at the population level—the possibility of heterogeneity and interaction effects.

1.2.4 Truth-conditions of the generalizations

Now that we have given a referentialist procedure to analyze the meaning of all the parts in a causal generalization of the form ‘(For $P$,) $X \rightarrow Y$’, the meaning of the whole causal generalization is only a small step away. Remember that, for a referentialist semantics, the meaning of a sentence is its truth-conditions, i.e. what the world must be like for the sentence to be true. We can identify the truth-conditions of a generalization in the following way. ‘(For $P$,) $X \leftrightarrow Y$’ is true if and only if all the unit causal claims in one of the sets into which the generalization is translatable are true. In turn, each unit causal claim is true if and only if the referents of $X$ and $Y$ in this system are indeed related by the causal relation to which $\rightarrow$ refers.

The procedure shows that causal generalizations are semantically complex: although it might not be apparent from their surface structure, these statements have a wide variety of potential meanings. Here is a summary of the sources of semantic complexity:

a) There are many possible ways to translate a generalization in terms of sets of unit causal claims.
b) The choice of the units considered matters.

c) There are many potential referents for common social-scientific variables.

d) There are many possible causal relations between the referents of variables.

It should be obvious that different choices on these four dimensions can lead to the same utterance having different truth-values for our world—the utterance might be true under some interpretations, but false under others.

1.3 A challenge for the referentialist procedure

The referentialist procedure of the previous section leads one to the conclusion that there is a tremendous variety of potential interpretations of seemingly simple causal generalizations such as ‘more generous unemployment benefits cause higher unemployment’. The fact that our referentialist procedure allows us to see this menu of potential meanings is a *prima facie* advantage of the procedure. One might argue that the procedure allows us to access properties of a sentence that were initially hidden. We think, however, that the semantic complexity identified by our referentialist procedure should instead cast doubt on the procedure itself. We argue here that the most plausible interpretation of the semantic-complexity conclusion is that the referentialist procedure looks at the wrong place for the meaning of (our type of) causal generalizations.

The identification of semantic complexity raises a question. Which, among the menu of potential meanings identified, is the actual meaning of a given generalization? There are two options: either the generalization has one specific meaning or it is ambiguous, i.e. the sentence equivocates among various meanings. We discuss each option in turn. Our general line of argument is that, under both of these options, there is no plausible way to rationalize the widespread practice of demanding and supplying causal generalizations in policy-oriented social science. We thus end up with a dilemma: either this widespread practice is unreasonable or the referentialist procedure misses the meaning of (our type of) causal generalizations.
The first option is that generalizations such as ‘$B \rightarrow U$’ and ‘$Inflex \rightarrow U$’ pick out one meaning from the menu generated by our referentialist procedure. The puzzle now is why the ones formulating or transmitting a claim are not more explicit about its actual meaning. Indeed, one finds these claims all over policy-oriented reports such as the OECD Jobs Study, usually with little additional information that would count as clarifying their meanings from the perspective of a referentialist semantics. This lack of explicit clarification is puzzling because our referentialist procedure identifies so many potential meanings that the transmitters of a claim might well fear that it will be misinterpreted on the receiver’s side. We can think of many tentative explanations of this puzzle, none of them plausible.

Firstly, one could try to explain the lack of explicit clarification by the existence of background information already shared by the senders and the receivers. Now, reports like the OECD Jobs Study are instances of communication from expert economists to policy makers (and the lay public). There is certainly some shared background information between these two groups but, given the quantity and nature of the information required according to our referentialist procedure, it is unlikely that this implicit knowledge will be sufficient for the receivers to get the meaning right. In other words, identifying the referentialist truth-conditions requires many decisions, and the information plausibly shared by the senders and receivers will not be sufficient for the receivers to follow the senders in this labyrinth. It is thus unlikely that meaning would be preserved in the transmission.

Secondly, one might argue that what needs to be preserved in the transmission are truth-values not truth-conditions; the senders want the receivers to come to believe, thanks to them, a true proposition, not a proposition with the exact same meaning as the one they believed in. It turns out that one potential meaning of a causal generalization has this property. We will use the generalization about unemployment benefits as an example. Imagine that the initial meaning of the claim has the following properties:

a) The appropriate translation in terms of unit causal claims is that the causal relation holds for each unit (homogeneity) with no interaction effects.

b) All countries (back then, now and in the future) are in the relevant population.
c) All plausible referents for ‘unemployment benefits’ and ‘unemployment rate’ would turn the claim true for our world.

d) The causal relation is sufficient causation (i.e. $Z$ is empty) and spans the entire range of possible changes in the referent of $B$.

Call a generalization under such an interpretation a ‘maximally-sturdy generalization’. If the senders believe the maximally-sturdy generalization—i.e. if they judge it to be true of our world—there is little to fear about misinterpretation on the receiver’s side since the truth of the claim would not be affected. For instance, the receiver might think that the claim is an average claim, but the average claim will be true if the homogeneous claim is; she might restrict the population, the range of values of $B$, etc., but the narrower claim will still be true given that the maximally-sturdy generalization is true. It hence seems reasonable to transmit the claim without further ado provided that it is believed as a maximally-sturdy generalization.

The problem with this interpretation is that maximally-sturdy generalizations about the social world are most certainly false. It is a well-known fact that all lawlike claims in the social sciences suffer from counterexamples when interpreted strictly—hence the literature on *ceteris paribus* laws. And our maximally-sturdy generalization is even less likely to be true than other lawlike claims. Its truth is, for instance, even invariant to changes in the referents of the relata. It is thus not reasonable for the senders to believe their generalizations as being maximally sturdy. A few dogmatic researchers might have such beliefs, but it is not plausible to explain the widespread practice of supplying non-clarified causal generalizations by maintaining that senders believe them to be (almost) maximally sturdy.

The third, and last, potential explanation of our limited-clarification puzzle under the assumption that generalizations have a clear-cut referentialist meaning makes it a matter of convenience. It is cumbersome to be explicit about the meaning of all our utterances, so we use shortcuts. A non-clarified generalization is such a shortcut, but one should not worry too much since the one transmitting the claim has a definite (referentialist) meaning in mind, and is ready to specify it if asked. This meaning can also be quite far from the maximally-sturdy interpretation, which is

\footnote{The senders might not believe exactly the maximally-sturdy generalization but something a bit less sturdy. The fear that the receiver, through misinterpretation, is led to believe a false proposition should increase as the ‘sturdiness’ of the initial proposition decreases.}
nice since we can restore the reasonableness of the experts’ beliefs. Taking the unemployment-benefits claim for example, they may mean that it holds only on average, for a specific understanding of ‘unemployment’ and ‘benefits’, for some narrow range of changes in the cause variable, and if some potential preventers are absent. With such a less ambitious meaning, the generalization has a better prospect of being true. The experts will simply tend to keep most of these conditions implicit because it is inconvenient to spell them out.

There is certainly something correct about the argument that convenience affects how much detail we include in our expressions. It would be, for example, surprising that experts had insisted in supplying a full referentialist clarification of their generalizations in the two-page press release which accompanied the publication of the *OECD Jobs Study*. There is, however, a major problem with this explanation: in the 500-page *OECD Jobs Study*, one does not find anything that would qualify as a referentialist analysis of the meaning of these generalizations. It thus means that experts would keep the meanings of these generalizations for themselves, even when they have ample space to spell them out. Since misinterpreted generalizations could well have as a consequence the implementation of ineffective or even harmful policies, the secretive stance of experts makes them irresponsible. If they have in mind well-specified and non-sturdy (referentialist) meanings for their generalizations, the reasonable thing to do is to spell out these meanings at least somewhere in their lengthy reports.

The other option is that experts do not have well-specified meanings for their generalizations. There is thus no limited-clarification puzzle: there is nothing that the experts keep for themselves. This option is delivering Woodward’s diagnosis as cited in the introduction to this chapter: these generalizations are “confused, unclear and ambiguous” ([Woodward, 2003](#), p. 7). In uttering them, experts are equivocating (deliberately or not) among many potential meanings. Note that some equivocation is certainly always present in science, but some equivocation will not be enough to account for the present examples, we would be in a situation with serious (not mild) equivocation.

There is a new puzzle coming with this option: if equivocation is a serious issue, why are causal generalizations so much in demand? Why are they so much valued? Remember that we started this chapter by noting that policy makers are fond of causal generalization, and that the OECD paraded its ‘inflexibility causes unemployment’ as the main achievement of the *Jobs Study*. Since the referentialist diagnostic is that these gener-
alizations are ambiguous, why are all these people content with this loose talk? In particular, if at least some policy makers care about putting in place *effective* policies, it seems that they would be better off being informed about the actual evidence—e.g., the cross-country correlations, the other countries experiences, and so on. What would be the extra value of ambiguous causal generalizations? Call this the ‘high-value puzzle’.

We conclude that if the referentialist procedure used in the previous section captures the potential meanings of causal generalizations, the whole business of demanding and supplying causal generalizations for policy purposes is unreasonable. If one adheres to the view that these generalizations are fundamentally ambiguous, prescriptions to practitioners are not far away. Following Woodward, the referentialist procedure might be used to make “recommendations about what one ought to mean by various causal and explanatory claims” (Woodward 2003, p. 7). These recommendations would be that, at last, practitioners utter generalizations which have a well-specified referentialist meaning.

As we mentioned in the introduction to this chapter, one should be careful in requesting reforms since the recommendations might be an artifact of a distorting diagnostic tool. Indeed, it seems to us that the limited-clarification and the high-value puzzles should cast more doubt on our referentialist procedure than on the widespread practice of demanding and supplying causal generalizations. One strong reason why the blame should fall on the referentialist procedure is that there is an alternative semantic approach, an *inferentialist* approach, from the perspective of which one can make sense of this widespread practice of formulating generalizations which do not necessarily have a definite meaning from the point of view of a referentialist semantics. The next section is an exploration of this alternative semantics.

### 1.4 On the meaning of causal generalizations: an inferentialist approach

Referentialism as an approach to meaning has dominated Western thought. Its dominance is however disputed. Ludwig Wittgenstein, for instance, challenged the referentialist approach to meaning by maintaining that:

> For a large class of cases—though not for all—in which we employ the word “meaning” it can be defined thus: the meaning of a word is its use in the language. (Wittgenstein 1953, § 43; see also Wittgenstein 1958, p. 69)
Following Wittgenstein’s lead, an alternative semantic approach emerged, which prioritizes inferential relations over referential relations. While a referentialist semantics is exclusively focused on the relation between a term and its worldly referent, an inferentialist semantics centers on the inferential connections of an expression to other expressions. The basic idea shared by all variants of the inferentialist approach to semantics is that “the meaning or propositional content of an expression or attitude is determined by the role it plays in a person’s language or in her cognition” (Whiting, 2009).

According to inferentialism, the error of a referentialist semantics is that it takes meaning to be only constituted by word-world relations—i.e. referential relations—while meaning is primarily constituted by word-word relations, i.e. by intralinguistic relations. The inferentialist thesis does not entail that referential relations do not participate to the meaning of expressions; after all, a referential relation can always be re-expressed in terms of inferences from the assertion being analyzed to other assertions, i.e. assertions about the worldly existence of some objects, properties, and relations. The inferentialist thesis is however a direct criticism of the referentialist’s single-minded quest for the referents of our terms. Applied to our referentialist procedure for causal generalizations (section 1.2), the inferentialist criticism is that the procedure diverts the attention away from where the actual meaning of a generalization lie: the network of inferences which has the generalization as a premise or conclusion.

Our goal in this section is not to develop a comprehensive inferentialist semantics. We rather limit ourselves to specifying only a few elements of such an alternative semantics. The selected elements are the ones we deem necessary to our main task: offering an inferentialist analysis of our examples of causal generalizations from the OECD Jobs Study. Our conclusion is that this analysis rationalizes the demand and supply of causal generalizations in this case. We take this conclusion to be (non-decisive) evidence for an inferentialist analysis and against a referentialist analysis of causal generalizations in policy-oriented social science.

---

32 There are now many labels and many species of inferentialism. The labels include: conceptual role semantics, inferential role semantics, functional role semantics, procedural semantics, and use theory of meaning. For discussions of the different species of inferentialism, see Block (1998), Whiting (2009), and Peregrin (2012). For an inferentialist semantics of causal claims inspiring our account, see Reiss (2011b, 2012).

33 As noted in footnote 32, inferentialism is not monolithic. We aim to be as non-committal as possible in our characterization of the approach.
1.4.1 Elements of an inferentialist semantics

Inferentialism takes the meaning of an expression to be constituted by its inferential connections: “If one were to enumerate all the transitions an expression is involved in, one would thereby give its meaning.” (Whiting, 2009) A sentence can either play the role of premise or conclusion in an inference (Brandom, 2007, p. 654). The meaning of a sentence would be exhausted by spelling out the inferences in which it appears.\footnote{34}{Spelling out all these inferences is usually an impossible task, but this is no objection to inferentialism because analyzing the full meaning of a sentence is not something inferentialists set for themselves. Inferentialism maintains that meaning is constituted by a set of inferential connections; this could well be true even though we cannot, due to practical limitations, enumerate all the elements of the set. If inferentialists are correct, it however implies that the referentialist quest is misguided even though one can enumerate all the potential referentialist meanings of a sentence (like we tried to do in section 1.2). The problem that we identified in section 1.3 is that meaning does not seem to lie where referentialism looks for it.}

The notion of inference at play here must be understood in a somewhat liberalized fashion. To start with, the relevant inferences are not limited to logically valid ones, they rather extend to what is called material inferences (Sellars, 1953; Norton, 2003; Brandom, 2007; Brigandt, 2010). An inference is materially correct in virtue of the content of the concepts figuring in its sentences. For instance, if a competent language user accepts the proposition ‘Lightning is seen now’, then she typically accepts the proposition ‘Thunder will be heard soon’, because the concepts of lightning and thunder are inferentially connected (example taken from Brandom, 2007, p. 657)\footnote{35}{The acceptance of ‘Thunder will be heard soon’ is not necessary. For instance, if the lightning is ‘heat lighting’ and the language user has been experiencing this phenomenon, then the inference will not be made.}. The connection between concepts can also be one of material incompatibility. For instance, by knowing that a figure cannot be a square and a triangle at the same time, one accepts the sentence ‘Figure A is not triangular’ when also accepting ‘Figure A is a square’. The relevant material incompatibilities are part of the meaning of a sentence.

Another liberalizing move for the notion of ‘inference’ is to allow it also for some word-world connections—i.e. ‘language entry’ and ‘language exit’ transitions (terminology slightly modified from Sellars, 1954, pp. 210-11). For instance, the meaning of the sentence ‘Lightning is seen now’ includes the type of circumstances which would make a competent user of the sentence utter it (language entry). The meaning of this same sentence also includes transitions, in the right circumstances, from sentence to act.
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The meaning of ‘Lightning is seen now’ includes, for instance, the act by our competent language user of reaching the lake shore and getting off her canoe. These connections “can be understood to be inferential in a broad sense, even when the items connected are not themselves sentential” (Brandom 2007, p. 658).

Among all the types of sentences we utter, causal generalizations are among the types of sentences for which an inferentialist semantics should be prima facie most plausible. This initial plausibility comes from widespread beliefs about ‘causation’ and about ‘generalizations’. We discuss each concept in turn.

In philosophical inquiries about the nature of causation, it is widely accepted “that causation and inference are intimately related” (Reiss 2011b, p. 914). This view can be found in Hume who famously argued that “the necessity or power, which unites causes and effects, lies in the determination of the mind to pass from the one to the other.” (Hume 1739/1975, § 1.3.14.23). More recently, ‘A causes B’ has been inferentially associated with ‘effective strategies’ (Cartwright 1979). In general, causal claims are widely believed to be inferentially connected to claims about explanation, prediction and outcome of intervention. The further step taken here (as in Reiss 2011b, 2012) is to maintain that the inferential web is all there is to the meaning of (some) causal claims.

Inferentialism combines also nicely with two recent lines of research on the nature of some generalizations. The first line of research stems from the literature on ceteris paribus laws that we mentioned in our introduction to this chapter. To dissolve the ‘either-falsity-or-triviality dilemma’ coming from interpreting generalizations as ceteris paribus law statements (Lange 1993, p. 235; Reutlinger et al. 2011 sec. 4), some authors have recently proposed that we should focus on the roles of these statements in our cognitive practices. To be sure, we are not aware of scholars explicitly combining this proposition with an openly inferentialist semantics (the closest one gets to that is Earman et al. 2002, sec. 4). Still, focusing on the cognitive roles of statements has an undeniable inferentialist flavor. Marc Lange (2000), for instance, maintains that laws are inferential rules, and that believing law statements involves believing the reliability of these inferential rules.

The second line of research stems from the literature on generics. Generics are statements such as ‘tigers are striped’ and ‘cars have radios’,

---

36 For a fully inferentialist interpretation of Hume’s view on causation, see Beebee (2007).

37 Sandra Mitchell (2009, p. 50-56) defends a similar approach.
which obviously allow for exceptions. Sarah-Jane Leslie argues both that these sentences defy all semantic analyses of a referentialist type, and that “our understanding of generics reflects our default mechanism of generalization” \cite{Leslie2008}. While Leslie does not make this step, it seems promising to offer an inferentialist semantics of generics. After all, the picture emerging from her work is that generics are the linguistic manifestations of our most basic information-gathering mechanism to orient ourselves in the world. While the truth-conditions of generic statements are hard to specify, humans are found to be highly competent in inferring to and from them. Are causal generalizations not only a special type of generics?

Because of its relation to ideas about causation and generalization, our thesis that the meaning of a causal generalization is given by its inferential connections has some initial plausibility. Since the proof of the pudding is in the eating, our next section offers an inferentialist analysis of causal generalizations in the OECD Jobs Study. Though not ‘proven’, we consider that our thesis comes out of this analysis reinforced.

1.4.2 OECD Jobs Study: An inferentialist analysis

In this subsection, we attempt to give a faithful, though not comprehensive, rendering of the inferential network of some of the generalizations found in the OECD Jobs Study. Note that our analysis is not attempting to justify the OECD’s claims, but rather to make explicit their meanings. In other words, we spell out the inferential connections of the claims, yet it could well be the case that the OECD is not justified to make these connections. We will come back to the idea of justification in the next subsection.

Though not comprehensive, we want our analysis to be systematic. We thus begin by presenting the five types of inferential connections that we uncover:

**Principal-cause incompatibility:** To accept one principal-cause generalization implies rejecting other principal-cause generalizations.

**Wide-narrow reinforcement:** A wide generalization is connected by a

\[\text{Before Leslie, there were also suggestions for a semantic analysis of generics in terms of nonmonotonic inferences (see Krifka et al., 1995 pp. 58-63).}\]

\[\text{The literatures on ceteris paribus laws and on generics ran in parallel to each other. Bernhard Nickel (2010) and David Liebesman (2011 sec. 5) offer recent attempts to connect the two.}\]
link of mutual support to narrower generalizations that can be read as concretizations of it—i.e. accepting one reinforces the commitment to the other.

**Evidential-base connection:** A generalization is connected to sentences that would constitute evidence for it. The sentences in the evidential base are what ‘the data are expected to say’ when the generalization is accepted.

**Policy implication:** The generalization singles out (types of) actions that should be envisaged in priority; it is thus connected to sentences about policy recommendations.

**Research implication:** The generalization highlights the kind of research worthy of being pursued; it is thus connected to sentences about recommendations for future research.

We will put more flesh around this bare typology as we go through our case study.

By developing our typology, we contribute to enrich Julian Reiss’ (2012) inferentialist analysis of causal claims. Reiss distinguishes between two types of sentences connected to a causal claim: the sentences in its inferential base and its inferential target. The inferential base for a causal claim is “given by sentences constituting or describing the evidence for it” (Reiss, 2012, p. 2). Our evidential-base connections are exactly linking a generalization to what Reiss calls its inferential base. The base for a

---

40 Note two minor differences between our evidential-base connections and Reiss’ links between the causal claim and its inferential base.

First, our characterization of the evidential base uses the subjunctive, i.e. what *would* count as evidence for the claim. Reiss uses the indicative. This difference implies that, while we would say that a sentence about evidence that has not been gathered yet can be part of the meaning of a causal claim, Reiss seems to reject this possibility. For instance, in accepting the claim ‘(For $P$) $X \rightarrow^* Y$’, one might also endorse the sentence that ‘if we were to compute the correlation coefficient between $X$ and $Y$ in population $P$, we would get a positive value’. This sentence about potential evidence would be part of the meaning of the causal claim according to us.

Second, we want to separate connections between two causal claims from connections between a causal claim and its evidence. Since Reiss does not have our two first categories—principal-cause incompatibility and wide-narrow reinforcement—he might want to include causal claims in its inferential base. Indeed, under some plausible understanding of evidence, a statement rejecting a principal-cause claim or endorsing a narrower claim would count as evidence for a principal-cause generalization. In contrast, our evidential base is meant to include only non-causal statements.
causal claim is closer to language entry than the causal claim itself since it comprises descriptive statements about data.

The inferential target for Reiss is made of the “sentences relating to the cognitive, evaluative and practical content of a causal claim” (p. 3), which are typically explanatory sentences and sentences about predictions and policy interventions. The two last categories of connections in our typology are connections to this inferential target. Connections to policy recommendations are already made explicit by Reiss, and we only elevate them to the status of a separate category of connections. Research implications were not identified as constitutive of the meaning of a causal claim by Reiss; this is something we add. Both policy and research recommendations are closer to language exit than the causal claims; they are a link in the chain from the acceptance of some causal claims to action.

Finally, the connections to other principal-cause generalizations and to narrower generalizations—i.e. our first two categories—are our additions. We believe that these two types of connections are crucial both to identify the meaning of causal generalizations in policy-oriented social sciences, and to see why the practice of demanding and supplying causal generalizations is reasonable. The point about rationalizing the practice should becoming clearer as we develop our case study here, and we will return to this point in the next subsection.

We now proceed to analyze, with an inferentialist approach, the meaning of some causal generalizations in the OECD Jobs Study. In reading our analysis, some readers might benefit from figure 1.1 at the end of this subsection, which is a graphical representation of the inferential network that we slowly uncover. We start by reproducing (from our introduction to this chapter) what the Secretary-General of the OECD presented as the “central finding of the Jobs Study” (OECD, 1995, p. 3):

[It] is an inability of OECD economies and societies to adapt rapidly and innovatively to a world of rapid structural change that is the principal cause of high and persistent unemployment. (OECD, 1994a, part I, p. vii)

We came to represent this claim compactly by Inflex $\leftrightarrow U$. From the standpoint of a referentialist approach, this claim promised to have a vast array of potential meanings. In particular, it is doubtful that one could pin down the referent for the notion of ‘ability for rapid adaptation’ (or ‘inflexibility’). In consequence, many would be tempted to take this claim as loose talk, and to attribute little importance to it. The prospects are quite different when one adopts an inferentialist semantics. In support of
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the Secretary-General’s assertion, this causal generalization can be shown to be central to the whole inferential network of the OECD’s study. We proceed to show this centrality of $\text{Inflex} \rightarrow U$.

In accepting the claim that low flexibility potential is the principal cause of unemployment, OECD economists rejected other claims because of what we characterized as principal-cause incompatibilities. Three were explicitly rejected in the report (OECD 1994b, p. 27):

a) “Technology causes rising unemployment” ($Tech \rightarrow U$)

b) “Imports from low-wage countries cause higher unemployment...” ($I_{l-w} \rightarrow U$)

c) “The intensity of competition is to blame” ($\text{Comp} \rightarrow U$)

What do these three principal-cause generalizations mean—i.e. what are their own inferential connections beyond their incompatibility with $\text{Inflex} \rightarrow U$ (and with each other)?

First, part of the meaning of these rejected generalizations is constituted by their evidential-base connections. For instance, individuals putting forward the first claim about technological unemployment had predicted numerous times in the past a permanent increase in unemployment. Such a historical upward trend in unemployment is evidentially connected to the generalization. The OECD believes that no such trend is visible in the data, a belief which coheres with its rejection of $Tech \rightarrow U$ (OECD 1994a, part I, p. 124). Similarly, the OECD maintains that there is a tension between accepting the second alternative claim about low-wage countries and recognizing that imports from these countries count for only a tiny share of overall expenditures in OECD countries (OECD 1994b, p. 28)\footnote{The argument against the last claim is less clearly evidential. After all, if the problem is “an inability of OECD economies and societies to adapt rapidly and innovatively to a world of rapid structural change” (OECD 1994a, part I, p. vii), the cause seems to be both too low adjustment potential and too high pace of change. One might interpret this pace of change as the intensity of competition (or at least see the two concepts as closely related), and conclude that the intensity of competition is indeed the principal cause of high unemployment. The semantic difference between this third claim and $\text{Inflex} \rightarrow U$ is thus less major when it comes to ‘evidential-base connections’, but it is major when one considers policy implications.}.

Remember that the inferential connections constituting the meaning of a claim go well beyond deductively valid inferences. This should be clear for evidential-base connections, since the sentences inferentially linked to
the causal claim are about what is expected given the causal claim, not what is deductively entailed by the claim. For instance, it is not a logical contradiction to jointly hold the claim $Tech \leftrightarrow U$ and the standard economic history of the last 200 years—which can be summarized by ‘rapid technological improvements with no long-term trend in unemployment’. It is indeed easy to cook up a story for why the failure of a prediction which seems to follow from the generalization does not make the generalization untenable. In other terms, evidential-base connections are more about what one would expect the data to say, than what they must say.

Second, policy implications also contribute to the meaning of our alternative causal generalizations. These connections are hard to miss in the *OECD Jobs Study* because the three alternative generalizations are listed with their associated policy orientations (OECD, 1994b, p. 27):

a)* “This view holds that the pace of technological change should be slowed”

b)* “Proponents of this view [...] support protectionism to curb what they see as social dumping”

c)* “The response would be to reduce the intensity of competition”

Rejecting the three alternative causal generalizations and accepting the claim $Inflex \leftrightarrow U$ is thus also connected to the rejection of these policy orientations. For instance, the OECD judges that reducing the intensity of competition (i.e., the third policy orientation) would be detrimental because it would “cut off economies from the forces that have always been the mainsprings of economic growth and betterment.” (OECD, 1994b, p. 29)

Let us recenter our discussion on $Inflex \leftrightarrow U$. The idea of flexibility is prevalent in economics. In thinking about the labor market, textbook economics is much about the notion of wage flexibility—i.e., the capacity of the price of labor to adjust to changes in demand or supply. For a student of economics, the idea of an inflexible labor market would immediately bring to mind some factors preventing the wage to adjust to its equilibrium value. The point here is that a lot of connections to abstract notions from what is known as ‘economic theory’ contribute to the meaning of $Inflex \leftrightarrow U$. Beyond the simple story about wage flexibility, a generalized notion of inflexibility connects to all the potential factors preventing structural unemployment to be as low as it could be—where “[s]tructural unemployment may be defined as that part of unemployment which is not
reversed by subsequent economic upturn” (OECD, 1994a, part I, p. 66). Note that structural unemployment is also an abstract notion, which has no straightforward referent.

Although all these abstract notions have no straightforward referents, they are nevertheless allowing a competent language user to determine evidential-base connections for $\text{Inflex} \rightarrow U$. To start with, accepting this claim makes one expect that different empirical proxies for the abstract notion of structural unemployment would be raising through time—something the OECD does not fail to report (OECD, 1994a, part I, p. 67-8). In addition, one would expect to detect modifications in the structure of labor markets that somewhat predate the rise in these empirical proxies of structural unemployment.

One part of the OECD Jobs Study, entitled “The Adjustment Potential of the Labour Market” (OECD, 1994a, part II), is exactly trying to detect these modifications. It covers a wide range of issues including “government-imposed barriers to greater aggregate and relative wage flexibility” (p. 52; e.g. minimum wage), geographic mobility, employment protection, training, unemployment benefits, and taxation. The meaning of ‘flexibility’ thus includes connections to these more specific concepts. ‘Flexibility’ is a structuring concept in that it allows one to inferentially articulate a host of labor-market dimensions as all being about ‘more or less flexibility’.

This articulation of labor-market dimensions around the concept of flexibility allows the inferential connections that we previously labeled ‘wide-narrow reinforcement’. The wide $\text{Inflex} \rightarrow U$ is indeed inferentially connected to narrower generalizations. The OECD is explicit about the structuring role of its wide generalization in the quest for narrower claims:

[T]he main thrust of the study was directed towards identifying the institutions, rules and regulations, and practices and policies which have weakened the capacity of OECD countries to adapt and to innovate, and to search for appropriate policy responses in all these areas. (OECD, 1994a, part I, p. vii)

Our second example of causal claim—i.e. more generous unemployment benefits cause higher unemployment or $B \rightarrow U$—comes at this point in the inferential network. It is the inflexibility claim transposed ‘one level down’ in that it focuses on one institution among others which play a role, according to the OECD, in the capacity to adapt of economies.

$\text{Inflex} \rightarrow U$ and $B \rightarrow U$ support each other. In one direction, the inflexibility claim contributes to the plausibility of the benefits claim be-
cause the latter is seen as a concretization of a more general lesson that one is endorsing. In the other direction, \( B \leftrightarrow U \) is also transferring some plausibility to the more general \( \text{Inflex} \leftrightarrow U \). This happens because the benefits claim has its own evidential-base connections. In particular, one would expect that countries with more generous benefits are also the ones with higher unemployment, and similarly that a country changing importantly the generosity of its benefits experiences in later years a change in unemployment in the right direction. The OECD interpreted the outcome of its empirical research and its survey of the existing literature as being roughly in line with these expectations: cross-country regressions give the expected sign of the key parameter for some specifications, and historical narratives for selected countries are compatible with the belief in a positive effect of benefits on unemployment (but with a long, and hard to predict, time lag; see OECD, 1994a, part 2, chap. 8).^42

The mutual reinforcement that we identify between \( \text{Inflex} \leftrightarrow U \) and \( B \leftrightarrow U \) also holds between the inflexibility claim and the other narrower generalizations that we do not discuss explicitly here—e.g. about minimum wage, hour flexibility, employment protection. The claim that inflexibility is the main cause of unemployment thus works as the keystone connecting all these generalizations, and therefore all these inferential connections constitute its meaning. The literature reflecting on the contribution of the OECD Jobs Study highlights this unifying function of the report. It presents the report as offering a ‘view’, a ‘perspective’, a ‘framework’, and even a ‘paradigm’ for unemployment research.\(^43\)

We are now left with the two types of inferential connections that are ‘inferentially downstream’ in comparison to \( \text{Inflex} \leftrightarrow U \) and \( B \leftrightarrow U \), and thus closer to language exit. We start with research implications and keep policy implications for the end.

Believing the generalizations has implications on the kind of research worthy of being pursued. The OECD Jobs Study fueled research on labor market institutions which were mainly focused on finding “rigidities”

\(^{42}\) The ‘roughly in line’ is important here. In 1994, the evidence was gappy and polyphonic. We cannot do justice to this complexity here. The interested reader is referred to OECD (1994a, part 2, chap. 8).

\(^{43}\) All these terms are, for instance, used in the (critical) volume of Howell (2005). The authors also talk about an ‘orthodoxy’, and make the connection with neoliberal ideology. It seems indeed correct to say that the inflexibility claim is also inferentially connected with even more abstract claims about the purported ‘efficiency’ of free markets. We will not go down this road in our non-exhaustive semantic analysis, and will leave for another time the inferentialist treatment of ‘ideology’.
For economists accepting the rigidity view, the main research issue is to increase the resolution of the picture by offering a finer analysis of various institutions and the types of rigidities that they generate. We can thus say that $\text{Inflex} \rightarrow U$ and $B \rightarrow U$ are inferentially connected to a whole framework about how to analyze labor markets. This framework suggests a direction for subsequent research.

While research implications are concerned with reforming the science, policy implications are about reforming the object of the science. In the *OECD Jobs Study*, causal generalizations play a pivotal role between the compilation of evidence and policy strategies. The structure of the *Study* hints at this role. It is made of two separate reports: a ‘scientific’ report, subtitled ‘Evidence and Explanations’ ([OECD](https://www.oecd.org) 1994a), which is explicitly presented as the evidential base for a policy-oriented report, subtitled ‘Facts, Analysis, Strategies’ ([OECD](https://www.oecd.org) 1994b). The transition from the first report to the second report is ostensibly done through the formulation of causal generalizations. Causal generalizations are meant to summarize what we know and point in the direction of what we can do. More specifically, the *Study* ends with nine broad recommendations, which are then subdivided in about 70 narrower statements. Only the first broad recommendation—about growth-enhancing and cycle-smoothing macro-economic policy—is not directly connected to the inflexibility claim. All the others are meant as ways to “enhance the ability to adjust and to adapt” ([OECD](https://www.oecd.org) 1994b, p. 43). Among them are recommendations targeting the generosity of unemployment benefits.

The policy output of the *Jobs Study* was holistic: the main thrust was to give a direction to the multitude of policy reforms to come. A decade later, the OECD gave a fair account of the status of the *Jobs Study*’s recommendations:

The general policy recommendations presented in this study provided an overall framework for reform which has come to be known as the ‘OECD Jobs Strategy’. ([OECD](https://www.oecd.org) 2006b, p. 24)

---

44 The two recommendations most directly concerned with unemployment benefits are:

- “Restrict UI benefit entitlements in countries where they are especially long to the period when job search is intense and rapid job-finding remains likely.

- Reduce after-tax replacement ratios where these are high, and review eligibility conditions where these require little previous employment history before drawing benefits.” ([OECD](https://www.oecd.org) 1994b, p. 48)
The OECD did not believe in the piecemeal efficacy of its recommendations—i.e. it was not claiming that implementing one of its recommendations in a single country would reduce unemployment in this country. The OECD’s real commitment was that, as policy makers started endorsing its “overall framework”, and as they came to act on it, unemployment would decline in OECD countries.

With our analysis of the research and policy implications of $\text{Inflex} \leftrightarrow U$, we reach the stage of language exit. These two types of implications made the OECD Jobs Study the kickoff of a vast policy-oriented research project, which was meant to adapt the broad strategy to the circumstances of each country:

The general Jobs Strategy framework was subsequently used to derive country-specific policy recommendations – tailored to the institutional, social and cultural characteristics of each member country – in the regular country reviews conducted by the Economic and Development Review Committee. (OECD 2006b, p. 24)

Indeed, the Jobs Study was followed one year later by a report subtitled ‘Implementing the Strategy’ (OECD 1995), which paved the way to a chapter entitled ‘Implementing the OECD Jobs Strategy’ in each country-specific report the next year. Each country thus received its own list of suggested reforms. The actual policy recommendations thus differed across countries, but they were at the same time clear instantiations of the ones in the OECD Jobs Study. It is also the case that, in reading the country-specific analyses, one cannot miss the framing role of the ‘rigidity view’. In going country-specific, the inferences of the OECD were profoundly guided by the framework set out in the 1994 report.

\begin{footnote}
45 Starting with the Italian version of the OECD Economic Surveys in January 1996 (OECD 1996a), each country got its own chapter. Some countries, e.g. France, had their chapter published only in 1997. The implementation of the recommendations was further monitored at a country level in later editions of the OECD Economic Surveys, and at the cross-country level in many publications (e.g. OECD 1998, 1999).

46 A fascinating implication of the rigidity view is that two countries which seemed to have fairly good unemployment performances were treated quite differently if one appeared ‘more rigid’ than the other. This contrast is stark when comparing the reports of the United States and of the Netherlands. These two countries had similar unemployment rates between 1993 and 1995 (averaging at 6.2%), rates which made other countries envious. However, the ‘flexible’ United States were offered a light medicine (eight narrow recommendations spanning only two of the nine broad recommendations, see OECD 1996c, p. 74) while the ‘rigid’ Netherlands had to act across
\end{footnote}
Figure 1.1: Simplified semantic network of the OECD’s main generalization
Figure 1.1 summarizes the inferential connections that we have discussed. According to inferentialism, the meaning of the claims \( \text{Inflex} \rightarrow U \) and \( B \rightarrow U \) is constituted by their inferential connections. We draw the inflexibility claim in the middle of the network and show the five types of propositions to which it is inferentially connected. We do not claim that these connections are exhaustive, and consequently do not believe that our analysis captures the entire meaning of the two generalizations on which we have focused. It should however be clear by now that these generalizations are meaningful in that they play a key role in an inferential practice. Someone might want to connect them, in the spirit of referentialism, to propositions about ‘what the world should be like for these sentences to be true’. But doing that would only amount to add an extra type of connections to an already rich inferential network.

1.4.3 Discussion

The reader must entertain many questions about our inferentialist analysis of causal generalizations. Inferentialism is in an early stage of development as a framework to analyze causal claims. This framework is promising, but still somewhat immature. In this subsection, we want to address three of what are probably the most pressing worries among readers.

First, the view that meaning is constituted by inferential connections might sound totally counterintuitive to some. Are we not committing a blatant category mistake in trying to locate the meaning of a sentence in the inferential network to which it participates? We think not. When it comes to the intuitiveness of a framework, inferentialism might hold the high ground against referentialism. We would speculate that the superiority of inferentialism with respect to intuitiveness would be challenged mainly by individuals trained in philosophy or linguistics; in other words, only by individuals with ‘trained intuitions’ for referentialism.

Think about the typical answer one would receive to the question: ‘What do you mean by this statement?’ For concreteness, say that the statement is our now familiar inflexibility claim. When you ask economists about the meaning of this inflexibility claim, typical answers are ‘it means that factors such as minimum wages and unemployment benefits are causing unemployment’, ‘it means that we should stop blaming the board according to the OECD (19 narrow recommendations subdivided into six classes, see OECD (1996b, p. 72-73).
developing countries’, ‘it means that an effective strategy to pull unemployment down is to reduce labor-market frictions’, and so on. For a referentialist semantics, all these answers are not going to the point; they do not directly tell us what the world should be like for the sentence to be true. To be sure, a proponent of a referentialist semantics might hope to recover the (referentialist) meaning of the claim by combining information from all these answers. But she has to grant that the answers are directly answering the semantic question as understood by an inferentialist semantics, and only indirectly, if at all, the referentialist variant of this question. In other words, if we ought to be blamed for thinking of meaning as being constituted by inferential connections, the layman (including the typical economist) is also to blame.

Second, we came to be critical of our referentialist procedure because it fails to rationalize the widespread practice of demanding and supplying causal generalizations in policy-oriented social science. Is this popular business really rendered reasonable by an inferentialist semantics? We have here to distinguish between the general practice of demanding and supplying causal generalizations, and a specific instance of this practice (e.g. the demand of the OECD ministers and the supply of the OECD Jobs Study). We consider that the general practice comes out clearly as reasonable. This practice is generally reasonable because causal generalizations, even though they might not have a clear referential relation, are highly valuable in that they structure our cognition—i.e. they help us extract salient elements from the ocean of data, connect elements that might seem unrelated to someone else, collect new elements in a systematic way, and form plans of action. Given that policy makers want tools to cope with the world, it is totally reasonable for them to ask for these great tools that are causal generalizations. What we called the high-value puzzle in section 1.3 is solved.

There is also no limited-clarification puzzle to begin with. It is not that the experts have a definite referentialist meaning for the generalizations that they utter, meaning that they simply omit to spell out for their target audience. In the case of the OECD Jobs Study, the experts are spelling out the meaning of their generalizations since they report the propositions from which they infer their generalizations, which additional propositions are inferred from these generalizations, and how generalizations relate to each other. In other words, the inferential network that we depict in figure 1.1 is taken directly from the report, it is not hidden.47

47 There is one interesting point that can be added here about meaning transmission. The inferential network depicted in figure 1.1 is the one of the economists who
While the general practice of demanding and supplying generalizations appears reasonable from the perspective of an inferentialist semantics, it would be problematic if no *instance* of this practice could be *unreasonably* from this perspective. This is the third and last worry we want to address: Are we not losing the prescriptive dimension of a semantic analysis by turning to inferentialism? Remember that the recent literature on the semantics of causality has the explicit goals—exemplified by Woodward in the introduction to this chapter—not only of determining the meaning of causal claims, but also of making recommendations about the practice of causal reasoning. The worry is that we have to give up this last goal if we endorse an inferentialist semantics.

Our semantic analysis of the *OECD Jobs Study* in the previous subsection self-consciously avoided assessment, but there is certainly room for it. In fact, what scientists do daily in questioning specific causal generalizations can serve as a template for how we can combine an inferentialist semantics with an evaluative stance. Although the meaning of $X \rightarrow Y$ is given by its inferential connections, it might be that some claims that are connected to $X \rightarrow Y$ should be rejected, or that some of the inferential connections one is actually disposed to make are not justified. We already saw arguments of the first type being used by the OECD to reject the three alternative principal-cause generalizations. For example, the policy recommendation to reduce the intensity of competition was rejected, which in turn contributed to the rejection of the claim ‘the principal cause of high unemployment is the high intensity of competition’. Arguments of the second type—about rejecting a connection—are also widespread. They have, for instance, been used *against* the OECD’s generalizations. It has been argued that the cross-country correlations that the OECD was reporting in 1994 are so weak and unstable that they can hardly be linked to the OECD’s generalizations by an evidential-base connection ([Baker et al., 2005](#)). Furthermore, the OECD recognized later that its inference from its main causal generalization to policies emphasizing deregulation of the labor market was not sound, since ‘flexibility’ might also be achieved through wise regulation instead of deregulation ([OECD](#)).

It is not certain that the exact same network is shared by the audience of the report. But full meaning preservation is not necessary for the practice of demanding and supplying generalizations to be reasonable. One would expect that, given the policy-oriented nature of the exercise, what must be transmitted with little distortion are the policy implications of the generalizations, and that an accurate transmission of the evidential-base connections is less important. The numerous summaries of the *Jobs Study*—for the press, for policy makers, and so on—are exactly emphasizing the policy implications of the principal-cause claim.
We can join scientists in evaluating generalizations on these grounds. There is no reason to think that an inferentialist semantics will restrain us in this task. It is even to be expected that such a semantics will contribute to a more principled assessment of generalizations. By turning the spotlight to the set of inferential connections, an inferentialist semantics should help us spot the weak points in the network.

1.5 Conclusion

The main lesson that we draw from this chapter is that the semantic analysis of causal generalizations in policy-oriented social sciences must recognize that the meaning of these statements is not a property of each of them taken in isolation, but a property of them as units in an inferential practice. The inadequacy of a referentialist semantics stems from its focus on a single word-world connection. An inferentialist semantics, in contrast, opens our eyes to the central roles played by causal generalizations in our cognition. These roles are what make these utterances meaningful, and what makes them valuable.

In the case of the OECD Jobs Study, the inflexibility claim (re)structured the thinking patterns of communities dedicated to studying and intervening on labor markets. To the extent that we judge such a structuring role to be valuable—not necessarily in the OECD case but in general—we should worry about a too strict devotion to a referentialist semantics. By trying to speak more meaningfully, we might end up impoverishing our language and, in consequence, our cognition.
Part II

Epistemology
Preliminaries

We, humans, are terrific hypothesis generators. Some maintain that business cycles are caused by fractional reserve banking; others that the protestant ethic caused the rise of capitalism; and yet others that the inflexibility of labor markets is the principal cause of high unemployment. Scientific methodology promises to provide ways to select among this ocean of hypotheses, to guide us in accepting and rejecting claims.

Scientific methodology is partly about evidence, about its assessment and its generation. The notion of evidence is polysemic.[48] For my purposes, evidence can be broadly defined as a reason to believe or disbelieve a hypothesis. Evidence is thus always evidence for or against a hypothesis. It improves or degrades the reasonableness of accepting a hypothesis.

A great part of our social life is about providing or requesting reasons for the claims we, or others, put forward. A condition of possibility of this practice is the conviction that not anything can count as a reason. The fact that Yvan Dupin is mad about football is no evidence for the hypothesis that my computer will survive a few more hours; there is no way that Dupin’s taste will make beliefs about my machine’s longevity more or less reasonable. If everything could count as evidence for a hypothesis, providing or requesting reasons would be a strange ritual indeed. This practice would not have the meaning that it has in our social life.

Although we are convinced that not anything can count as evidence, it is often not transparent what does count as evidence for a given claim. It is even harder to judge the strength of a reason. Take the weather forecast in 3 days from now: one website announces 5 millimeters of rain on Rotterdam. Should I have already canceled my barbecue? It is extremely hard to tell from my non-expert position whether the forecast is a strong reason to believe that it will actually rain on that day. As a consumer of weather reports, I have been totally unimpressed by the performance

[48] For general discussions of the notion, see Achinstein (2005); Kelly (2008); Reiss (2011a).
of 3-day-ahead forecasting in Holland, but others have different opinions. I have even been declared unreasonably pessimistic about the reliability of weather forecasting. In other words, I might have no strong reason to consider 3-day-ahead forecasting to be an extremely weak reason for believing anything about the actual weather in 3 days. This colloquial example shows that, in the practice of providing and requesting reasons, there is also an exchange of reasons for our claims about (strength of) evidential connection—reasons for reason, or second-order reasons. If pressed, for instance, to provide reasons for my limited trust in weather reports, I would say that it often happened that 3-day-ahead forecasts were radically off target. Someone might reply that my memory is selective, that I only remember the failures. And the exchange of reasons could go on.

The literature concerned with scientific methodology contributes to the exchange of second-order reasons. For instance, someone versed in the methodology of weather forecasting could no doubt inform me about the past reliability of 3-day-ahead forecasting. She might even give me a confidence (or credible) interval for the amount of rain and provide the assumptions used in the construction of this interval. More generally, scientific methodology attempts to systematize our assessment of evidence and evidential strength. It gives us guidelines to make our conversation on second-order reasons more systematic and less prejudiced. A corollary of this quest for a more principled assessment of evidence is that the literature on scientific methodology has developed new methods to generate evidence, from controlled experiments to econometrics. Once we have a better idea of the properties needed for evidence to be a strong reason for or against a hypothesis, we can design methods likely to generate evidence with these properties.

In this dual task of assessing evidence and generating evidential methods, the literature on scientific methodology has typically focused on single methods. We thus have a good understanding of, e.g., the conditions for a randomized controlled trial to give an accurate estimate of the average causal effect of a specific treatment for a given population, and the conditions for the parameter estimates of an ordinary least squares (OLS) regression to be unbiased. There has been considerably less attention given to the issue of evidential strength when multiple evidential elements are combined.\footnote{One notable exception is the literature on meta-analysis, but this method is still limited to evidential elements which are much alike, i.e., outcomes of statistical research typically based on RCTs\cite{Stegenga2011}.} In this part of my thesis, I contribute to redress-
ing this imbalance. I make a few steps toward a better methodological understanding of evidential variety.

Chapters 2 and 3 are attempts to put evidential variety on the methodological agenda. Chapter 2 is primarily addressed to economists and economic methodologists. It argues that, although the methodological discussion is focused on single-method assessment, practicing scientists sometimes—and perhaps most of the time—have to jointly draw on multiple methods to gather strong evidence for or against a hypothesis. The necessity of multiplying the sources of evidence comes from the fact that the reliability of each available source is open to doubt. Relying on a single source would thus not supply compelling evidential support for any hypothesis. The reliance on multiple sources raises an epistemic question: How ought we to assess the evidential strength of a diverse body of evidence?

Chapter 3 is targeted at philosophers of causality. It claims that the quest for evidential variety has been misinterpreted as having implications for the semantics (and the metaphysics) of causality. I rather argue that this quest is a consequence of the epistemic situation in which many scientists find themselves: collecting evidence from multiple sources is a reasonable strategy when we face uncertainty regarding the reliability of each source. There is no reason to interpret this strategy as having implications for the meaning of causal claims.

The reader will note that there are significant overlaps between chapters 2 and 3. They however focus on different elements, in part because they have different target audiences and are published in different venues.

Chapter 4 analyzes the notion of evidential variety in a Bayesian framework. This framework attempts to capture in a mathematically tractable way our intuitive ideas about evidence and hypotheses. It postulates that degrees of belief in a hypothesis are probabilities. If we denote a hypothesis by \( h \), the degree of belief in this hypothesis is thus \( P(h) \). The evidential relation is captured by conditional probabilities: evidential element \( e \) is evidence for hypothesis \( h \) if, and only if,

\[
P(h|e) > P(h).
\]

In words, the degree of belief in the hypothesis is higher if the evidential element is known. There are multiple proposals to capture the notion of evidential strength (Hartmann and Sprenger, 2011). For instance, the ‘difference measure’ takes the difference between the two probabilities used in formula (1.7):

\[
d(h, e) = P(h|e) - P(h)
\]
The bigger this difference, the higher the evidential strength of \( e \) for \( h \). It is with simple formulas like (1.7) and (1.8) that Bayesian epistemology specifies key ideas like being a reason for a hypothesis, and the strength of this reason.

I said earlier that our social practice of providing and requesting reasons is founded on the belief that not anything can count as a reason for a hypothesis. If we were free to postulate any value (between 0 and 1) for \( P(h|e) \) and \( P(h) \), Bayesian epistemology would not be compelling. This framework does however constrain the assignment of values, and thus it coheres with our belief that not anything can count as a reason. To be sure, most variants of Bayesian epistemology do not go as far as fully determining these values. They only require that probability assignments are consistent in that they must respect the axioms of probability theory (Howson, 1997). One consequence of these axioms is Bayes’ theorem:

\[
P(h|e) = \frac{P(h)}{P(h) + P(\neg h) \frac{P(e|\neg h)}{P(e|h)}} \quad \text{(1.9)}
\]

which is here presented in the likelihood-ratio form. Note that a corollary of the axioms of probability theory is that \( P(\neg h) = 1 - P(h) \).

Bayes’ theorem connects the prior belief in a hypothesis, \( P(h) \), to the belief in the hypothesis given the evidential element, \( P(h|e) \). The theorem relates these two probabilities through the likelihood ratio \( P(e|\neg h)/P(e|h) \); the higher this ratio, the lower the strength of \( e \) as a reason for \( h \). The likelihood ratio captures the relation between two beliefs: (i) how likely the evidence is given that the hypothesis is not the case, (ii) how likely the evidence is given that the hypothesis is the case. Equation (1.9) says that, for a fixed prior belief in the hypothesis, the evidential strength of \( e \) for this hypothesis increases when (i) \( e \) is less likely when the hypothesis is not the case, and (ii) \( e \) is more likely when the hypothesis is the case.

Bayesian epistemology promises to help us better understand evidential variety. When one relies on multiple sources of evidence, the strength of the resulting body of evidence is hard to assess. When it is hard to analyze a situation because of its complexity, scientists typically construct models. It is exactly what I propose to do for epistemological questions concerning evidential variety. Indeed, the probability calculus can help

---

50 *Objective* Bayesianism can go as far as giving rules that fully determine probabilities, but I will not go down this road.

51 I see my project as following Paul Horwich’s (1998) program of “therapeutic
us track the conditions on which evidential strength hinges. In chapter 4, I focus on the claim that a condition of independence must hold among the sources of evidence. Relying on and extending the work of Luc Bovens and Stephan Hartmann (2003), I give an interpretation of independence as *reliability independence*, and show that the evidential implications of independence are less straightforward than is typically believed.

This part is a contribution to the methodological understanding of evidential variety. I have to say that this contribution is limited in comparison with the richness of the topic. Since it seems obvious to me that evidential variety and its challenges are central to the practice of science, I do think that my small steps are steps in the right direction.

---

Bayesianism” and as answering Stephan Hartmann’s (2008) call for more modeling in philosophy of science.
Chapter 2

Evidential Variety as a Source of Credibility for Causal Inference: Beyond Sharp Designs and Structural Models

2.1 Introduction

Economists do not agree on the best approach to causal inference. The main divide is between the ‘experimentalist school’—what will henceforth be labeled the ‘design-based approach’ (Angrist and Pischke, 2010; Imbens, 2010)—and the structural approach (with James Heckman (2005, 2008) as its main contemporary proponent). The tone of the debate rose in 2010 with the publication of special issues in the Journal of Economic Perspectives and the Journal of Economic Literature, one participant going as far as writing that “[f]ew topics in economics evoke more passion than discussions about the correct way to do empirical policy analysis” (Heckman, 2010, p. 356).


1See the Symposium ‘Con out of Economics’ in the Journal of Economic Perspectives (Vol. 24, No. 2) and the ‘Forum on the Estimation of Treatment Effects’ in the Journal of Economic Literature (Vol. 48, No. 2).
Although the two approaches are not mutually exclusive—indeed, most if not all protagonists in the debate argue for a possible reconciliation (see, especially, Heckman, 2010; Imbens, 2010; Nevo and Whinston, 2010; Stock, 2010)—they offer different answers to the question ‘What makes a causal inference credible?’ The design-based approach points to sharp study designs—randomized controlled trials (RCTs) or natural experiments—while the structural approach argues that one should rely on structural models informed by economic theory.

Are these two approaches exhausting the possibilities? Certainly not. I will argue that evidential variety must also be recognized as being part of the toolbox of the applied economist. I understand evidential variety narrowly as the outcome of using multiple means of determination to estimate a property of interest. If the different means of determination give similar estimates—i.e. if we have concordant evidence—the result is said to exhibit ‘measurement robustness’, which is one type of robustness in the typology offered by James Woodward (2006). Evidential variety as discussed here is thus a specific subset of what William Wimsatt (2007b) called ‘robustness analysis’. Most importantly, it should not be conflated with sensitivity analysis, a procedure often invoked in economics (Leamer, 1983) but of dubious epistemic value (see Hoover and Perez, 2004; Aldrich, 2006; Woodward, 2006).

Relying on evidential variety is compatible with employing the other tools—sharp designs or structural models—but it is particularly relevant when the other tools are not directly applicable to the causal question.

2 There are certainly other elements in the toolbox which will not be discussed here. To start with, we must recognize that approaches to causal inference are not exhausted by the design-based and the structural approaches even though the recent exchanges in the Journal of Economic Perspectives and the Journal of Economic Literature might give this impression. For a more inclusive typology, see Hoover (2008).

3 “[I]n sensitivity analysis a single fixed body of data D is employed and then varying assumptions are considered which are inconsistent with each other to see what follows about some result of interest under each of the assumptions.” (Woodward, 2006, pp. 234-5) In contrast, measurement robustness comes from varying the measurement procedures—for instance, using Brownian motion, alpha radiation and helium production in the case of the measurement of Avogadro’s number discussed later. Each measurement procedure draws on its own observations and produces its own body of data. Furthermore, the assumptions used to derive results from these measurement procedures are typically consistent with each other, at least we hope so. In Woodward’s typology, measurement robustness is also distinguished from causal robustness and derivational robustness. The latter has been used recently to analyze theoretical models in economics (Kuorikoski et al., 2010) it is related to a wider literature including Levins (1966) Orzack and Sober (1993) Weisberg (2006).
under study. My argument is not only that evidential variety might be used but also that it is already in use. To make this point, the chapter draws on a concrete example introduced in the next section: research on the institutional causes of the aggregate unemployment rate. Section 2.3 presents the design-based and the structural approaches together with their recognized limitations. I then raise some doubts about the applicability of these approaches to a class of macro-level causal questions (section 2.4). It appears that their limitations might often be binding for this class of questions. In section 2.5, the literature on the institutional determinants of aggregate unemployment is analyzed as a case of evidential variety. In the conclusion, I come back to the main lesson: sharp designs, structural models, evidential variety, these are elements in our toolbox which might be conducive or not to credible inference—alone or in conjunction—depending on the epistemic context.

2.2 A concrete inferential problem: institutional causes of unemployment

The long-run unemployment performance of countries varies dramatically: over the last 10 years for instance, the mean unemployment rate in the Netherlands has been 3.5% while it has been 8.9% in France. Policymakers have control over many dimensions of the labor market—e.g. minimum wage rates, unemployment insurance, and layoff restrictions. A natural question is thus: What is the effect of playing with these different levers (henceforth Inst) on the aggregate unemployment performance (U)? Let me only focus on the qualitative effect. For example, does the level of unemployment benefits have a positive, negative or null causal effect on the aggregate unemployment rate?

It turns out that economists specializing on the causes of aggregate unemployment agree on the answer to many of these qualitative causal questions. In other words, the evidence amassed lends credibility to one answer according to the specialists. How was this credibility achieved? Was it in line with the methodological prescriptions of the design-based

\footnote{The ‘long-run’ qualifier is added to distinguish between fluctuations of aggregate unemployment with the business cycle and the general level of aggregate unemployment through the cycle. It is an established fact that unemployment increases in economic downturns but some countries have systematically lower unemployment rates than others whenever one makes the comparison. Another label for long-run unemployment is structural unemployment which is contrasted to cyclical unemployment.}
approach or the structural approach? I will argue that, to make sense of cases like this one, we have to make room for a third source of credibility, namely evidential variety.

A few comments are in order before turning to the sources of credibility, especially to disambiguate the causal questions under consideration. But first, a comment about credibility itself. The fact of consensus in the relevant scientific community is not taken to imply the truth of the causal claim. The history of science is replete with examples of false propositions, which appeared to be credible to all specialists at the time. Fortunately, the debate between the design-based and the structural approaches is over the sources of credibility. Consensus in the unemployment example can thus be interpreted only as a credibility achievement without committing oneself to assert the truth of the consensual answers.

Second, about the level of the causal claims in the unemployment example. They relate macro-level properties. Unemployment can be a property of an individual—i.e. a member of the labor force is either employed or unemployed at any point. I look instead at the macro-level property: for each economy, a fraction of the labor force is unemployed at a given time. The same distinction applies to the policy levers: I focus on Inst as being rules of an entire economy. The fact that both causal relata are at the macro-level is important to the present argument. Indeed, it will be argued that one should not assume that the design-based and the structural approaches are applicable to all macro-level causal questions.

Third, about the meaning of causation. As I argue in chapter, devising an appropriate semantic analysis of the causal claims in the literature on aggregate unemployment is no trivial task. It seems, in particular, that at least some causal claims require an inferentialist analysis. In contrast, the main proponents of the design-based and the structural approaches explicitly endorse a referentialist semantics. More specifically, they put forward variants of the manipulationist-counterfactual account of causality, which was already discussed in section 1.2 (see also p. 11 of

---

5 A subset of the employed can also be labeled as underemployed—workers having an involuntary part-time job or being overeducated for their current job. Similarly, a subset of individuals officially out of the labor force are closer to potential workers than the rest of the inactive (e.g. they are willing to work but not currently searching). While I stick in the body of the text to the main division between employed and unemployed, one might think that a more comprehensive typology including the underemployed and the discouraged job-seekers is preferable (for well-informed policy decisions for instance). I don’t think that my methodological point hinges on this choice. For a discussion of the complex definition of ‘unemployed’, the reader is referred to subsection 1.2.1.
the introduction)\textsuperscript{6} Since my methodological point in this chapter does not require an inferentialist semantics, I follow the design-based and structural approaches in their manipulationist-counterfactual analysis. For our example of policy claims, saying that \textit{Inst} has a positive effect on \textit{U} is thus interpreted to mean that if \textit{Inst} was higher due to some manipulation \textit{just in the right way}, \textit{U} would be higher than it would otherwise have been\textsuperscript{7}.

My last comment regards the strictness of the causal claim associating \textit{Inst} to \textit{U} (under a referentialist analysis). Should we understand it as an assertion that, in each and every country in the population of interest (e.g. high-income economies), the causal relationship holds as stated, or is it the weaker assertion that, because of causal heterogeneity, the stated causal relationship holds only \textit{on average} in this population? Causal heterogeneity is, for instance, a plausible assumption for claims about the causal effect of a drug on individuals—e.g. by saying that a certain dose of aspirin reduces headache for humans, one can leave open the possibility that some individuals do not respond to the drug. Similarly, and as argued above in section \textsuperscript{[1.2.3]}, causal heterogeneity is most plausible for claims about the institutional determinants of the unemployment rate. Consequently, the causal claims about unemployment will be interpreted here as ‘average effect’ claims that are obviously strictly weaker than ‘homogeneous effect’ claims\textsuperscript{8}.

\textsuperscript{6} Advocates of sharp designs endorse the potential outcome framework (Holland, 1986; also called the Rubin Causal Model) and Heckman opts for a semantics of manipulation of external inputs to a causal structure (Heckman and Vytlacil, 2007, sec. 4).

\textsuperscript{7} Variants of the manipulationist-counterfactual account spell out differently the conditions for the manipulation to be just in the right way. These details are not relevant to the present argument.

\textsuperscript{8} The reader should note that the set of inferences one can draw from average claims is quite smaller than that for homogeneous ones—e.g. you are not entitled to assert that an intervention \textit{in a specific country} will have this effect. This point is important for not overstating the degree of consensus among specialists. Even if many qualitative, average causal effects were consensual, there might well be a lot of disagreement over policy claims for a given country. Note also that if we take the averaging seriously, the truth of the causal claim does not even ensure that we will \textit{most of the time} accurately capture the direction of the effect of intervening in a country picked at random. Knowing the median causal effect will do that but not the average effect if we cannot rule out that the distribution is skewed.
2.3 Two conflicting approaches

Say we want to investigate whether some policy variables—level and duration of unemployment benefits, strictness of employment protection legislation and so on—have a qualitative causal effect on the aggregate unemployment rate. In search of some methodological guidance, we might turn to the current debate in the econometrics of causal estimation. There we find two rather disjoint sets of recommendations: one from the design-based approach and the other from the structural approach. The debate between these approaches is framed around the question of the sources of credibility.

2.3.1 The design-based approach

This approach is tailored to deal with a fundamental challenge for causal inference: the problem of confounding. Figure 2.1 uses a causal graph to present one typical case of confounding. In a causal graph like this, all nodes are variables; a solid circle (for $X$ and $Y$) represents an observed variable while a hollow circle (for $C$) means that the variable is unobserved. The directed edges—for instance, $X$ to $Y$—mean that the variable at the origin of the arrow causes the terminal variable—$X$ causes $Y$. Say now that, in our data, we observe an association between variables $X$ and $Y$. We would like to interpret this association as capturing the causal effect from $X$ to $Y$ but, given the causal graph of Figure 2.1.

---

9 See footnote 1.

10 Other labels are available but the distinction between design-based and structural has the advantages of (i) capturing the main divide and (ii) not insinuating that one of the two is better than the other. Other distinctions which do not have these advantages include Heckman’s (2005) statistical versus scientific, Heckman’s (2008) statistical versus econometric, Imbens’ (2010) causal versus structural.

11 To be precise, proponents of the design-based approach make a disproportionate use of the term credibility. It is far from a new trend to criticize the structural approach for its allegedly “incredible identification” restrictions (Sims 1980). Contemporary advocates of the design-based approach draw again on this criticism by announcing a “credibility revolution” (Angrist and Pischke 2010). Defenders of the structural approach will not capitulate easily and their reply, even if expressed in different ways, can be reconstructed in terms of credibility: while the design-based approach does credibly identify specific causal effects, credible policy analysis will typically require an explicit reliance on economic theory (see, e.g. Keane 2010 Nevo and Whinston 2010). Heckman 2010).

12 See Morgan and Winship (2007, chap. 3) for an introduction to this tool applied to the social sciences; the two standard references on causal graphs are Spirtes et al. (2000) and Pearl (2009).
the observed association is produced both by the causal effect of interest and by the causal relationships that $C$ has with $X$ and $Y$. The challenge for causal inference is thus to find credible ways to rule out that the association we would like to interpret as causal is not produced by such an unobserved $C$.

The design-based approach locates the main source of credibility of a causal inference in the process that generated the data. It starts from the following observation: “The most credible and influential research designs use random assignment” (Angrist and Pischke, 2008, p. 11). A causal claim made on the basis of a randomized controlled trial (RCT) is credible because of the fact that effective randomization takes care of systematic sources of confounding. If one has a binary variable $X = \{x_0, x_1\}$, assigning units randomly to $x_0$ or $x_1$ ensures that the units treated with $x_1$ will not systematically—they might do so by chance—share prior characteristics that units treated with $x_0$ lack. The units treated with $x_1$ are not caused to have this value by confounding factors like $C$, but by the experimenter setting them to this value. The average difference in outcome $Y$ between the group treated with $x_1$ and the one treated with $x_0$ can thus be imputed to the causal effect of $X$—again with sampling error.

It is important to be precise about the causal effect which is directly supported by a RCT; it is an average causal effect for a specific population of units resulting from changing the cause variable from one value to the other. If units are causally heterogeneous—if they respond differently to treatments—the average claim is not transferable to the unit-level causal effect (see the aspirin example above). Similarly, claiming that the average causal effect is similar in other populations or for different values of the causal variable requires further assumptions. These caveats regarding the precise interpretation of the causal claim directly supported by a RCT are important for the discussion in the following sections.

The observation that random assignment lends a high degree of credibility to causal inference—infereince to a specific but well-defined causal effect—leads proponents of the design-based approach to their first metho-
ological recommendation: one should attempt to answer causal questions by designing, if feasible, RCTs. And indeed, the rise to prominence of the design-based approach in the last twenty years is associated with a significant increase of randomized experiments in some field of economics—especially in development economics but also to some extent in labor economics (Imbens and Wooldridge, 2009, sec. 4).

The design-based approach also has something to say when randomized experiments are not feasible:

But experiments are time consuming, expensive, and may not always be practical. It’s difficult to imagine a randomized trial to evaluate the effect of immigrants on the economy of the host country. However, human institutions or the forces of nature can step into the breach with informative natural or quasi-experiments. (Angrist and Pischke, 2010, p. 4)

The idea of natural experiments is that the researcher can have access to data generated by a process akin to random assignment without being the one performing the assignment; randomization is done by institutions or by Nature—e.g. families randomly receive a voucher in the mail to partly pay for private school (see Morgan and Winship, 2007, chap. 7). The econometrics associated to natural experiments are instrumental variables, regression discontinuity and difference-in-difference methods (Angrist and Pischke, 2008; Imbens and Wooldridge, 2009, sec. 6.3-6.5). In studies relying on these methods, the case for the validity of the design hinges on a “credibly exogenous source of variation” (Angrist and Pischke, 2010, p. 16). The second methodological recommendation of the design-based approach is thus to focus energy on finding study designs for which the ‘as-good-as-randomly-assigned’ assumption (Angrist and Pischke, 2010 p. 12) plausibly holds.

Again, one has to carefully specify the causal effect identified by a natural experiment—the local average treatment effect (LATE) in the

---

13 These techniques are not solely associated to the design-based approach. Instrumental variable, for instance, is also extensively used in the estimation of structural models.

14 LATE is ‘local’ in the sense that it identifies the average treatment effect for a specific subpopulation, i.e. the units induced by the instrument to change their treatment status. One can equate LATE to the population average treatment effect only under the rather restrictive assumption that the subpopulation is a representative sample of the general population. Note that, on top of the usual exclusion restrictions for instrumental variables, LATE requires the monotonicity assumption (Imbens and Angrist, 1994, p. 469): the instrument must not have a positive effect on the probability
2. Evidential Variety as a Source of Credibility

The case of instrumental variable (see Imbens and Angrist 1994 for the original derivation; for a discussion, see Morgan and Winship 2007, chap. 7). But the main point is that the credibility of the causal inference comes directly from properties of the study design. Persuasive arguments about the design are the key to credible inference.

The major limitation of the design-based approach is that actual and natural experiments are not forthcoming for all causal questions. Both because of cost and feasibility, only a small subset of causal questions of interest will be answered by RCTs in the foreseeable future. The scope of natural experiments is also limited. Even the most optimistic will not dare to claim that the exclusion restrictions necessary for valid instruments are easily achieved.

2.3.2 The structural approach

The critics of the design-based approach emphasize the limitation just outlined: “I am not entirely certain what credibility means, but it is surely undermined if the parameter being estimated is not what we want to know” (Deaton 2010, p. 430). Critics are willing to concede that controlled or natural experiments lead to credible inference for some causal questions but they add that these study designs will not necessarily (and indeed usually) be available to answer the causal question of interest. For the proponents of the structural approach, structural models have to be brought in to widen the scope of answerable causal questions.

The structural approach—championed by James Heckman (2000, 2005, 2008) among others—has a long history. It is a direct heritage of the econometrics of the Cowles Commission (Koopmans, 1950; Hood and Koopmans, 1953). The structural approach proposes its own solution to the problem of confounding: using economic theory to model the causal structure relevant to our question of interest. The estimation procedure is meant to recover the structural parameters of the model, which, in turn, can serve to answer a multitude of causal questions.

In recent times—and especially in the work of Heckman—the structural approach has put special emphasis on modeling the potential source of confounding due to self-selection of units in different treatments. For of being treated for a portion of the population and a negative effect on another portion. It must either affect positively all units (i.e. no defier) or affects them negatively (no complier).

15 The design-based approach has an even longer history (outside economics) since it can be traced back to the work of statisticians like R.A. Fisher (1935).
instance, if one wants to learn the average causal effect of private versus public schooling on test scores of students in a given population, the average difference in test scores between the two types of school will typically be a bad indicator of this causal effect. The reason is that students (or most often their parents) have chosen their school and the reasons of their choice are plausibly not independent of the reasons why they perform better or worse with respect to test scores—e.g. more educated parents might be more likely to both send their children to private school and help them with their studies. It is thus likely that there are some confounding factors like $C$ in figure 2.1 which cause both school type and test scores. Since confounding is likely to come from the fact that individuals choose, the proponents of the structural approach argue that the help of economic theory—which is in big part a formal apparatus to model choice—is to be welcomed.

A good economic model of a situation together with unbiased estimates of the parameters of this model—an outcome which is clearly difficult to achieve—amounts to an extremely powerful tool for causal reasoning. It is not limited to the small set of causal questions that can be directly answered by the design-based approach. The methodological recommendation of the structural approach is thus to base causal analysis on explicit economic models.

The limitation of the structural approach comes from its reliance on a set of identifying restrictions, which are said to be legitimated by economic theory. A structural model which is deemed flawed will lead only to incredible causal inference. In fact, the rising popularity of the design-based approach in the last 20 years is in great part due to a suspicion regarding structural models. The design-based approach promises credible causal inference with as little as possible reliance on doubtful theory: “In a design-based framework, economic theory helps us understand the picture that emerges from a constellation of empirical findings, but does not help us paint that picture” (Angrist and Pischke [2010], p. 23). In turn, the defenders of the structural approach claim that advances in theory and in its empirical implementation make the structural approach more credible than perhaps before.

Before assessing whether the methodological recommendations of these

---

16 One can doubt that ‘economic theory’ is (principally) supplying the assumptions. It seems that a priori guessing and statistical conventions are playing a large role. Since my argument does not hinge on the relative importance of these other sources of restrictions, I stick to the main narrative of the structural approach which is ‘we need the support of economic theory to be successful in our causal inquiries’.
two approaches apply to the research on the causal effects of specific labor market institutions on the aggregate unemployment rate, I must note that one should not overstress the divide between the two approaches. In fact, the participants in the debate point to a potential reconciliation. The simple idea expressed by them is that the expertise of the design-based approach in finding exogenous sources of variation can be used to identify structural parameters, which can then be of help in answering a diversity of causal questions. The extent to which this avenue can lead to a fusion of the two approaches does not matter to my current argument.

2.4 Initial doubts about the applicability to macro-level questions

The methodological recommendations of the design-based and structural approaches are meant to apply both to microeconomics and to macroeconomics. The empirical successes of the design-based approach are by and large microeconomic but explain this imbalance by the failure of ‘theory-centric’ macroeconomists to embrace their approach. Similarly, the econometric work of Heckman in the last decade has been mainly microeconomic but he continues to press that “[t]he agent can be a household, a patient, a firm, or a country” (Heckman, 2008, p. 5, emphasis added).

There are reasons to doubt that these methodological recommendations are easily transferable to (at least) a subset of macro-level causal questions. The doubts arise because the epistemic context of these questions is plausibly such that the two general limitations of the approaches—no access to sharp designs and no well-established theory—are binding.

Before explaining why these limitations will more often be binding, let me note that I have in mind a specific subset of macro-level causal

---

17 This union comes from the widespread need in structural econometrics (acknowledged above in footnote 13) to use instrumental variables to identify the key parameters.

18 Heckman (2010, p. 358fn) writes: “For brevity, in this paper my emphasis is on microeconometric approaches. There are parallel developments and dichotomies in the macroeconomic time series and policy evaluation literatures. See Heckman (2000) for a discussion of that literature.” At play here is the assumption that the lesson learnt from microeconometrics can easily be transferred to the macro-level. The approaches discussed in Heckman (2000) are vector autoregression (VAR), structural estimation using dynamic stochastic general equilibrium (DSGE) models, calibration, sensitivity analysis and natural experiments.
questions which is a transposition from the individual level to the country level of the types of questions considered by the design-based and the structural approaches. These approaches typically ask ‘What is, for an agent, the effect on outcome \( Y \) of doing \( x_1 \) instead of \( x_0 \).’ Since an agent is usually observed in only one state, either \( x_1 \) or \( x_0 \)—i.e. the famous evaluation problem—the question is shifted from the individual effect to a population analogue—e.g. the average treatment effect. As the quotation from Heckman in the beginning of this section suggests, one can take the agent as referring to a human individual but the agent can also be a country. I am thus considering a class of macro-level questions about causal relationships for a population of countries—e.g. developed economies.\(^{19}\)

While this class of questions is part of economics—it is especially dear to international research institutions like the OECD—macroeconomics is more commonly about country-specific causal relations. This research typically relies on time series analysis and, when its goal is causal inference, its causal claims are, strictly speaking, only relevant to the country under study. Obviously, one can wish to extrapolate country-specific results to the whole population but let us leave this idea aside until we get to evidential variety. For now, the reader should keep in mind the peculiarity of the class of macro-level questions on which I want to focus.

### 2.4.1 Sharp designs?

Most discussants of the Angrist-Pischke paper express scepticism regarding the applicability of the design-based approach to macroeconomics: “What the essay says about macroeconomics is mainly nonsense” (Sims, 2010, p. 59; see also Leamer, 2010, p. 44; Stock, 2010, pp. 89-92). Guido Imbens (2010, p. 401), a proponent of the design-based approach, also doubts that macroeconomics could greatly benefit from turning to experiments. These claims are made for the whole of macroeconomics but they seem to apply a fortiori to my class of questions.

Widespread use of randomized controlled experiments at the macro-level is implausible. To establish an average causal effect at the country level would require taking a representative sample of countries and to randomly allocate these countries to either treatment or control group. For instance, the contrast could be a system of generous unemployment

---

\(^{19}\) Another example in this class is the famous question of the institutional causes of long-run growth (for a methodological discussion of the economic literature on this question, see Kincaid, 2009). Other examples abound.
benefits versus a system of low benefits. Needless to say, sovereignty concerns are likely to block such proposals. Nevertheless, RCTs might still be run for some macro-level causal issues belonging to my class of questions. For instance, since donor countries often control international aid, the average effectiveness of aid could be assessed by randomizing the funds across recipient countries. Obviously, humanitarian concerns might replace sovereignty issues here. In any case, the point is that extensive use of macro-level RCTs is implausible. ‘Run RCTs’ is thus not so helpful as a methodological recommendation when dealing with macro-level causal questions.

The situation is similar for natural experiments. It is surely not altogether impossible to find valid instrumental variables to answer macro-level questions but one should not have too high expectations. If one focuses first on the country-specific causal effect of some institutional change, the core problem is the endogeneity of policy choices:

'It is hard to imagine a real-world quasi-experiment in which a central bank changed its monetary policy rule for reasons not rooted in prior macroeconomic conditions and expectations of macroeconomic benefits that would flow from the change. (Stock, 2010, p. 91)

For a natural experiment, one would need to find some source of variation in the policy variable, which is unrelated to potential benefits. Again, the possibility of finding such exogenous source cannot be ruled out, but there are reasons to be skeptical of the wide applicability of the method.

The problem of endogeneity of policy choices morphs into a self-selection problem at the macro-level when the causal claim shifts from being country specific to being about the population of countries. I will say more on that in the next subsection. But the same point holds: credible instrumental variables are likely scarce.

---

20 Macro-level RCTs should not be conflated with ‘Thatcher’s experiment’ and the like. The latter do not involve the design of treatment versus control groups and the causal claim that they can support is, strictly speaking, country specific. They might still be one source of information among many when one relies on evidential variety.

21 James Stock (2010, pp. 89-91) makes a distinction between three types of macro-level questions. The two types which matter for us here are shocks (e.g., technology shock) and institutional change. Stock claims that the design-based studies hold more promise for the first sort than the second. The causal question under study here is of the second sort. Note that Stock focuses implicitly on country-specific causal questions.
In short, the general limitation of the design-based approach might be more often binding when considering macro-level questions and especially the subclass on which I focus.

2.4.2 Credible theory?

In the structural approach, the credibility of causal inference is affected by the credibility of the theory used to impose identifying restrictions. I do not aim here to assess the overall credibility of ‘economic theory’ in all its various forms. I simply want to point out that there are reasons to doubt that the structural approach is currently able to fulfill its promise for a vast range of macro-level causal questions.

Before focusing on my class of questions, I want to emphasize that the outcome might be different if I were to focus on country-specific causal questions. After all, some prominent macroeconomists were confident enough to say, at the onset of the recent economic crisis, that “[t]he state of macro is good” (Blanchard, 2008) and that we have experienced a “convergence in macroeconomics” (Woodford, 2009). The convergence is mainly accounted for by the extensive use of dynamic stochastic general equilibrium (DSGE) models. These models are structural models which have now reached such a state of development that they can be estimated with data and then used for policy analysis. In other words, estimated DSGE models are clear instantiations of the structural approach applied to macro-level causal questions.

The reader can make her own assessment of the credibility of DSGE models. They at least supply evidence that the macro-level is not totally incompatible with the structural approach.

When one shifts the focus to causal claims about the population of countries, the central challenge faced by the structural approach is that of modeling the policy choices themselves. Why is it that the Netherlands has more generous unemployment benefits than the U.S.? Policy-makers do not select policies on a whim. The reasons why the Dutch and the U.S. policy-makers made these specific institutional choices might well be related to characteristics of their countries which are causally connected to our outcome variable, the aggregate unemployment rate. For instance, Dutch policy-makers might expect that, given the specific features of the Dutch economy, having generous unemployment benefits would not detri-

\textsuperscript{22} And DSGE models are only the most recent incarnation of macro-level structural econometrics. One can think, for instance, of the giant Keynesian models from the previous era.
mentally affect their aggregate unemployment. We thus face at the macro-level the problem of self-selection of units into different treatments—now the policy-makers selecting for their country. As before with the example of school choice, controlling for self-selection is needed to avoid reaching the wrong causal conclusions.

Modeling self-selection at the macro-level is a rather different business than modeling self-selection for individual choices. What needs to be captured here are the causes of policy choices. It is not that economists do not try to model the messy world of politics; there is indeed a field labeling itself ‘political economy’ (Weingast and Wittman, 2008) which does exactly that—a somewhat modernized version of public choice. Perhaps this field will succeed one day in establishing some benchmark model—a model that could be used to control for self-selection by researchers who are not primarily interested in the causes of policy choices but rather in, say, the causal effect of employment protection. This, however, remains an unfulfilled promise.

In sum, there are reasons to doubt that researchers concerned with macro-level causal questions—and especially questions about causal effects for the population of countries—can exclusively rely on the design-based approach or the structural approach to increase the credibility of their inference. It is not that using these approaches is hopeless for any macro-level question but rather that their applicability cannot be assumed whatever the question. It is plausible that sharp designs and credible theories will not be forthcoming for the causal question that one happens to be interested in.

2.5 A third source of credibility: evidential variety

When both the general limitation of the design-based approach and the one of the structural approach are binding, are researchers doomed to make implausible inference? One source of optimism comes from the possibility that sharp designs and solid theories are not the only two sources of credible causal inference. By looking at the practice of economics, one sees that at least another source is relied on: evidential variety.

Relying on a variety of evidence is a common practice in science—as well as elsewhere (e.g. in law; Haack, 2008). Two examples outside economics might help see the point. The paradigmatic example of ev-
Epistemic aspects

Epistemic variety is Jean Perrin’s measurement of Avogadro’s number by 13 different methods (Perrin 1913; Nye 1972; Salmon 1984 pp. 213-27; 1998, p. 87; Weber 2005, p. 281; Woodward 2006). Perrin did not only use this impressive concordance of results as evidence for the correct value of Avogadro’s number but also as supporting the proposition that atoms exist. A contemporary example comes from climate science. As evidence for an increase in global mean surface temperature, climate scientists use conventional thermometers scattered around the globe as well as other, more indirect, sources—for example, average glacier length, ocean heat content, tree rings, ice cores and satellite data (Dessler and Parson 2010 pp. 61-81). Since these different means of measurement give approximately the same picture for the twentieth century, the proposition that the earth climate has been warming is said to be strongly supported (Oreskes 2007 Dessler and Parson 2010, p. 81). In short, we have measurement robustness (Woodward 2006, sec. 6) for both Avogadro’s number and global mean surface temperature.

While there are many ways to think about evidence as being diverse, I want to use ‘evidential variety’ in a narrow sense. First, I take evidential variety to mean a wide range of methods. There are many ways to think about evidence as being diverse. In the Bayesian literature in the philosophy of science, in which the ‘variety-of-evidence thesis’ is debated (e.g. Earman 1992 pp. 77-9; Wayne 1995; Bovens and Hartmann 2003, chap. 4; Novack 2007). The term ‘robustness’ stems from William Wimsatt (2007b) and has been used by other scholars like Sylvia Culp (1994, 1995) and Jacob Stegenga (2009). While Wimsatt used the term broadly, Culp and Stegenga understand it as referring to a more restrictive sense that I use. To avoid confusion, I thus use ‘measurement robustness’ (Woodward 2006) to refer to this restrictive meaning (see footnote 3 above for the other concepts of robustness in Woodward 2006). Another term close to ‘evidential variety’ is ‘independent determinations’ (e.g. Weber 2005 pp. 281-7). The problem with this term is that it gives too much importance to the problematic concept of ‘independence’ (see footnote 26 below and the accompanying text). Yet another term is ‘consilience of evidence’, which is used exactly in line with my analysis by Naomi Oreskes (2007 pp. 89-91) in her discussion of the results of climate science. However, Oreskes’ only reference to the contemporary literature using the term is Edward Wilson’s (1998) book Consilience: The Unity of Knowledge. Wilson uses “consilience of evidence” interchangeably with “unification” and he is specifically arguing that the humanities should be integrated with the sciences. This project is quite far from mine. Finally, let me note that Nancy Cartwright’s (2007 p. 25) discussion of methods “that merely vouch for the conclusion” and especially her presentation of “mixed indirect support” (Cartwright 2007 pp. 36-37) have much in common with my own project. However, I note that what Cartwright sees as methods that ‘clinch’ their results will usually only vouch them because of uncertainty regarding the underlying assumptions (Hoover 2009 p. 494); in this case, evidential variety will still be worth seeking.
dence to be always evidence for a specific proposition. Such a proposition can be quantitative—e.g. ‘Avogadro’s number is approximately equal to $6 \times 10^{23}$’—or qualitative—e.g. ‘global mean surface temperature has been increasing in the last century’. The propositions in my case study below will be about qualitative causal effects. The general message though is that evidential variety is drawn on for the purpose of confirming specific propositions. In contrast, one can find scholars arguing that we should seek a diversity of evidence for the purpose of better understanding a complex object of study. Some of the scholars using the term ‘triangulation’ voice this proposal: “Inquirers are ... using triangulation ... as a means of enlarging the landscape of their inquiry, offering a deeper and more comprehensive picture” (Tobin and Begley, 2004, p. 393). While I have no principled objection to such a project, it is not the one that I pursue here.

Second, I wish to consider variety with respect to “first-order evidence” for the target proposition, not “second-order evidence” (Staley, 2004, p. 469). The distinction amounts to the following. First-order evidence is what we naturally think of when we talk about a result being evidence for a proposition. For instance, an upward trend in readings of thermometers around the globe is thought to be (first-order) evidence for surface warming. But the claim that such result is evidence of warming is open to doubt. An actual source of doubt in this case is the possibility that the upward trend is due to the urban heat island (UHI) effect—i.e. temperature tends to be higher in cities and an increasing proportion of

---

24 In the writings of Donald Campbell and collaborators (e.g. Campbell and Fiske, 1959; Webb et al., 1966), the term triangulation was used in a manner compatible with my own analysis. The term then broadened under the influence of Norman Denzin (1978, chap. 10). Denzin maintained that a study uses triangulation if it varies data, investigators, theories or methods—only method triangulation was in Campbell’s writings. Note that the term triangulation is in widespread use in some fields—e.g. in nursing science (Thurmond, 2001; Tobin and Begley, 2004)—and Paul Downward and Andrew Mearman (2007) attempt to bring it in economics. I however refrain from using the term for two reasons. First, as said in the main text, some authors use it to mean approaches quite unlike what I have in mind. Second, the metaphor of ‘triangulation’ evokes an image which does not fit my use of evidential variety. Triangulation refers to the determination of the location of one point by using information on the location of two other points and the angles of the triangle formed by these three points. The problem with the analogy is that it suggests that using at least two means of determination is necessary to estimate the property of interest. But it is not. What is understood here by evidential variety is that each means of determination gives by itself an estimate of the property of interest. The combination is worthwhile only because one has doubts about the reliability of any estimate.
thermometer readings comes from urban areas because of a global urbanization trend. Second-order evidence for surface warming (the target proposition) can come at this point: climate scientists provided evidence that the bias due to the UHI effect can only be extremely small (see IPCC, 2007, pp. 243-45). Such second-order evidence lends support to the target proposition because one source of potential unreliability of the first-order evidence is ruled out.

Strictly speaking, second-order evidence is thus also evidence for the target proposition, but there is an asymmetry with respect to first-order evidence. Learning about higher thermometer readings should affect our strength of belief about surface warming even in the absence of evidence that the UHI effect can only be small. In contrast, learning the insignificance of the UHI effect on potential thermometer readings should have no effect on the support of the target proposition if there is actually no data of thermometer readings to draw on. In other words, for second-order evidence to be evidence for the target proposition, the first-order element to which it relates should be available but not the other way around.

When second-order evidence is provided, there is no reason to refrain from saying that the variety of evidence increases. But, as I said, use of evidential variety here fociusses on first-order evidential variety. As an aside, I can however briefly mention how second-order evidential variety could relate to the design-based or structural approaches. In any application, the reliability of these two approaches hinges on specific assumptions. The credibility of their results can thus be boosted by providing evidence that these assumptions are not violated.

Why would evidential variety—read ‘first-order evidential variety’ for now on—lead to more credible inference? The intuitive argument is that it is highly improbable that multiple means of determination would give concordant findings if this result is in fact mistaken. But this argument is unsatisfying if it is not supplemented by an explication of what one understands by the variety of means. Why is it that running the same regression 10 times—same data, same equation(s), same estimator, same statistical package—does not make an inference more credible? Intu-

25 Note that my discussion of first-order versus second-order evidence departs somewhat from the discussion of Kent Staley (2004, p. 469): “If some fact E constitutes first-order evidence with respect to a hypothesis H, then it provides some reason to believe (or indicates) that H is the case.” According to me, this definition fails to capture the essential distinction because second-order evidence also “provides some reason to believe that H is the case”, given the proviso that the first-order evidence to which it relates is known.
In the philosophical literature on evidential variety, a condition of ‘error independence’ is generally taken to be necessary for measurement robustness to make an inference more credible. Since the 10 runs in the regression example share almost all potential sources of error—e.g. measurement error in the data, missing confounders in the equation, undesirable small-sample properties of our estimator, mistakes in the code of the statistical package—we are not tempted to give any epistemic weight to the robustness of the result. In other words, if any of these errors influenced the result of the first regression, it will also influence subsequent results. In contrast, using means of determination with independent sources of potential errors increases the credibility of inference: “if all of the measurement procedures produce nearly the same result, it seems unlikely that the result is fundamentally wrong, since this would require an implausible alignment of all of these independent errors.” (Woodward, 2006, p. 234)

But the error-independence condition should not be taken too strictly. It is hard to conceive of any two means of determination, which would be fully error independent. It seems, for instance, that the reliability of all (empirical) means of determination rely on some fundamental ontological beliefs about the structure of space and time and so forth. It is also misguided to think that the degree of error independence is assessed by comparing the lists of all assumptions on which the reliability of different means hinges. We have no access to such exhaustive lists. The notion of error independence, like the notion of credibility, should rather be understood from the perspective of the epistemic agent. For a given means, the agent holds beliefs about some possible sources of errors and typically has in mind a short list of the most likely culprits. It seems highly plausible that the credibility boost from measurement robustness is higher when the degree of overlap in these short lists of suspects is smaller.

### 2.5.1 Evidential variety in the macroeconomics of unemployment

The cases of evidential variety in economics are not as impressive as Perrin’s multiple measurements of Avogadro’s number, but they are nonethe-

---

26 Error independence might, in fact, not be a necessary condition for measurement robustness to lead to higher credibility of inference. See chapter 4 for my attempt to use a Bayesian framework to shed some light on this issue.
less genuine. They point to a third source of credibility for inference to be distinguished from sharp designs and structural models. While these three sources should not be taken as mutually exclusive, it is relevant to distinguish evidential variety from the other two sources because it can be relied on in epistemic contexts in which sharp designs and credible structural models are absent—i.e. when the two established approaches face their own limitations.

The example used in what follows—relying on evidential variety to infer the causal effect of institutional variables on the aggregate unemployment rate—is a rational reconstruction of the scientific practice. In particular, economists working on this issue do not use the typology that will be introduced here. It is, however, clear from reading the literature on the topic—especially, survey papers (e.g. Blanchard, 2006) and advanced textbooks (Cahuc and Zylberberg, 2004; Boeri and van Ours, 2008, e.g.) which present how the various research efforts fit together—that they distinguish between different means of determination along similar lines.

In the macroeconomics of unemployment, evidence comes basically from two means of determination. Borrowing the terminology of Morgan and Winship (2007), the two strategies at work can be called the conditioning and the mechanistic strategies. Each strategy is meant to identify the causal effect of interest but there are reasons to doubt their reliability. Since the most likely source of error of the conditioning strategy is not shared by the mechanistic strategy (and vice versa), one can make a robustness claim when results of the two means of determination concur. The difference between the two means of determination can be sharply seen from Figure 2.2.

The causal effect of interest is from the variable $Inst$—which is a generic variable standing for different policy levers like the level or du-
ration of unemployment benefits, the minimum wage, the strictness of employment legislation—to the variable $U$—i.e. the aggregate unemployment rate. Given the causal graph (abstracting from the gray objects for now), two identification strategies are open to us. The first is the conditioning strategy, namely measuring the probabilistic dependence between $\text{Inst}$ and $U$ conditional on $V_m$—the measured control variables. The second strategy, the mechanistic strategy, instead uses the intermediate nodes $P_1$ and $P_2$ to measure the causal effect as it propagates through the different paths connecting the cause to its effect.\footnote{Those familiar with the work and terminology of Pearl (2009) will recognize that the conditioning strategy is the application of the back-door criterion while the mechanistic strategy uses the front-door criterion.}

The graph also shows in gray a potential source of error for each means of determination. The conditioning strategy might be unreliable if some unmeasured confounder $C_x$ exists.\footnote{The strategy might but need not be unreliable. Especially when the causal effect of interest is qualitative, a real common cause might have too weak a contribution to result in erroneous inferences. In general, one might even think that causal models of social systems always leave some confounders out, and that the credibility of the inference thus hinges on a belief that these left-out confounders make negligible causal contributions, not that there is no confounder.} In the case of the mechanistic strategy, error can occur if the measured paths do not exhaust the paths connecting $\text{Inst}$ to $U$—i.e. if one fails to acknowledge the existence of some $P_x$. A few more words on each strategy are offered in the next two subsections.

The conditioning strategy

Concretely, this strategy uses cross-country regressions to study the relationship between the aggregate unemployment rate and diverse variables capturing various dimensions of labor market institutions (e.g. Nickell, 1997; Blanchard and Wolfers, 2000; Belòt and van Ours, 2001; Nickell et al., 2005; Bassanini and Duval, 2006). The OECD supplies most data here—a measure of unemployment rate harmonized across countries and diverse measures attempting to capture institutional dimensions like the strictness of employment protection and so on. Researchers using this strategy specify a regression equation in which they include other regressors beside the one(s) of interest in the hope that, by so doing, they eliminate confounding.

We see here an important similarity with the structural approach: researchers try to control for confounding in observational data, not cir-
cumvent it by finding an instance of Nature’s randomization. There is however a crucial difference between such a strategy and the Heckman’s structural approach: there is no attempt to model how different countries come to have different institutional arrangements in the first place—i.e. how self-selection by policy-makers occurs. In commenting on the loose specification used in a related literature—the growth regressions—[Deaton (2010, p. 433)], a sympathizer of the structural approach, concludes that “the analysis ... is not a Cowles model at all”. The same holds here: the selected equation is ‘theoretically informed’ in the sense that one has to choose which regressors to include and some theoretical propositions might affect these choices, but the equation is not anywhere close to a full-fledged economic model.

Researchers using this strategy do not stick to loose specifications because they are unaware of the potential for self-selection bias. They uniformly recognize the problem. They are especially worried that policies are influenced by the unemployment figures themselves—i.e. a reverse causality. A typical story is that policy-makers face public pressure to offer a stronger safety net when the unemployment rate is high.

One sees from this story what would need to be modeled: the factors influencing the degree of public pressure for a given policy and the factors making this public pressure more or less effective at shaping the policy decision itself. Having a credible model of this whole process might improve the credibility of the conditioning strategy, but the great challenge is to come up with such a credible model.

Thus far, economists using the conditioning strategy have remained content with their loose specifications. They do not base their investigation on a structural model which would probably be deemed implausible by the community. Shying away from structural models does not make the problem of confounding vanish. Reverse causality remains a possibility, as well as the existence of unmeasured common causes like the $C_x$ in Figure 2.2. Because of these possible sources of confounding, those running the regressions warn us not to put too much epistemic weight on them. In short, if the literature on the institutional determinants of aggregate unemployment was limited to the conditioning strategy, causal inference would likely remain implausible.

The mechanistic strategy

Researchers can fortunately rely on a different means of determination, a strategy quite unlike the conditioning strategy. To make sense of this
mechanistic strategy, a few comments on the meaning of ‘mechanistic’ are in order—unfortunately, Morgan and Winship (2007, especially chap. 8) are highly ambiguous in their use of the term (Weber and Leuridan, 2008, pp. 199-200).

The adjective ‘mechanistic’ is sometimes used to mean nothing more than a causal chain. The abstract representation of the mechanistic strategy in Figure 2.2—i.e. a path from X to Y intersecting some $P_i$—encourages this interpretation. This reading would be compatible with relating only macro-level variables—what Harold Kincaid (1996, p. 179) calls “horizontal mechanisms”. For instance, one could think that the effect of some Inst on $U$ is mediated through the average wage rate $W$. The ‘mechanistic’ strategy would thus amount to estimating a path model using aggregate data for Inst, W and U.

While one could, in principle, attempt to measure the causal effect of Inst on $U$ by drawing on such macro-level causal chains, economists working on aggregate unemployment proceed to a decomposition of the labor market into component parts—mainly, firms, workers and jobless. They thus investigate how modifying some institutional variable, say the strictness of employment protection, affects the behavior of labor market participants and how this change in behavior affects the aggregate unemployment rate. Since each institutional variable plausibly affects labor market participants in multiple ways—or affects multiple labor market participants—economists divide the total effect into different potential causal paths, each path generating a partial causal effect of the institutional variable on the unemployment rate. If one manages to take into account all the paths, the total causal effect can be recovered.

In sum, the ‘mechanistic’ element in this strategy is not only referring to the causal chain but also to the notion of decomposing a system into component parts—such decomposition procedure is central to the discussion of mechanisms in contemporary philosophy of science (e.g. Machamer et al., 2000; Bechtel and Abrahamsen, 2005; Kuorikoski, 2009; Hedström and Ylikoski, 2010).

The traditional way in economics to investigate lower-level mechanisms is with rational choice models. For the economics of unemployment, the benchmark is now the Diamond-Mortensen-Pissarides (DMP) model which presents the labor market as a search, matching and bargaining process (Pissarides, 2000). From the model, economists distinguish between different ‘effects’ of a given institutional variable on aggregate unemployment; each one of these effects captures what is meant here by the partial causal effect of a path $P_i$. For instance, researchers distinguish
between the layoff effect of employment protection—i.e. firms would tend to fire workers at a lower rate when protection is stricter—and the hiring effect—i.e. hiring rates would also decrease because firms take into account the future firing costs (e.g. Boeri and van Ours 2008, p. 17).

On top of what one might call ‘model evidence’, the mechanistic strategy draws on micro-data studies—i.e. studies using firms or workers as units to investigate how their behavior and labor market outcomes are affected by a given institutional variable. These studies provide evidence for the causal paths present in the rational choice models.

Interestingly, many of these micro-data studies are pure examples of the design-based approach either of the RCT or the ‘natural experiment’ variants. Sharp designs are indeed available at this level because either governments are willing to run randomized controlled experiments on a segment of their population—for instance, treating a sample of job seekers with different schemes of unemployment benefits (see Meyer 1995)—or have enacted a policy that is, by design, not applied uniformly to the population—e.g. the 1989 Austrian reform of the unemployment benefit system (Lalive et al. 2006), or the 1990 Italian reform of employment protection (Kugler and Pica 2008).

While these micro-data studies can count on sharp designs, they do not offer a direct answer to the macro-level causal question. It is when extrapolating from the causal claims established at the micro-level to a claim about the average causal effect across countries that the mechanistic strategy can get into problems—what is usually labeled the problem of external validity. One major source of worry is that the effects measured with micro-level data might miss some causal paths that become only significant when the policy is scaled up to an entire economy. For instance, a change in employment protection applied to a fraction of the

\[29\] According to the models, there would also be two more intricate effects of employment protection on the wages, one pushing it up while the other down. Higher wages in turn translate, in the model, into higher unemployment.

\[30\] In economics, these effects are often labeled general-equilibrium effects. Outside economics, they are typically referred to as failure of the Stable Unit Treatment Value Assumption (SUTVA; see Morgan and Winship 2007 pp. 37-40; Imbens and Wooldridge 2009 pp. 13-14). Note also that, to get from the micro-level causal effect to the average macro-level effect, the extrapolation can be broken into two: first the micro-level claim must hold at the country level, second the claim must hold for the population of countries. The failure of SUTVA applies to the first step; the second step is problematic because of causal heterogeneity across countries. The discussion in the main text focuses on the first problem which is enough to establish the main point: it is likely that the inferential base provided by the mechanistic strategy alone is not credible enough.
firms might not have substantial wage effects compared to when it is scaled up to the whole economy because the policy will be internalized differently in the wage bargaining process. This problem is represented in Figure 2.2 by the overlooked $P_x$—here the process of wage setting.

The main point is not whether this particular example of scaling-up effect is plausible. It is rather that the credibility of the inference relying on the mechanistic strategy—even though this strategy can build on sharp designs at the micro-level—is compromised by the gap between what is established in the studies and what one wants to establish. In consequence, the situation parallels the one of the conditioning strategy: if the mechanistic strategy was the only evidential base for the macro-level causal question, the implausibility of the inference might follow.

**Combining the strategies**

The end of the story is that, luckily, the evidential elements from the conditioning strategy and from the mechanistic strategy sometimes concord. This convergence can be illustrated with the case of the causal effect of the strictness of employment protection on $U$, which is null on average according to the experts on the question. On the side of the conditioning strategy, the parameter for the relevant variable is typically found to be not significantly different from zero. When one turns to mechanistic evidence, the finding is that the relevant mechanisms come in pairs with mutually canceling effects—e.g. hiring versus layoff effects. The general picture is thus that employment protection induces quite some change in the labor market but that the net effect for aggregate unemployment is null.\(^{31}\)

The two strategies taken together offer a stronger inferential base than the two strategies taken on their own. This boost in credibility comes from the fact that the main reason why one strategy would be unreliable is believed not to be shared by the other strategy. Economists can thus make a robustness claim on the ground that their two means of determination are fairly error independent. And, indeed, one finds in the literature that there is a broad consensus around causal claims jointly supported by the

\(^{31}\) Strictness of employment protection is believed to have significant effects on other relevant variables. For instance, an increase in strictness is thought to increase average unemployment duration and to decrease flows in and out of unemployment. These two results are tightly linked with the main result of zero net effect on aggregate unemployment: if a policy decreases flows in and out in the same proportion at any unemployment rate, the unemployment rate will stay put but the average duration of a spell will increase.
two strategies. Economists seem to find these inferences credible.

A caveat must follow this result. We have here a case of measurement robustness which is obviously far weaker than Perrin’s measurement of Avogadro’s number. One ought to remember that we have only two means of determination in this case. On top of that, one must also take into account the degree of doubt about the reliability of each means. If the two means are akin to two coin tosses—i.e. processes not at all related to the property of interest—the fact that we get two heads should in no way be relevant to our belief in a causal claim. Similarly, the fact that the two identification strategies agree can be imputed either to the fact that they both more or less track the property of interest or to pure chance.

While this caveat is important, the methodological results of this section are in no way affected by it. First, evidential variety is an appropriate tool to increase the credibility of an inference. If we are unsure whether each means of determination is reliable or not, and if some of the main reasons of unreliably are means-specific (i.e. some error independence), having concordant measurements from different means is conducive to more credible inferences. Second, evidential variety is used by scholars working on a specific set of macro-level causal questions and, in this particular epistemic community, agreement between means of determination seems to be interpreted as lending more credibility to inference.

2.6 Conclusion

There is a debate in economics over the most promising approach to causal inference. One camp claims that the locus of credibility is the study design—randomized controlled trials being the gold standard. The other camp maintains that structural models drawing on economic theory should continue to play the central role of controlling for confounders in observational data—especially the self-selection problem. Good enough, but what if, for some causal questions, neither sharp designs nor established theories can be relied on? I have argued that there was no need to despair, that evidential variety might provide the credibility that

\[32\] Note that the individuation of means of determination is arbitrary to some degree. For instance, the mechanistic strategy could have been divided into model evidence and micro-data evidence. Individuation must certainly be guided by the error-independence criterion—in this respect, the existence of a \(P_x\) is a potential source of error for both the model and micro-data evidential elements—but this guidance still leaves us leeway in our individuation choices.
2. Evidential Variety as a Source of Credibility

The literature on the institutional determinants of the aggregate unemployment rate is an *in vivo* example of evidential variety.

One thing must be clear. While evidential variety can be a source of credibility independently of the availability of sharp designs or solid theories, seeking varied evidence is compatible with the design-based and the structural approaches. When sharp designs are available for the causal question of interest, it would be foolish to overlook them. When strongly confirmed theories are on offer, the causal inference should take profit of them. If we are lucky, we might have evidential elements from a randomized controlled trial directly applicable to our causal question and an estimated structural model relying on a widely acclaimed theory. If we are so lucky, nothing should stop us from combining these two means of determination in a robustness argument. Credibility can only be served.

Highlighting the possibility and the actual practice of evidential variety is nonetheless important because it gives us a sense of the richness of our epistemic toolbox. We get a messier picture of causal inference but a more encouraging picture too.

---

33 We are left with epistemic contexts for which we have poor theories, fuzzy designs and, on top, discordant evidence. There might not be another strategy to employ in such contexts beyond the simple recommendation to search harder for good theories, sharp designs and reasons to rule out some evidential elements.

34 Imbens (2010, pp. 418-9), a proponent of the design-based approach, has a nice discussion at the end of his recent methodological article asking what one should do when in possession of evidential elements from a RCT and from an observational study using a structural model. His proposal is directly interpretable in terms of evidential variety. He even goes beyond measurement robustness to assess what one should do in the case of *discordant* evidential elements.
Chapter 3

The Russo-Williamson Theses in the Social Sciences: Causal Inference Drawing on Two Types of Evidence

3.1 Introduction

In macroeconomic research, a widespread strategy is to investigate how macroeconomic phenomena can result from the behavior of agents. Taking the case of aggregate unemployment, economists do not restrict themselves to measure the cross-country dependencies between the unemployment rate and diverse measures of labor market institutions—e.g., minimum wage, stringency of employment protection and generosity of unemployment benefits—they put a lot of energy into modeling and empirically assessing how changes in these institutions affect the behavior of individuals and firms. Their analysis is thus filled with statements about the mechanism through which a change in an institutional variable would affect the decisions of agents, in turn leading to a modification of the aggregate unemployment rate.

The strategy of using mechanistic evidence in addition to evidence about higher-level dependencies is not peculiar to economics. Indeed, Federica Russo and Jon Williamson (2007, p. 159) argue, based on their

*This chapter is now published online as François Claveau (2012), “The Russo–Williamson Theses in the Social Sciences: Causal Inference Drawing on Two Types of Evidence,” Studies in History and Philosophy of Biological and Biomedical Sciences. The present version includes slight modifications from the published article.
study of inferential practices in the health sciences, that to “establish causal claims, scientists need the mutual support of mechanisms and dependencies.” This claim has been dubbed the Russo-Williamson Thesis (e.g., Gillies 2010; Illari 2011; Reiss 2011b). Since Russo and Williamson defend more than one thesis in their 2007 article, I label this one the first Russo-Williamson Thesis: In science, a causal claim can be established only if it is jointly supported by difference-making and mechanistic evidence.

Russo and Williamson further maintain that the truth of their first thesis is bad news for extant theories of causality. More specifically, what I call the second Russo-Williamson Thesis is that the two great families of theories of causality—the difference-making and the mechanistic theories—cannot “adequately account for the need for two types of evidence—mechanistic and [difference-making]—for a single causal claim.” (Russo and Williamson 2007, p. 164)

Russo and Williamson move on to defend other claims—i.e. pluralism about causality will not do and the ‘epistemic theory of causality’ is a promising alternative—but this chapter focuses only on the first two theses. I consider them in the context of the social sciences. Russo and Williamson (2007, p. 169) themselves suggest this turn to the social sciences in the conclusion of their article:

Although in this paper we restrict our scope to the health sciences, our point about interpreting causality can be generalised to other domains. For instance, evidence in the social sciences is very diverse too.

By looking specifically at the economics of unemployment, I argue in favor of two main conclusions. First, even though the joint use of difference-making and mechanistic evidence is extremely widespread in this narrow subset of the social sciences, the first Russo-Williamson Thesis is not supported because one established causal claim is only supported by mechanistic evidence. This point hinges on the meaning of key terms such as ‘difference-making evidence’, ‘mechanistic evidence’, ‘causal claim’ and ‘to establish’, which will be clarified below.

Why do economists typically attempt to provide both difference-making and mechanistic evidence? My second point is that this practice is not at all mysterious if one thinks about causality in terms of a counterfactual-manipulationist account—an account which is popular among philosophers and social scientists—and is attentive to the epistemic challenges faced by social scientists. Note that this point is not a direct rebut-
tal of the second Russo-Williamson Thesis since it only rationalizes a typical research strategy in the social sciences, not a necessary research strategy—my first point being that this strategy does not seem necessary. It is however an important point: the social scientists endorsing the counterfactual-manipulationist account do not have to worry that their favorite (monist) account of causality is incompatible with their dualist causal epistemology. There is a compelling alternative explanation.

There is already a literature discussing these two Russo-Williamson Theses—e.g., Donald Gillies (2010) criticizes the first Thesis, Erik Weber (2009) submits that Giere’s probabilistic theory of causality constitutes a counter-example to the second Thesis, and Phyllis McKay Illari (2011) sorts out ambiguities in the first thesis. The present chapter adds to this literature in three ways: it changes the focus to the social sciences; it uses a prominent account of causality which so far has not received enough attention in this literature; and it presents the issues differently by connecting the debate to the common notion of evidential variety. Beyond the direct assessment of the Russo-Williamson Theses, the chapter also contributes to the general project of better understanding how different types of evidence combine for causal inference.

3.2 The counterfactual-manipulationist account

In this section, I put forward an account of causality—the counterfactual-manipulationist account—which falls neatly into the category labeled ‘difference-making accounts’ by Russo and Williamson. In the following sections, I will use examples from the economics of unemployment to show that the joint use of mechanistic and difference-making evidence makes perfect sense from the standpoint of this account. If my story is accepted, it offers an alternative explanation for the fact that both health and social scientists endeavor to provide mechanistic and difference-making evidence for their causal claims. While the second Russo-Williamson Thesis suggests that one must depart from extant monist accounts of causality to explain this fact, my explanation stays closer to home. Although the reason given by Russo and Williamson is not compelling, there might well be other good reasons to reject the counterfactual-manipulationist account. Indeed, I argue in chapter 1 that this account fares badly for the semantic analysis of some causal claims. My defense of the account here should thus not be read as a full endorsement of it; I simply defend it against
what I take to be a misguided criticism.

In philosophy, the best-known version of the counterfactual-manipulationist account of causality is the one of James Woodward (2003), but there are many variants of this account in the social sciences (and beyond). Many philosophers also know the work of Judea Pearl (2009), whom Woodward follows closely. The potential outcome framework (Rubin 1974, 1990; Holland 1986) — “now standard in both the statistics and econometrics literature” (Imbens and Wooldridge 2009, p. 7) — is also a version of the counterfactual-manipulationist account. One should also add to the list the versions of James Heckman (Heckman 2005; Heckman and Vytlacil 2007) and Kevin Hoover (1990, 2001, 2011).

The shared core of these versions is the notion of a manipulationist counterfactual. All these versions agree that, for two disjoint variables $X$ and $Y$, $X$ is a (total) cause of $Y$ if and only if there is an ideal manipulation on $X$ that changes the value of $Y$ or its probability distribution. The worlds in which $X$ takes a value different from its actual value are counterfactual worlds, and the notion of an ideal manipulation specifies the set of counterfactual worlds to be considered in evaluating the truth value of a causal claim.

The versions of the account listed above differ in their characterization of an ideal manipulation. The underlying idea is however the same: the manipulation, which does not need to be humanly possible, should wiggle $X$ as surgically as possible. We especially want to avoid that the manipulation is itself caused by other variables causally relevant to $Y$ or that the manipulation causes $Y$ by some path not passing through $X$.

The counterfactual-manipulationist account is rich in distinctions but I only need some basic ingredients (inspired by the potential outcome framework) for the purpose of this chapter. Define a population of units $N = \{1, ..., n\}$. For simplicity, let the cause variable be binary, i.e., for each unit $i \in N$, the cause variable can take two values $X_i = \{x^1_i, x^2_i\}$. One of these values is the actual value of $X_i$, the other one is the counterfactual value (the instantiation of which is determined by the particular counterfactual semantics of each version). Let $Y_i$ be a real-valued vari-

---

1. $X$ could fail to be a total cause but still be a direct or contributing cause of $Y$ due to canceling or to overdetermination. We don’t need these other notions of cause for the purpose of this chapter.

2. Woodward specifies an intervention variable with precise properties, Judea Pearl uses his $do$ semantics, the potential outcome framework relies on the idea of a hypothetical experiment, Heckman opts for a semantics about external inputs to a causal structure, and Hoover similarly defines variation-free parameters as the locus of manipulation.
able standing for the purported effect for \( i \). This variable is understood as taking well-defined values when \( X_i \) is in either of its two states—i.e., \( Y_i = y^1_i \) when \( X_i = x^1_i \) and \( Y_i = y^2_i \) when \( X_i = x^2_i \). The causal effect of \( X_i \) being in state 2 in contrast to state 1 for unit \( i \) is thus simply defined as \( y^2_i - y^1_i \); the average effect in the population is

\[
\frac{1}{n} \sum_{i=1}^{n} (y^2_i - y^1_i).
\]

Note that this averaging method assumes no interaction effects among units; I will come back to the relevance of interaction effects in discussing mechanistic evidence.

### 3.3 Establishing causal claims

In order to assess the first Russo-Williamson Thesis—i.e., both difference-making and mechanistic evidence are required to establish a causal claim—I need to clarify the meaning of a few key terms. I start in this section with what is meant by the goal of ‘establishing a causal claim’.

Russo and Williamson (2007, p. 163) write that they “are not concerned, here, with how scientists came up with (controversial) causal hypotheses ... but rather with how those hypotheses have become accepted by the medical community.” Likewise I focus on causal claims meeting general agreement in the relevant scientific community—the only difference being that the relevant community is now comprised of economists working on the determinants of unemployment. An established claim should not be understood as one that is established without any remaining doubt. Science is fallible; scientists remain open to revise their strongly-held beliefs in light of new evidence. Requiring full certainty to count an empirical claim as established amounts to ruling out all claims. Like Russo and Williamson, I take a claim to be established if it is accepted as true in the relevant community.

Establishing a claim must be distinguished from the formulation of it—the action of ‘coming up’ with the hypothesis. I look at the evidential elements sufficient for some claims to become established, not for them to be initially formulated. Likewise, Russo and Williamson (2007) select claims such as ‘smoking causes lung cancer’ and ‘Helicobacter pylori causes gastric ulcers’ and argue that a probabilistic association between

---

3 It goes without saying that consensual causal claims make only a tiny fraction of all the causal claims that one can find in the social sciences.
cause and effect was not enough to conclude the scientific debate, it was only brought to an end when the evidential set was supplemented by mechanistic evidence.

Establishing a claim in a community is also not the same as justifying the claim. Depending on how demanding the philosopher’s theory of justification is, members of a community could well agree on a claim while it is considered unjustified by the philosopher (or the other way around). In focusing on the establishment of claims, this chapter is less of a normative exercise than would be one assessing the degree of justification of causal claims. I do however believe that studying what scientists deem sufficient evidence should inform the philosophical accounts of justification.

Establishing a claim should finally be distinguished from other scientific goals. One could want to explain an already established causal claim—e.g., why is it that smoking causes lung cancer? One could also want to extrapolate a causal claim established in one population to another population—e.g., Helicobacter pylori causes gastric ulcers to humans but does it do the same to chimpanzees? Another possibility is to turn a causal claim into usable knowledge for policy—smoking causes lung cancer but is banning cigarettes an effective strategy to reduce the incidence of lung cancer? It is plausible that the evidence required for these goals—explaining, extrapolating, guiding policy—differs from the ones needed to establish a causal claim \cite{Reiss:2009,Reiss:2011b,Reiss:2012}.

3.4 Being precise about the claims

I introduce now three causal claims relating policy variables to the aggregate unemployment rate. The effect variable is thus the same for the three claims: the country-level unemployment rate (\(U\)) which is the ratio of unemployed workers to the total labor force. Regarding the cause, the first two claims focus on aspects of the unemployment benefit (UB) system while the third focuses instead on the employment protection legislation (EPL). Let me describe briefly these two institutions.

\footnote{From the standpoint of the counterfactual-manipulationist account, Russo and Williamson are not careful enough in distinguishing the different goals. For instance, they give different reasons why the “mechanistic aspect” is crucial including (1) “mechanisms explain the dependencies” and (2) they “allow us to generalise a causal relation” \cite{Russo:2007} p. 159). The problem is obviously that even though mechanisms could be crucial for these goals, they might not be crucial for the goal of establishing a causal claim.}
The UB system provides replacement income for the jobless. Economists distinguish four dimensions of the UB system: “the level of benefits, the duration of entitlement, the coverage of the system and the strictness with which the system is operated.” (Nickell et al., 2005, p. 4) Only the first dimension and one aspect of the two last dimensions are relevant for the causal claims that I consider. I limit myself to discussing those aspects. The first dimension, the level of benefits, is typically reported as the ‘benefit replacement ratio’, i.e. the ratio of unemployment benefits to previous employment earnings. For a given country, the level of benefits varies from one job seeker to the other according to parameters such as previous earnings, family situation and length of the unemployment spell. Nevertheless, economists talk about the level of benefits of each country and do so by aggregating the benefit levels across categories of job seekers. The Organisation for Economic Co-operation and Development (OECD) is the major provider of such aggregate measures. Let me thus define a variable $B_l$ standing for such an aggregate measure of benefit level.

Only a fraction of job seekers receive unemployment benefits because eligibility to benefits is conditional on many elements. One such element is that many countries require a minimum amount of search intensity. In other words, job seekers may have their transfers discontinued (or significantly reduced) if they fail to demonstrate that they are intensely searching for a job and that they are ready to accept job offers. I define another variable $B_s$ standing for the strictness of the monitoring and sanctions associated to “job search and acceptance” (Blanchard, 2007, p. 415).

Now I turn to the employment protection legislation (EPL) which consists, simply put, in “regulations which make it difficult to dismiss workers.” (Holland et al., 2009, p. 37) With such regulations, the employer can be required to notify in advance the worker about to be dismissed, and/or to financially compensate her. The EPL is, like the UB system, multi-dimensional and, like for the levels of unemployment benefits, economists attempt to reduce this complexity to a single number for each country. The OECD thus provides an overall measure of strictness of EPL. I refer to this overall strictness of employment protection by $P$.

We now have three institutional variables—$\text{Inst} = \{B_l, B_s, P\}$—and our effect variable $U$. In the relevant literature, three qualitative causal claims appear to be established: (i) $B_l \rightarrow U$, (ii) $B_s \leftrightarrow U$, and (iii) $\ldots$
$P \xrightarrow{0} U$. In words, (i) the level of unemployment benefits is a positive cause of $U$, (ii) the strictness of the UB eligibility conditions associated to “job search and acceptance” is a negative cause of $U$, and (iii) the strictness of EPL has no net effect on $U$. These claims are analogous to the claims used by Russo and Williamson such as ‘smoking is a positive cause of lung cancer’—i.e. $S \xleftarrow{+} C$.

There is a major ambiguity in these claims which has to be resolved before moving forward. Take claim (i). Using the manipulationist-counterfactual account of causality, my first approximation to the meaning of this claim is the following. Let $b^a_l$ be the actual value of the variable and $b^c_l$ be a counterfactual value (specified by the manipulationist counterfactual). Define also the difference in unemployment between the counterfactual state and the actual state to be $\Delta U_l = u^c_l - u^a_l$. The claim means that $b^c_l > b^a_l \Rightarrow \Delta U_l > 0$, and $b^c_l < b^a_l \Rightarrow \Delta U_l < 0$. In words, a counterfactual increase in the benefit level is associated to an increase in unemployment, and a decrease in the benefit level to a decrease in unemployment.

To which country’s benefit level is the claim referring to? Is it that whatever country you take in the population of interest (say the OECD countries) the above interpretation will hold as stated? Or is it rather the weaker claim that, while some countries’ unemployment may in fact be inversely affected by their level of benefits, the average effect holds as stated? Formally, the ‘homogeneous effect’ interpretation can be ex-

---

Far from me the idea that what follows deals with the only remaining source of ambiguity. As I maintain in chapter [[1]] a referentialist semantics leads one to militate for the disambiguation of many aspects of such claims. Furthermore, I argue in the same chapter that a referentialist semantics might be misguided for some types of claims. It seems however that, from my temporary standpoint as a defender of the counterfactual-manipulationist account and for the purpose of this chapter, dealing with this ambiguity is sufficient. My move might perplex many readers: Is it not inconsistent to argue against referentialism in chapter [[1]] and to rely on it here? There is no inconsistency when one understands correctly the project of the current chapter: I want to defend the counterfactual-manipulationist account against what I see as a misguided criticism. I do think, however, that the semantic considerations of chapter [[1]] amount to a strong criticism of this account. A rejoinder might be that success at disambiguating the causal claims in the current section undercuts my argument of chapter [[1]] that a referentialist semantics cannot put the finger on their actual meaning. This objection would be sound if I were to engage in a semantic analysis which approaches the level of detail of what is attempted in chapter [[1]], but the reader will soon realize that, in contrasting only homogeneous and average effects, I keep the box closed. From chapter [[1]] we know that this box is Pandora’s.
pressed

$$\forall i \in N, \ \Delta U_{li} \begin{cases} > 0 & \text{if } b_{li}^c > b_{li}^e \\ < 0 & \text{if } b_{li}^c < b_{li}^e \end{cases} \tag{3.1}$$

while the ‘average effect’ interpretation can be expressed by

$$\frac{1}{n} \sum_{i=1}^{n} \Delta U_{li} \begin{cases} > 0 & \text{if } b_{li}^c > b_{li}^e \text{ for all } i \in N \\ < 0 & \text{if } b_{li}^c < b_{li}^e \text{ for all } i \in N. \end{cases} \tag{3.2}$$

Expression 3.1 entails expression 3.2 which makes the latter strictly weaker.

I will use the ‘average effect’ interpretation for the three causal claims. The reason why I favor the average interpretation is the same reason why causal claims about the effects of toxins (like cigarette tar) or drugs (like aspirin) on humans are most plausibly also average claims: unit heterogeneity (Dupré, 1984; Hitchcock, 2001a; Weber, 2009; Hausman, 2010). In the simple framework used here, unit heterogeneity for the effect of benefit levels means that there are at least two units $i, j$ in $N$ such that $\Delta U_{li} \neq \Delta U_{lj}$. In the health sciences, we find the widespread belief (supported by ample evidence) that each person reacts in her own way to a product; what saves someone could well be detrimental to another. Similarly, countries have their own cultural and institutional characteristics which could well mean that a beneficial policy for one will turn to be bad for another. In the economics of unemployment, there is thus a literature investigating institutional interactions (e.g., Boeri and van Ours 2008, ch. 13; OECD 2006b, ch. 6). Given this belief that the units of the relevant population are heterogeneous, it is implausible that an established causal claim is best interpreted as being about a homogeneous effect across units.

In sum, we have three causal claims—$B_t \rightarrow U$, $B_s \rightarrow U$, and $P \rightarrow U$—which I interpret as average claims applicable to a population of countries.

### 3.5 Two types of evidence

On what types of evidence can economists draw to support the causal claims just highlighted? The first Russo-Williamson Thesis tells us that a claim cannot be established unless it is supported by both difference-making and mechanistic evidence. What they mean by these two types of evidence is notoriously ambiguous (Illari, 2011). In this section, I propose one plausible interpretation of the distinction informed by the
counterfactual-manipulationist account and show what it means concretely in my case study.\footnote{A note on terminology. I tag the two types of evidence ‘difference-making’ and ‘mechanistic’ but, in the original article of Russo and Williamson (2007), difference-making evidence was instead called probabilistic evidence. That was an unfortunate choice of word. Russo and Williamson have now switched to ‘difference-making evidence’ (Russo and Williamson 2010, 2011) and this relabeling is adopted by Ilari (2011). In my interpretation of the terms, the distinction is analogous to the one of Stephen L. Morgan and Christopher Winship (2007) between ‘conditioning’ and ‘mechanistic’, which is based on Judea Pearl’s (2009) distinction between the ‘back-door’ and the ‘front-door’ criteria. I indeed use in chapter 2 the label ‘conditioning’ for what I call here ‘difference-making’. Daniel Steel’s (2011) distinction between direct and indirect causal inference is also similar if not identical.}

The central thing to note is that the distinction makes sense only once we fixed the causal claim to be established—this is exactly why the previous section took the pain of disambiguating the causal claims under consideration. In other words, the same statement—e.g., ‘$W$ and $Y$ are correlated’—could count as difference-making evidence for one claim and as mechanistic evidence for another.

### 3.5.1 Difference-making evidence

Say we want to establish that $X \rightarrow Y$ in a given population $N$, in which $X$ and $Y$ are (conceptually distinct) variables and the claim is meant as an average effect as explicated in the previous section. Difference-making evidence for this claim amounts to the statistical association between the two relata. There are however different qualities of difference-making evidence for the same claim. The crudest difference-making evidence would be that $X$ and $Y$ are positively correlated in a sample of $N$. Observing only this correlation would however hardly count as strong difference-making evidence for our causal claim because of the standard problems of confounders—other variables may be causing both $X$ and $Y$—causal direction—it could well be $Y$ that is causing $X$—and unrepresentative sample—there could be a correlation in the sample but not in the population.\footnote{There are even more reasons for correlation to be present while the causal claim is false, like non-causal association due to, for instance, non-stationarity of the variables.}

There are multiple ways to improve on difference-making evidence if one starts from this crudest correlation. At the other end of the spectrum, the counterfactual-manipulationist account tells us what would be the best difference-making evidence for a given causal claim: actually implementing the ideal manipulation. For an average causal claim, this
means that each unit in the population would be surgically administered each value of \( X \) and the resultant outcomes \( Y \) would be recorded. There are multiple practical obstacles in our way toward this optimal piece of evidence. First, it is usually impossible to administer different values of \( X \) to the same unit. The standard response to this problem is to randomly allocate units to different values of \( X \). This is the key idea behind randomized controlled trials. Note that the evidence produced is already departing from the optimal: in a finite sample, we will always face the possibility that the estimated causal effect is confounded. Second, it is usually impossible to be sure that the actual manipulation is indeed ideal: it can be correlated with another cause of the outcome, it can disrupt the causal structure and so on. As is well-known, even randomized controlled trials are often criticized because the actual manipulation seems to fail to be ideal (for an example of such criticism in economics, see [Heckman, 1992], sec. 4). Third, the manipulation cannot always be done on the full population which brings with it problems of sample representativity. Finally, manipulating the cause is often not even an option—e.g., we cannot force people to start smoking and we cannot force states to select specific values of \( B_1, B_s \) and \( P \). This last problem brings us back to observational data for which multiple methods have been designed to improve on simple correlation.

A brief comment before turning to the difference-making evidence available in my case study. When explicating their second thesis, [Russo and Williamson (2007) p. 164] maintain that the problem with difference-making theories of causality is that they cannot “account for the fact that mechanisms are required even when appropriate probabilistic associations are well established.” (my emphasis) The above discussion makes clear that, from the standpoint of a counterfactual-manipulationist account, the requirements for fully appropriate difference-making evidence are extremely demanding. To the best of my knowledge, there is no social science example for which these requirements are actually met. Furthermore, most (if not all) causal claims from the health sciences discussed in [Russo and Williamson (2007)] have also to rely on difference-making evidence which is far from perfect according to the standards of the counterfactual-manipulationist account—‘smoking causes lung cancer’ is a case in point. With the second Russo-Williamson Thesis in mind, I grant that it would be an anomaly for the counterfactual-manipulationist account if other (mechanistic) evidence for a specific claim was demanded even though this same claim was already backed by the best difference-

---

9 Note the centrality of this identity. If, for instance, one had fully appropriate
making evidence. This proposition has however little practical relevance since difference-making evidence is perhaps never of the ‘perfectly adequate’ type.

The difference-making evidence for claims relating institutional variables to the aggregate unemployment rate is far from the ideal sketched above. A central obstacle is the impossibility of overriding national sovereignty in order to freely manipulate labor market institutions. There is however a vast literature trying to get as much as possible out of the data available (e.g., Nickell, 1997; Blanchard and Wolfers, 2000; Belot and van Ours, 2001; Nickell et al., 2005; Bassanini and Duval, 2006). The common strategy is to take data from a sample of countries—their unemployment rate ($U$), many of their institutional characteristics and other potentially relevant variables (e.g., GDP growth rate, inflation)—and to attempt more-or-less sophisticated regression analyses. At its simplest, the regression equation looks like:

$$U = \alpha \text{Inst} + X_m\delta + \varepsilon$$

(3.3)

where $\alpha$ is the parameter associated to $\text{Inst}$, the institutional variable of interest (e.g., $B_t$); $\delta$ is a vector of parameters for the matrix $X_m$ of measured variables (including other institutional variables) meant to control for confounding; and $\varepsilon$ is the error term which is, in part, meant to capture the effect of the non-measured causes of $U$ (hopefully not correlated with the included variables).

One would like to interpret the estimate of $\alpha$ as the average causal effect of $\text{Inst}$ on $U$. This interpretation could however go wrong for multiple reasons which are extensively discussed in the literature. To name just two, it is first far from guaranteed that the empirical specification deals adequately with the problem of confounding; it might still be the case that high values of $\text{Inst}$ are associated to high values of $U$ because of non-measured common causes (e.g., cultural characteristics) or because the estimated equation assumes an inappropriate (typically linear) form for the measured common causes (Belot and van Ours, 2001; Freeman, 2005, pp. 139-41). Secondly, the estimated coefficient may be biased

Note that $B_t$ is not included in such exercises due to lack of appropriate data. More on this below.
due to reverse causality. This problem is simple enough. While we want to interpret $\alpha$ as capturing $\text{Inst} \rightarrow U$, it could well be that $U$ is the cause of $\text{Inst}$. One story making the latter case plausible for $B_l$ and $P$ is that policy makers react to public pressure: when unemployment is high, they increase the generosity of unemployment benefits or they tighten employment protection to soothe the electorate. If reverse causality affects substantially our estimate of $\alpha$, our inference regarding $\text{Inst} \rightarrow U$ can go seriously wrong.

### 3.5.2 Mechanistic evidence

Now I come to my interpretation of the second type of evidence described by Russo and Williamson. Remember that I take some evidence to be mechanistic only in relation to a given claim. A causal claim is composed of two relata—cause and effect—which are described at one level. For instance, we have ‘smoking’ as an activity of a person related to ‘lung cancer’ as an illness diagnosed again for a person. As an example from my case study, we have a country’s level of unemployment benefits and a country’s aggregate unemployment rate. The first step in getting to mechanistic evidence is to redescribe the two relata at a lower level. What does it mean for a person to smoke or to have lung cancer? It means (roughly) inhaling a quantity of cigarette smoke above normal and it means having cluster(s) of cancerous cells in the lungs. Similarly (and straightforwardly), a higher $B_l$ means that some job seekers in the country have a higher income while unemployed and a higher $U$ means that more potential workers are out of job.

Another way of putting this is to think about causal claims as relating properties of a system—the system being a human individual in the case of $S \rightarrow C$ and a nationwide labor market (or economy) in the case of $\text{Inst} \rightarrow U$. The first step toward mechanistic evidence is thus to pin down lower-level properties of this system which are constitutively related to the causal relata at a higher level of description (Craver and Bechtel 2007). This is a constitutive, not a causal relation—e.g., the unemployment rate

---

11 To avoid confusion, I am not maintaining that the claim $S \rightarrow C$ applies to a single individual. Like $\text{Inst} \rightarrow U$, it is best interpreted as an average claim in an implicit population. The truth of such claims does not imply the truth of unit-level claims such as ‘for this specific individual in the population, smoking causes lung cancer’. Nevertheless, the average causal claim is still relating properties of individuals as causal systems, namely how smoking relates to cancer on average in the population of such systems.
does not cause Bob and Jane to be unemployed (or the other way around), it is for them to be out of work.

Once redescribed, the cause and effect can be related in a different fashion than they were at the upper level. Most importantly, one can investigate how the parts of the system interact. What is an effect of inhaling tar? It is to destroy “hair-like cilia in the lungs”; this, in turn, results in “[c]ancer-producing agents in cigarette smoke [being] trapped in the mucus”; the presence of these agents increase the probability of altered cells; and, finally, we get a greater chance of having clusters of cancerous cells (Russo and Williamson 2007, p. 162). An important point for us is that the counterfactual-manipulationist account has the resources to make sense of this causal story; at any point in the chain, the causal claim can be analyzed with a manipulationist counterfactual.

In the economics of unemployment the current way to mechanistically understand the causes of unemployment is strongly influenced by the Diamond-Mortensen-Pissarides (DMP) benchmark model of the labor market (see Pissarides 2000). This benchmark model conceptualizes the unemployment rate as a resultant of the matching and bargaining dynamics between workers and employers. Apart from the decomposition between different types of agents—e.g. job seekers supplying and firms demanding labor—the model presents the unemployment rate as a stock variable—i.e., the ratio of unemployed workers to the total labor force—affected by the flows in and out of employment, i.e., by job creation and destruction. In an economy with some amount of job destruction, there will inevitably be some unemployed workers at any given point because time is needed to find a new job. Let us assume, for ease of exposition, that it takes an average of one month to find a new position and that the flows in and out of employment cancel out—i.e., the unemployment rate is in steady state. The observed unemployment rate can thus be directly

---

12 See the mechanistic literature in the philosophy of science as applied to biology (e.g., Machamer et al. 2000, Bechtel and Abrahamsen 2005), to the social sciences (e.g., Kuorikoski 2009, Hedström and Ylikoski 2010) or to both (Steel 2008). Steel’s (2008, p. 48) definition of social mechanisms seems to fit particularly well the case of the economics of unemployment: “Social mechanisms are complexes of interacting agents—usually classified into specific social categories—that produce regularities among macrolevel variables.”

13 For recent defenses of such a counterfactual analysis of mechanisms, see Glennan (2011) and Woodward (2011). This interpretation departs from an ‘actualist’ interpretation of mechanisms like the one of Machamer (2004). Russo and Williamson (2007, p. 162) do not commit themselves to a particular understanding of mechanisms and clearly leave open the view endorsed here.

14 I am abstracting here from the flows in and out of the labor force.
derived from the flow out of (or in) employment. If 5% of individuals in the labor force lose their job each month, the unemployment rate will be steady at 5%. From this perspective, interventions can affect the unemployment rate by changing the flows. But these paths are only half of the story; the unemployment rate is also affected by the average duration of an unemployment spell. Keeping the flows in our previous example, we can double the observed unemployment rate (from 5 to 10%) by doubling the average time it takes for an individual to find a new job (from 1 to 2 months). In light of the stock/flow distinction, institutional variables such as $B_l$, $B_s$ or $P$ can be said to be causally relevant to $U$ in the model if a path affecting either the flows or the average duration of the spell can be uncovered.

The empirical element in mechanistic evidence comes from micro-data studies which have steadily grown in popularity in the last two decades. Many researchers now see them as the avenue to secure consensus (e.g. Freeman, 2005). Here are two typical examples. One can look at the average duration of the unemployment spell in groups of workers with different requirements for job search (linking to $B_s$) or different profiles of unemployment benefits (linking to $B_l$). Another example is to look at whether firms subject to a stricter employment protection legislation have different firing and hiring behaviors than firms subject to a weaker legislation. These studies provide direct evidence for claims such as ‘in this sample, average duration increases under a given UB system’ or ‘in this sample, firing rates drop with stricter employment protection’. The reader should note that the direct evidence is difference-making evidence for the type of claims just stated. It is however mechanistic evidence for the claims that I initially posited ($Inst \rightarrow U$).

Why are economists putting so much faith in micro-data studies? Their clear advantage over the cross-country regressions discussed above is that they allow for stricter research designs (sometimes based on randomized controlled trials). With such designs, the possibility of erroneously attributing, in the sample under study, a causal role to some variable—e.g., search requirements causing average duration—is reduced. This advantage is why many labor economists seem to agree with Blanchard that “much has been learned about the effects of the various pieces” (Blanchard, 2006, p. 45) from micro studies.

The drawbacks of micro-data studies are apparent from Blanchard’s quotation. They are about ‘various pieces’ but they do not supply the full picture. Firstly, each micro-data study typically looks at only one potential path from $Inst$ to $U$. For example, in investigating whether...
higher benefits cause longer unemployment spells, a study could allocate randomly half of a sample of job seekers to a more generous level of benefits and compute the difference in duration between the two halves of the sample. By doing so, the study might miss the effect of higher benefits on the search duration of another group of job seekers, namely those unemployed but uncovered by the UB system.\textsuperscript{15} Theoretical work has indeed highlighted the possibility of an ‘entitlement effect’ for those who are jobless but are not covered by the UB system (Boeri and van Ours, 2008, sec. 11.2.2). The story goes like this: these jobseekers will have a stronger incentive to find an employment quickly if the unemployment benefits are generous. This incentive comes from the fact that getting a job will plausibly make them eligible to generous unemployment transfers in the future. Thus incentivized by more generous benefits, the non-covered individuals will have shorter unemployment duration on average, in turn leading to a lower $U$. This is a case of path missed by a specific study.

The second drawback of micro-data studies when our target claims are average causal effects for country-level relata comes from the possibility of interaction or general-equilibrium effects (see Rubin, 1986; Morgan and Winship, 2007, pp. 37-40; Imbens and Wooldridge, 2009, pp. 13-4). The typical strategy in using evidence from micro-data studies to inform aggregate level questions is to simply blow up the sample result to the whole population—e.g. an increase in average duration of $x$ following a localized reform is taken to be evidence that average duration would have increased by $x$ if the reform had been national. Such an extrapolation is only warranted in cases in which there is no interaction or general-equilibrium effects—i.e. when “treatments received by one unit do not affect outcomes for another unit” (Imbens and Wooldridge, 2009, p. 13). Here’s an illustration:

It is clear that a labor market program that affects the labor market outcomes for one individual potentially has an effect on the labor market outcomes for others. In a world with a fixed number of jobs, a training program could only redistribute the jobs, and ignoring this constraint on the number of jobs by using a partial, instead of a general, equilibrium

\textsuperscript{15} The proportion of non-covered individuals in the total unemployed labor force is larger than one might expect. For the twelve European countries listed in Boeri and van Ours (2008, Table 11.2, pp. 234-8), the coverage of the UB system—i.e. “the fraction of LFS unemployed declaring that they were receiving unemployment benefits”—is between 13% (Greece) and 53% (Netherlands).
analysis could lead one to erroneously conclude that extending the program to the entire population would raise aggregate employment. (Imbens and Wooldridge, 2009, pp. 13-4)

The assumption of ‘a world with a fixed number of jobs’ is certainly far-fetched—it is, after all, called the ‘lump-of-labor fallacy’—but the point remains: there is an inferential leap from the micro-data study to a claim about the effect of a national reform for a specific country.

Whereas the second drawback just discussed concerns the challenge of moving from the result of a sub-country study to an aggregate claim about this same country, the final drawback that I want to discuss arises in attempting to move further away, from a claim in one country to the target claim about an average effect across countries. As discussed in section 3.4, the effect of $Inst$ on $U$ is most likely to vary from one country to the other. Consequently, even though we might be right in extrapolating from a micro-data result in country $i$ to a claim about the aggregate effect in the same country $i$, we might still be mistaken to hold that this result reflects the average effect across countries.

Summing up this section on the two types of evidence, we saw that, once a target causal claim is determined, one can distinguish between difference-making and mechanistic evidence. The counterfactual-manipulationist account of causality can obviously rationalize why difference-making evidence is evidence for the target claim, and it can (perhaps less obviously) do the same for mechanistic evidence. In the latter case, the causal relations in the mechanism are analyzed in terms of manipulationist counterfactuals, in a way exactly paralleling how the target causal claim is analyzed. This section also established a point which will be crucial in the next section in which I look directly at the two Russo-Williamson Theses: each type of evidence has potential sources of bias—mainly confounding and reverse causality for the difference-making evidence, and missing paths, general-equilibrium effects, and country heterogeneity for the mechanistic evidence.

### 3.6 Evidential variety and the RW Theses

What is the rationale behind the common practice of exhibiting both types of evidence for a given causal claim? In attempting to explain this practice, Russo and Williamson are led to argue that all monist accounts of causality are misguided (i.e., the second Russo-Williamson Thesis).
There is however an alternative explanation which does not threaten the counterfactual-manipulationist account of causality.

One general message of the previous section is that the available difference-making and mechanistic evidence might not be reliable. Even though these two types of evidence are far from ideal, it should also be clear that the reasons why they would err are somewhat orthogonal to each other. In other words, if one has good reasons to believe that one type of evidence is unreliable—e.g., the aggregate data are indeed driven by reverse causality—it is hard to see why our belief in the reliability of the other type should be affected. When an evidential set has this property, we can say that its elements are error independent.

The notion of error independence brings us directly to why economists (and perhaps also health scientists) try to exhibit both mechanistic and difference-making evidence for a given causal claim. This rationale is evidential variety or what Jacob Stegenga (2009, p. 650) recently called “the common platitude” of robustness: “hypotheses are better supported with evidence generated by multiple techniques that rely on different background assumptions”\footnote{Following Woodward (2006), it is perhaps better to call it “measurement robustness” to avoid confusion with other types of robustness. Like most platitudes, measurement robustness has received numerous labels; see the previous chapter (especially section 2.5) for a more detailed analysis and more references to the literature. For a Bayesian analysis of the concept of error independence, see chapter 4.} Each type of evidence can be doubted because all evidence-generating methods are fallible. This doubt should however weaken if multiple, (more or less) error-independent, evidential elements support the same claim.

Let me illustrate the functioning of evidential variety by looking briefly at the evidence for my target causal claims. I start with $B_l \rightarrow U$. In cross-country regressions—i.e., the method generating difference-making evidence—the association of $B_l$ with $U$ is almost always found to be significantly positive. Moving to mechanistic evidence, most studies find that job seekers receiving higher levels of benefits have, on average, longer unemployment spells (OECD 2006b, p. 59; Boeri and van Ours 2008, pp. 239-40). While the quantitative effect of $B_l$ on $U$ extrapolated from micro-data studies is typically smaller than what the difference-making evidence suggests\footnote{This discrepancy is perhaps explainable by a bias in cross-country regressions due to reverse causality (Boeri and van Ours 2008, pp. 243-4).}, the two types of evidence agree qualitatively. We thus have two types of evidence with (partially) independent sources of error which agree on the qualitative result.
The evidence for $P \xrightarrow{\circ} U$ is even more interesting because it is a case of mutually canceling causal paths. Regarding difference-making evidence, the relevant coefficient is rarely found to be significantly different from zero (OECD 2006b, p. 96; Boeri and van Ours 2008, pp. 211-2). This regression result does not mean that employment protection has no effect on the behavior of agents. Indeed, micro-data studies tell the following story (e.g., Kugler and Pica 2008). Stricter employment protection reduces aggregate unemployment through one path: dismissal rates of firms subject to stricter rules are lower. Theoretically, this effect is explained by the increased costs associated with layoffs. But there is a counteracting path: with a stricter legislation, firms are less willing to employ new workers, they open fewer vacancies, thus it takes longer for the average unemployed to find a job. We thus have a diminution in the unemployment inflow but also an increase in the average duration of an unemployment spell; the generic result being that the two paths cancel out leaving the unemployment rate as it is.

These two first examples should be enough to illustrate the logic of evidential variety. It is also easy to see from them that evidential variety does not clinch (Cartwright 2007) the target causal claims. Indeed, it might well be that the two types of evidence brought in support of, say, $B_t \xrightarrow{\circ} U$ are both strongly biased but, by chance, in the same direction. The possibility of ‘chance agreement’ would persist even if we found other error-independent evidential elements; the probability of chance agreement would just diminish as evidential elements accumulate. So, when saying that my two causal claims are established, I do not mean that they are established beyond doubt, that no more research is required to investigate whether they might, in fact, be wrong. These claims are established in the weaker sense that, after due consideration of the evidence, no specialist rejects them. See how the prominent macroeconomist Olivier Blanchard (2006, p. 45) puts it: “From both the macro evidence and this body of microeconomic work, a large consensus – right or wrong – has emerged.” Specialists still envisage the possibility that they might be wrong.

What about the claim $B_s \xrightarrow{\circ} U$? How was it established? It was established without the aid of difference-making evidence. This causal claim is thus my counter-example to the first Russo-Williamson Thesis. The reason why difference-making evidence was not relied on is rather trivial: there was no measure of $B_s$ comparable across countries (and there is still none as far as I am aware). Economists drew on the available evidence, i.e., mechanistic evidence. And it seems that this evidence—
including clear model predictions and micro-data evidence in line with them (see Fredriksson and Holmlund 2006, sec. 4)—was sufficient to gather general support to the claim.

To be more precise, the OECD provides data for the overall cost of ‘active labor market policies’ (ALMPs) for each country and these data are routinely used in cross-country regressions. Since monitoring and sanctions are included under the umbrella term ALMPs, it is initially plausible to say that difference-making evidence for $B_s \rightarrow U$ comes from the coefficient associated to the cost of ALMPs in cross-country regressions. There are however two major problems with this argument. Firstly, ALMPs include many things beside what one wants to capture in $B_s$—e.g., placement services, subsidized training, and subsidized employment. Given the nature of these additional components, the overall cost of ALMPs is not likely to be driven by $B_s$. In other words, the ALMP variable is a really bad proxy for $B_s$. Secondly, I know of one study (Bassanini and Duval 2006, pp. 81-3) which disaggregates ALMP expenditures into five components, one of which—‘Public Employment Services’—is arguably a better (though still poor) proxy for $B_s$. The problem is that the coefficient on the relevant component is unstable in the three specifications used: negative and statistically significant in one, non-significant in another, and positive and significant in the last. This can hardly be taken as evidence for $B_s \rightarrow U$.

$B_s \rightarrow U$ was thus established without difference-making evidence. Two comments come to mind in connection with the idea of evidential variety. First, since the causal claim was established solely with mechanistic evidence, it must mean that the specialists are quite confident in the reliability of mechanistic evidence for this specific claim—i.e., they don’t expect missing paths, general-equilibrium effects and country heterogeneity to be major problems. Second, one should not be surprised to see that, if a measure of $B_s$ comparable across countries becomes available, economists will use it to test $B_s \rightarrow U$. Evidential variety will just make economists more comfortable in holding this claim.

### 3.7 Conclusion

Russo and Williamson (2007) report that it seems necessary, in order to
establish a causal claim in the health sciences, that the claim be supported by both difference-making and mechanistic evidence. They maintain that the extant monist accounts of causality cannot rationalize this observation.

My conclusion, based on the study of a specific case in the social sciences, is different. Firstly, it is in fact not necessary in order to establish a causal claim that it be supported by both difference-making and mechanistic evidence. Among the three established causal claims analyzed here, the last one could only count on the support of mechanistic evidence. Second, the counterfactual-manipulationist account—a monist account popular in the social sciences—can perfectly make sense of the practice of jointly supplying difference-making and mechanistic evidence for a single claim. From the standpoint of this account, this practice is an instance of the common strategy of increasing evidential variety. Since we (extremely) rarely have access to fully appropriate evidence of any of the two types, it is not mysterious that scientists endeavor to collect both.

To argue for these two points, I had to offer interpretations of quite a few concepts relevant to the two Russo-Williamson Theses. Firstly, the scientific moment analyzed here is properly the establishment of a causal claim, which should be distinguished from its formulation, its justification, its explanation, its extrapolation, and its practical use. Secondly, one must be clear about the causal claim under consideration and, specifically, about what the units are and whether the causal relation is meant to apply on average to these units or rather homogeneously to each of them. Finally, only once the claim is disambiguated can we tell what counts as difference-making and mechanistic evidence for this claim.

Why are scientific communities often producing both difference-making and mechanistic evidence for the same causal claim? The fundamental reason does not seem to be that we specifically need ‘mechanisms’ and ‘dependencies’ for a claim to be well supported but that agreement among “multiple means of determination” (Wimsatt [2007b] p. 43) increases our confidence in the claim. Reporting the two types of evidence discussed here is simply one way among others to generate evidential variety.
Chapter 4

The Independence Condition in the Variety-of-Evidence Thesis

4.1 Introduction

Seeking a variety of evidence for a hypothesis is standard practice in science, as well as in normal life. The members of the OPERA Collaboration, for instance, appealed to the value of evidential variety when they disclosed their measurement of neutrinos apparently traveling faster than light: “While OPERA researchers will continue their studies, we are also looking forward to independent measurements to fully assess the nature of this observation.” (Istituto Nazionale di Fisica Nucleare 2011)

Evidential variety is also prized in economics. For example, it is commonplace in labor economics for a causal hypothesis to be seen as more strongly supported if it can rely, not only on macro-data evidence but also on micro-data evidence. If the hypothesis under consideration is ‘the relatively long duration of unemployment benefits in France is a cause of its relatively high unemployment rate’, the proposition ‘there is a positive statistical association between average duration of benefits and unemployment rates among industrial countries’ (macro-data evidence) will be interpreted as supporting the hypothesis, but the support will be even higher if the evidential elements also include the propositions ‘the average length of an unemployment spell increased in Austria for the category of

*This chapter (with a shortened appendix) is forthcoming in Philosophy of Science.
job seekers affected by the 1989 reform of benefits duration’ (micro-data evidence).

The widespread quest for evidential variety can be justified by what Bayesians call the variety-of-evidence thesis.

**Variety-of-evidence thesis.** *Ceteris paribus*, the strength of confirmation of a hypothesis by an evidential set increases with the diversity of the evidential elements in that set.

Some Bayesians maintain that this thesis could be given a formal proof once its key terms—the *ceteris paribus* clause, confirmation, variety—are properly defined. In seeking this proof, the most popular interpretation of variety has been to equate it to a measure of independence among evidential elements. The intuitive idea behind the proposals of Earman (1992) and Howson and Urbach (1993) is that an evidential set is varied to the extent that each element $e_i$ is *not* made significantly more likely by learning other elements in the set—the extreme case being full probabilistic independence between $e_i$ and any conjunct of the other elements.

It turns out that one runs into problems in trying to prove the variety-of-evidence thesis using such a measure of independence. It is indeed clear from a measure introduced by Myrvold (1996) and recently labeled “focused correlation” by Wheeler (2009) that, in order to prove the variety-of-evidence thesis using the most popular interpretation of variety, one must either assume that the hypothesis entails the evidence, which would be forgetting the role of auxiliary hypotheses; or one must smuggle into the *ceteris paribus* clause the measure of independence conditional on the hypothesis, which seems unwarranted.

In parallel to these developments, Bovens and Hartmann introduced another characterization of variety as *reliability* independence. Using this notion of independence, they challenged the belief that Bayesianism can prove the variety-of-evidence thesis. According to their model, “less varied evidence may indeed provide more confirmation to the hypothesis” (Bovens and Hartmann 2002, 47; 2003, 106).

Bovens and Hartmann use what seems to be a plausible understanding of variety: evidential elements for a given hypothesis are varied to the extent that they do not share potential reasons for being unreliable.

---

1 These evidential propositions come respectively from OECD (2006b, table 3.3) and from Lalive et al. (2006).

For example, the ICARUS Collaboration (2012) was in a position to produce evidence for or against the hypothesis of faster-than-light neutrinos, evidence which was partially independent of the OPERA experiment. The independence is partial here because, while on the one hand, the two groups shared the same neutrino beams from CERN—making them share some potential reasons to be unreliable—on the other hand, they used different detectors—opening up the possibility that the ICARUS measurement is unbiased while the OPERA measurement is systematically biased due to a defect in the OPERA detector.

This chapter takes a second look at Bovens and Hartmann’s result. My primary concern is to assess whether their result should affect the status of the variety-of-evidence thesis as a guide to scientific practice. Endorsing their (plausible) interpretation of variety as reliability independence, I argue that two aspects of their model shed doubt on the relevance of their result for actual science. Firstly, the unreliable sources in their model are not like unreliable sources in actual science—i.e., their unreliable sources are randomly biased while systematic bias is far more likely to be the issue. I show, in section 4.4, that the variety-of-evidence thesis is rescued when the model is slightly modified to capture unreliability as systematic bias. Secondly, their model, and my first modification to it, contrast full independence to full dependence while variety in the variety-of-evidence thesis is more a question of degrees of independence. In section 4.5, I extend the model to consider degrees of independence. I then show that the variety-of-evidence thesis, as Bovens and Hartmann initially claimed, is false.

4.2 Bovens and Hartmann’s result

In this section, I present a simplified version of Bovens and Hartmann’s model and reproduce one of their results against the variety-of-evidence thesis. The model uses three types of propositional variables:

- The hypothesis variable $H = \{h, \neg h\}$, where $h$ stands for the proposition that the hypothesis of interest is true (e.g., ‘some neutrinos can travel faster than light’) and $\neg h$ stands for its negation.

---

3 This is now the official explanation of the OPERA anomaly (CERN, 2012).

4 Their model is slightly more complex because it adds another propositional variable to the three that I consider—i.e., the ‘testable consequence’ $C$ (Bovens and Hartmann, 2003, 89-90). Since I focus on the issue of independent reliability—not on the issue of independent testable consequences—this addition is superfluous.
The evidential variable $E_i = \{e_i, \neg e_i\}$, where $e_i$ stands for a positive report regarding $h$, that is, a report to the effect that a testable consequence of $h$ holds (e.g., ‘the measured velocity of the neutrinos in this experiment is higher than the speed of light’) and $\neg e_i$ stands for a negative report.

The reliability variable $R_i = \{r_i, \neg r_i\}$, where $r_i$ stands for the proposition that the evidential source $i$ (the one having as output $E_i$) is reliable and $\neg r_i$ stands for the proposition that the source is unreliable.

Two joint probability distributions are constructed over the set of variables $\{H, E_1, E_2, R_1, R_2\}$. The assumed probabilistic independencies among the variables can be read off the Bayesian networks in Figure 4.1 by using the d-separation criterion (Pearl 1988, 117-18). The two distributions share the condition $H \perp \perp R_1, R_2, R$—i.e., before learning the evidential report $E_i$, learning that the associated evidential source is reliable or not has no bearing on the strength of belief in the hypothesis (and vice versa). For panel (a) we also have $E_i \perp \perp E_j, R_j | H$ for $i \neq j$, which means that once the realization of $H$ is known, learning the realization of $E_j$ or $R_j$ for $j \neq i$ is not relevant to the probability distribution of $E_i$. A similar condition for panel (b) is $E_i \perp \perp E_j | H, R$ for $i \neq j$, which means that, in this case, one needs to condition on the reliability variable too in order for the two evidential reports to be irrelevant to each other. These conditions do not universally apply to what can be considered evidential elements for a hypothesis (e.g., Wheeler and Scheines 2011, fig. 3). This fact must be kept in mind in interpreting the result of Bovens and Hartmann as well as my results.

Figure 4.1: Two cases of partially reliable evidential sources
distribution $P_I(\cdot)$ associated with the network in panel [a] is meant to capture the idea that two sources are reliability independent—i.e., $R_1 \perp \perp R_2$. The probability distribution $P_S(\cdot)$ associated with panel [b] captures the other extreme when evidential sources have fully-shared reliabilities—i.e., $R_1 = R_2 = R$. The notion of variety modeled here is thus:

**Reliability independence.** Two evidential elements are independent if their reliabilities are independent.

The joint probability distributions are further specified. The root variables $H$ and $R_i$ are given prior probabilities:

$$P(h) = h_0 \quad \text{and} \quad P(r_i) = \rho_i \quad (4.1)$$

where $h_0$ and $\rho_i$ are parameters strictly between 0 and 1. $h_0$ is thus the prior degree of belief that the hypothesis is true, and $\rho_i$ is the prior degree of belief that the evidential source $i$ is reliable. For compactness, I will write $\bar{h}_0$ for the prior probability that the hypothesis is false ($1 - h_0$), and $\bar{\rho}_i$ for the prior probability that source $i$ is unreliable ($1 - \rho_i$).

What remains to be spelled out is how the evidential variable $E_i$ varies with its parents. It is assumed that, when a source is reliable, the evidential report is a perfect truth tracker:

$$P(e_i|h, r_i) = 1 \quad \text{and} \quad P(e_i|\neg h, r_i) = 0 \quad \text{for} \ i = \{1, 2\} \quad (4.2)$$

That is, when the hypothesis is true, a reliable evidential source will give a positive report; when the hypothesis is false, such a source will give a negative report.

What happens when the source is unreliable? To specify this case, Bovens and Hartmann rely on the following intuition:

**Irrelevance of an unreliable source.** If one knows for sure that a given source is unreliable ($R_i = \neg r_i$), the report coming from this source ($e_i$ or $\neg e_i$) should not have any effect on the degree of belief in the hypothesis $h$.

This can be written

$$P(h|e_i, \neg r_i) = P(h|\neg e_i, \neg r_i) = P(h|\neg r_i). \quad (4.3)$$

In other words, an unreliable source gives garbage information regarding the truth of the hypothesis. Upon learning the information from an unreliable source, the agent makes no updating to the subjective probability of the hypothesis.
### Table 4.1: Probability of a positive report given the values of $H$ and $R_i$

| $P(e_i|H, R_i)$ | $r_i$ | $\neg r_i$ |
|-----------------|-------|-----------|
| $h$             | 1     | $\alpha_i$ |
| $\neg h$       | 0     | $\alpha_i$ |

Note that this is not the only plausible interpretation of ‘unreliable source’. The interpretation clashes, in particular, with the idea that unreliability might be due to calibration issues. Taking again the OPERA experiment as an example, some early critics claimed that the anomalous result might be due to a problem with clock synchronization (Contaldi, 2011). The estimated time of travel would be systematically below the actual time because the clock at the end of the tube clicked slightly later than the clock at the beginning. With this type of unreliability, it is possible to undo the bias: given the estimated value and given the bias, one can retrieve the actual travel time. Knowing, for example, that the experimental setup is biased ($\neg r_i$) in such a way that the estimated time is systematically underestimated by a factor $b$, obtaining a positive report $e_i$ that the time of travel is $t$ should matter for one’s belief in the hypothesis because an unbiased estimate of the travel time can be retrieved by computing $t/b$. For such calibration problems, we thus have that $P(h|e_i, \neg r_i) \neq P(h|\neg r_i)$, which contradicts condition (4.3). In this chapter, I stick to interpretations of unreliability compatible with condition (4.3), and keep the calibration interpretation for future work. I will later give examples of reasons for unreliability which are compatible with condition (4.3).

Condition (4.3) implies the following (proof in Bovens and Hartmann, 2003, Appendix C.1):

$$P(e_i|h, \neg r_i) = P(e_i|\neg h, \neg r_i) =: \alpha_i$$

(4.4)

Another way to express this condition is $E_i \perp \perp H|\neg r_i$.

Parameter $\alpha_i$ is the last parameter of the model; it is the probability that the evidential report is positive given that the source is unreliable. The probability that the evidential report is negative given that the source is unreliable is simply $1 - \alpha_i =: \bar{\alpha}_i$. Table 4.1 sums up how the realizations of $E_i$ depend on the values taken by $H$ and $R_i$.

Bovens and Hartmann offer a specific interpretation of $\alpha_i$ in terms of a randomizing evidential source. I will later offer an alternative interpretation of this parameter; but let me first reproduce their result relative to

---

6 The OPERA researchers have indeed identified similar biases by now.
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the variety-of-evidence thesis. The probability of interest is the posterior belief in the hypothesis given two positive reports: \( P(h|e_1, e_2) = P^*(h) \).

For the two joint probability distributions \( P_I(\cdot) \) and \( P_S(\cdot) \)—i.e., the distributions associated with the reliability-Independent version (Figure 4.1a) and the Shared-reliability version (Figure 4.1b)—this posterior can be written (see Appendix A.1.1):

\[
P^*(h) = \frac{h_0}{h_0 + \bar{h}_0 L}, \quad \text{where } L = \frac{P(e_1, e_2|h)}{P(e_1, e_2|\neg h)}.
\]

(4.5)

Which posterior is higher, \( P^*_I(h) \) or \( P^*_S(h) \)? To turn this comparison into an assessment of the variety-of-evidence thesis, we need a plausible interpretation of the \textit{ceteris paribus} condition of this thesis. Bovens and Hartmann impose restrictions that seem sufficient to meet the condition. First, we want to rule out comparing hypotheses starting with unequal degrees of confirmation. We thus impose \( P_I(h) = P_S(h) \). Second, we want the evidential sets to potentially differ in confirmatory strengths for no other reason than their relative variety. A \textit{sufficient} condition for this goal is to require that all positive reports \( e_i \) in the independent-reliability and the shared-reliability versions have the same confirmatory strength for \( h \)—i.e., \( P_I(h|e_i) = P_S(h|e_j) \) for \( i, j = \{1, 2\} \). This condition holds if the different \( \alpha_i \) and \( \rho_i \) are reduced to only a single \( \alpha \) and a single \( \rho \) across the two models (proof in Appendix A.1.3).

Given this interpretation of the \textit{ceteris paribus} condition, the likelihood ratios associated with the two posteriors \( P^*_I(h) \) and \( P^*_S(h) \) are (proof in Appendix A.1.2):

\[
L_I = \frac{(\alpha \bar{\rho})^2}{(\rho + \alpha \bar{\rho})^2}
\]

(4.6)

\[
L_S = \frac{\alpha^2 \bar{\rho}}{\rho + \alpha^2 \bar{\rho}}
\]

(4.7)

Since we assume that the prior probability of the hypothesis is the same in the two models, the variety-of-evidence thesis implies that \( P^*_I(h) > P^*_S(h) \) for all admissible parameter values—i.e., we should have a higher confidence in the hypothesis if our two positive reports come from reliability-independent sources as compared to reliability-shared sources. This is equivalent to \( L_S > L_I \). It turns out, however, that the inequality is reversed for some combinations of values of the parameters \( \alpha \) and \( \rho \) (proof in Appendix A.1.4):

\[
P^*_I(h) > P^*_S(h) \quad \text{if and only if } \quad .5 > \bar{\alpha} \bar{\rho}
\]

(4.8)
Figure 4.2: Parameter space showing when shared reliability is more confirmatory than independent reliability

Figure 4.2 divides the parameter space in two regions: the bigger white region where independence is more confirmatory, and the gray region where shared reliability is more confirmatory.

What happens? Why is it sometimes better for confirmation to have no reliability independence rather than full independence? To understand this, it is crucial to see what shared reliability entails in the second version of the model: namely that $E_1$ is a truth teller if and only if $E_2$ is a truth teller. As truth tellers, $E_1$ and $E_2$ will always give concordant reports. But when none of the evidential variables is a truth teller (i.e., when $\neg r$), then each evidential variable has a probability $\alpha$ of producing a positive report. It is crucial to recognize that this probability is not affected by the value the other evidential variable is realizing. It implies that when, and only when, they are unreliable, $E_1$ and $E_2$ might realize discordant reports. A second concordant report in the shared-reliability model thus contributes to confirmation in the following way: “we feel more confident that the instrument is not a randomizer and this increase in confidence in the reliability of the instrument benefits the confirmation of the hypothesis.” (Bovens and Hartmann, 2003, 98) The region of the parameter space where shared-reliability is better is the one where this channel of ‘higher confirmation of $h$ because higher confidence in the
reliability of the source’ is the most effective. With low values of \( \alpha \), it is unlikely that an unreliable source would output two positive reports; it is thus likely that the two positive reports come from a reliable source. With low values of \( \rho \), the agent starts with little confidence in the source; there is both great room for improving confidence and little to be gained for the belief in the hypothesis from the direct effect of a positive report since such a report is not likely to be truth tracking.

4.3 Questioning Bovens and Hartmann’s result

While the logic of this result is simple, its implications for the variety-of-evidence thesis are less clear. As Bovens and Hartmann (2003, 95fn) recognize, the result of their model “does not apply to unreliable instruments that do not randomize”. It thus seems that the champions of the variety-of-evidence thesis would have little to worry about if evidential sources were rarely as Bovens and Hartmann depict them to be. And it indeed seems to be the case that scientists do not think of their evidential sources in the manner depicted by the shared-reliability model.

For example, consider the macro-data evidence for the hypothesis that one cause of the relatively high French unemployment rate is its relatively long duration of unemployment benefits. To simplify, let us imagine that the macro-data evidence is Pearson’s correlation coefficient between the legislated duration of unemployment benefits and the unemployment rate for a sample of industrial countries. There are many potential reasons why this coefficient would not be truth tracking (i.e., would be unreliable) with respect to the hypothesis of interest—e.g., the correlation might not be a sign of causation from benefits to the unemployment rate because of the presence of a common cause, or perhaps the causal structure in France deviates substantially from the ones in the sampled countries.

Now imagine that I decide to compute the correlation coefficient twice. That is, I have the data for the two variables in my computer and I use my favorite statistical software to compute the correlation twice (e.g., send the command \texttt{cor(Bd,U)} to R twice). It is reasonable to say that the two results would share a single reliability state: my second correlation coefficient would be reliable evidence for the hypothesis if and only if my first coefficient is also reliable evidence for the hypothesis. Does Bovens and Hartmann’s shared-reliability situation come anywhere close to capturing how we think about these two results? Obviously not.
According to the model, the two results will always be in concordance if the procedure is reliable. This implication seems fine. But something strange must happen with my statistical software when the procedure is unreliable. In this case, the two results might be at odds. Furthermore, if I were to compute the coefficient again and again, I would necessarily get discordant results (provided $\alpha$ is strictly between 0 and 1). To be sure, it is possible that my procedure is unreliable and is randomizing in this way. My correlation command might have been redefined such that it randomly outputs a number between $-1$ and $1$. However, this is not what would normally be of concern. The reasons given above for why a correlation might be unreliable evidence for a specific causal claim will not bring about such randomness. If, for example, there is a confounding common cause, one would expect both coefficients to be identically affected.

Another way to see the problem with the model is to imagine that the data used to compute the correlation coefficients are known to be totally unrelated to French unemployment. Let us say that the two variables are the respective prices of two types of fish at the Grote Markt in Rotterdam. Since the correlation between these two variables is not tracking the truth of the hypothesis about French unemployment, the source is unreliable for this hypothesis ($R = \neg r$). Now the model tells us that, since the source is unreliable, the two computed correlations must be probabilistically independent. The agent thus starts with some strength of belief $\alpha$ that the correlation between the fish prices is positive. She sends the correlation command and reads a first positive coefficient. Strangely, learning this first coefficient will not make her revise her belief about the probable value of the second coefficient; just before pressing \texttt{Enter} again on her computer, she will still believe to strength $\alpha$ that the computer output will be positive.

The counter-intuitiveness of Bovens and Hartmann’s model is not an artifact of my specific choice of example. Take the complex experimental setup of the OPERA Collaboration. Imagine that the research team—before announcing that it had located biases in its experimental procedure—had rerun the experiment \textit{with the exact same setup} (imagine this to be the case even though the exact same setup is a physical impossibility) and that the results had \textit{corroborated} the initial measurement. What would have been the reaction of the scientific community? The model tells us that the new results should have been taken as evidence that the setup is truth tracking. But it seems more intuitive that these results would have been met with indifference. Scientists distrusted the first measurement because they believed that the experiment suffered
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from a *systematic* (yet unknown) bias. Concordant results from a second identical experiment could thus be explained away by saying that the systematic bias was again operating (as it should if experimenters were careful enough in reproducing the setup). To make some progress in the debate, OPERA researchers needed to find a way to decrease the strength of the belief in the existence of a systematic bias. Rerunning the exact same experiment over and over would not have achieved that.

The upshot of this discussion is that the result of Bovens and Hartmann, as it stands, should not worry scientists and philosophers very much, if at all. There is still room for an unqualified variety-of-evidence thesis when the sources of evidence resemble the ones in science, rather than the ones in the model.⁷

4.4 First modification to the model

Doubt has crept in: Can it not be shown that a more appropriate modeling of the evidential sources still results in a qualified variety-of-evidence thesis? In this section, I offer a negative answer to this question by making a single modification to the model of Bovens and Hartmann.

Bovens and Hartmann’s modeling choices are guided by a specific interpretation of the parameter $\alpha$: for them it means that an unreliable evidential source acts like a randomizer. This becomes clear in their discussion of witnesses as a special case of an evidential source:

So, we assume that if witnesses are not reliable, then they are like randomizers. It is as if they do not even look at the state of the world to determine whether the hypothesis is true, but rather flip a coin or cast a die to determine whether they will provide a report to the effect that the hypothesis is true.

*Bovens and Hartmann* (2003, 57)

While they interpret the parameter as capturing a property of the evidential source, I would rather interpret it from the point of view of the agent: just knowing that the source $i$ is unreliable, $\alpha_i$ is the agent’s degree of belief that the report of this source will be positive.

It turns out that Bovens and Hartmann could have modeled this epistemic fact in a different way. Such an alternative way specifies that an

---

⁷ Hartmann (2008, 108) later wrote the following about his assumption regarding unreliability: “This way of modeling a partially reliable instrument is clearly a strong idealization, which will not hold in many cases.”
unreliable evidential source is systematically biased, not randomizing. I want to emphasize at the outset that systematically-biased sources of the kind I will model do not cover all the potential kinds of unreliability in science. Obviously, they do not cover randomizing sources (if such sources exist). More importantly, they fail to encompass the miscalibrated sources previously mentioned in section 4.2.

I still think that what I model as ‘systematically-biased sources’ capture important reasons why one can judge a source to be unreliable. Here are a few hints at these reasons without any claim to be comprehensive. One general class of cases comprises the diverse ways in which an evidential report can be affected by a preconceived view of what is the ‘good’ answer. That might come from researchers performing data mining until they get the answer they want or from them simply falsifying their results because of their sponsor’s interests. It can also come from institutional pressures in science: peer review systematically favoring some sort of result, or deeply-rooted hypotheses making scientists revise their experimental procedure until the output fits ‘what is known’.

Another class of cases has to do with the risks of using something as a stand-in (as a model) in order to learn about something else. If one uses, for instance, an animal to learn about the potential side effects of a drug on humans, the extrapolation might go wrong because there is some biological mechanism in the model not present in the target (or the other way around) which makes the drug have some effect in one group of subjects but not in the other. The result from the model subjects will thus be systematically biased when used as a report for the target subjects.

To model sources that are potentially systematically biased, I redefine the reliability variable:

- the new reliability variable $R_i = \{r_i, b_i^h, b_i^{-h}\}$, where $r_i$ stands, as before, for the proposition that the source is reliable, $b_i^h$ stands for the proposition that the source is biased toward a positive report for the hypothesis regardless of its truth, and $b_i^{-h}$ stands for the proposition that the source is biased toward a negative report.

This ternary variable (all the previous variables were binary) is arrived at by giving a more finely-grained specification of the proposition $\neg r_i$. It is now decomposed into two disjoint propositions—i.e., we now have $\neg r_i = b_i^h \cup b_i^{-h}$.

My first modification inserts this new variable into the previous model. The probabilistic independencies that can be read off the Bayesian net-
works in Figure 4.1 still hold. Furthermore, the specifications of the prior
probabilities $h_0$ and $\rho_i$ in condition (4.1) are retained. We need however
to specify more probabilities for $R_i$: 

$$P(b^h_i|\neg r_i) = \alpha_i$$ and $P(b^{-h}_i|\neg r_i) = \bar{\alpha}_i$. (4.9)

This condition assigns prior probabilities to the propositions about pos-
tive and negative biases given that the source is already known to be
unreliable. Note that what was interpreted as a ‘randomization param-
eter’ by Bovens and Hartmann is used explicitly as a strength of belief
here. Combining condition (4.9) with condition (4.1), we have the follow-
ing: the prior probability of a positive bias $P(b^h_i)$ is $\alpha_i\bar{\rho}_i$ and the prior
probability of a negative bias $P(b^{-h}_i)$ is $\bar{\alpha}_i\bar{\rho}_i$.

Finally, we need to expand Table 4.1 by stating explicitly how likely
e_i is conditional on $b^h_i$ and $b^{-h}_i$. This expansion gives us Table 4.2. Since
the uncertainty which figured initially in $P(e_i|H, R_i)$ has been shifted to
$R_i$, the evidential variable $E_i$ is now a deterministic function of $H$ and
$R_i$. This deterministic relation might come as a surprise to some, but
it shouldn’t be surprising. If we remain committed to the ‘irrelevance of
an unreliable source’ (IUS, see p. 127), the columns for $b^h_i$ and for $b^{-h}_i$ in
Table 4.2 must each contain the same value twice. If instead of having
1 and 0 for these values, we opt for values strictly between these two,
we reintroduce into the model Bovens and Hartmann’s unreliability as
randomizing. The counterexamples used in section 4.3 would thus apply.
As long as we remain committed to the IUS condition, the notion of a
systematic bias must be captured by a deterministic function. In future
work, I will drop the IUS condition in the context of calibration issues,
but I keep it here since it seems pertinent for some sources of unreliability.

The probabilities in Table 4.2 and in equations (4.9) give us two new
versions of the model. Define $P_{I'}(\cdot)$ as the joint probability distribution
associated with the independent-reliability situation (i.e., the distribution
associated with subfigure 4.1a), and $P_{S'}(\cdot)$ as the distribution associated
with the shared-reliability situation (i.e., the distribution associated with
subfigure 4.1b). We can now assess the variety-of-evidence thesis: Is it
always the case that $P_{I'}(h) > P_{S'}^*(h)$?
In fact, $P^*_I(h)$ is no different from $P^*_T(h)$—i.e., for the case of sources with independent reliabilities, Bovens and Hartmann’s version and my version give the same result (proof in Appendix A.2.1). This is welcome news given that Bovens and Hartmann’s version seems to capture what one means in saying that two evidential reports are fully independent regarding a hypothesis—i.e., it concurs with what Shogenji (2005, 308) presents as “a general consensus among probability theorists on how to formalize the condition that two pieces of evidence $E_1$ and $E_2$ are independent of each other with respect to proposition $A$.”

Things are different when we turn to the new version with shared reliability. The posterior probability of the hypothesis is now (proof in Appendix A.2.2)

$$P^*_S(h) = \frac{h_0}{h_0 + h_0 L_S} \text{ where } L_S = \frac{\alpha \tilde{\rho}}{\rho + \alpha \tilde{\rho}}.$$  

The likelihood ratio $L_S$ is identical to the one resulting from an evidential set with only a single element instead of two (see equation A.3 in Appendix A.1.3). In other words, adding a second positive report in this new shared-reliability model has no effect on the degree of confirmation of the hypothesis. The reason for this result is simple: the second report cannot be anything but consistent with the first report in this model. The two evidential variables not only share reliability, they also share the direction of the bias if they are indeed biased. There is no longer the possibility of detecting that a source is unreliable by finding discordant reports coming from this source. Since this possibility no longer obtains, multiplying the reports from the same source becomes useless.

Is it still possible that the reports in the shared-reliability situation are more confirmatory than the ones in the independent-reliability situation? No. The posterior probability of $h$ is strictly higher in the independency case if the probability that the sources are reliable is higher than 0 (see Appendix A.2.3 for the proof). There is thus no combination of admissible parameter values for which having shared reliability is, ceteris paribus, better. Using the same source again is not conducive to confirmation because it no longer holds the promise of detecting the potential unreliability of the source. A second independent report is thus necessarily more confirmatory. The variety-of-evidence thesis holds without qualification in this version of the models.

---

It is a case of Sober’s conjunctive fork (Sober 1989; Fitelson 2001)
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4.5 Degrees of independence

The result supporting the variety-of-evidence thesis in the previous section suffers from a major limitation. While the variety-of-evidence thesis explicitly compares more independent to less independent evidential elements, the comparison made with our two models is between fully independent and fully dependent evidential elements. Our comparison of confirmation was restricted to the two ends of a spectrum whereas the variety-of-evidence thesis deals with how confirmation changes with changes in the degree of independence.

There is a simple way to model degrees of independence by extending the setup of the previous section. The graphical representation of this extended model is in Figure 4.3 and its associated probability distribution will be labeled $P_F(\cdot)$. The modification here adds a probabilistic association between the two reliability variables $R_1$ and $R_2$. The rest of the model remains intact.

The association between the reliability variables is fully captured by specifying the probabilities for the nine possible combinations of their values. Panel (a) of Table 4.3 offers a general notation for these nine possibilities. For instance, $\omega_{rr}$ is the probability that both sources are

---

9 Bovens and Hartmann (2003, 75-77) offer a model with a super-reliability variable which is specified as a common cause of the $R_i$'s. They however do not use it to discuss the variety-of-evidence thesis. Since this super-reliability variable is difficult to interpret and since only modeling a probabilistic association between $R_1$ and $R_2$ is sufficient for my goal here, I opt for the second option.
Table 4.3: Joint probabilities for the reliability variables (assuming symmetry)

<table>
<thead>
<tr>
<th></th>
<th>(a) General case</th>
<th>(b) Fully-shared reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(P(R_1, R_2))</td>
<td>(P(R_1, R_2))</td>
</tr>
<tr>
<td></td>
<td>(r_2)</td>
<td>(r_1)</td>
</tr>
<tr>
<td></td>
<td>(b^h_1)</td>
<td>(b^h_1)</td>
</tr>
<tr>
<td></td>
<td>(b^{-h}_1)</td>
<td>(b^{-h}_1)</td>
</tr>
<tr>
<td>(r_1)</td>
<td>(\omega_{rr})</td>
<td>(\rho)</td>
</tr>
<tr>
<td>(b^h_1)</td>
<td>(\omega_{rh})</td>
<td>(0)</td>
</tr>
<tr>
<td>(b^{-h}_1)</td>
<td>(\omega_{r-h})</td>
<td>(0)</td>
</tr>
<tr>
<td>(b^h_{-h})</td>
<td>(\omega_{h-h})</td>
<td>(\tilde{\rho}\alpha)</td>
</tr>
<tr>
<td>(b^{-h}_{-h})</td>
<td>(\omega_{h-r-h})</td>
<td>(0)</td>
</tr>
</tbody>
</table>

reliable. The elements on the main diagonal \((\omega_{rr}, \omega_{hh}, \omega_{-h-h})\) are the probabilities associated with the proposition that the two sources are in the same reliability state. Note that the Table already assumes symmetry between the two sources—i.e., \(P(r_1, b^h_2) = P(b^h_1, r_2) = \omega_{rh}\) and so forth. This assumption was also used in the previous sections as part of the assumptions sufficient to meet the *ceteris paribus* condition of the variety-of-evidence thesis.

In this new model, the posterior belief in the hypothesis given two positive reports is (proof in Appendix A.3.1)

\[
P_F^*(h) = \frac{h_0}{h_0 + h_0 L_F} \quad \text{where} \quad L_F = \frac{\omega_{hh}}{\omega_{rr} + 2\omega_{rh} + \omega_{hh}}. \tag{4.11}
\]

Tables 4.3b and 4.3c give the specific values taken by the \(\omega\)'s for the two extreme cases on which the previous sections focused. It can be easily verified using these Tables that the expression in (4.11) reduces to (4.10) or to (4.6) for each of these extreme cases—i.e., the model of the previous section is fully embedded into this one (including its result for the variety-of-evidence thesis).

Is there a ready measure of degrees of independence? My proposal is based on the following consideration. Compare Tables 4.3b and 4.3c. The probability mass is all on the main diagonal in the first case. In other words, it never happens that the two sources are in different reliability states. In the case of full independence, the probability mass is more spread out since the joint probability \(P(R_1, R_2)\) is simply the product of the marginal probabilities, i.e., \(P(R_1)P(R_2)\). In fact, each element on the
main diagonal in Table 4.3c is exactly the square of the same element in Table 4.3b. This fact suggests a specific metric to characterize degrees of independence.

Define a variable \( \delta \in [0, 1] \) which is interpreted as measuring the distance of the evidential set from fully-shared reliability—i.e., when \( \delta = 0 \) we have no independence, when \( \delta = 1 \) we have full independence, and when \( \delta \) is strictly between 0 and 1, we have only partial independence. Given values for \( \rho, \alpha \) and \( \delta \), the elements on the main diagonal are:

\[
\begin{align*}
\omega_{rr} &= \rho^{1+\delta} \\
\omega_{hh} &= (\bar{\rho}\alpha)^{1+\delta} \\
\omega_{\neg h\neg h} &= (\bar{\rho}\bar{\alpha})^{1+\delta}.
\end{align*}
\] (4.12)

These relations entail that the probability mass is shifted away from the elements on the main diagonal as the degree of independence increases. In other words, it becomes less likely that the two sources share the same reliability state.

With this variable \( \delta \), the variety-of-evidence thesis can be restated.

**Variety-of-evidence thesis.** *Ceteris paribus*, \( \partial P^*_F(h)/\partial \delta > 0 \), for all admissible values of \( \rho, \alpha \) and \( \delta \).

The restatement of the thesis is thus that the posterior degree of belief in the hypothesis invariably increases as we marginally increase the degree of independence of the evidential sources.

Before we assess this thesis, we need to specify how the off-diagonal elements in Table 4.3a change as \( \delta \) is modified. One obvious restriction is that the sum of all the elements (the 9 \( \omega \)'s) must be 1. The interpretation of the *ceteris paribus* condition previously used also restricts the values of the off-diagonal elements but not enough to ensure uniqueness. In addition to these restrictions, I thus also stipulate that the marginal probabilities of \( R_1 \) and \( R_2 \) are not a function of \( \delta \)—i.e., \( P(r_i) = \rho \), \( P(b_i^h) = \bar{\rho}\alpha \), and \( P(b_i^{\neg h}) = \bar{\rho}\bar{\alpha} \), for \( i = \{1, 2\} \) and for all \( \delta \in [0, 1] \) (see Appendix A.3.2).

This model leads to a qualification of the variety-of-evidence thesis (proof in Appendix A.3.3). Increasing the degree of independence leads to more confirmation if and only if the following condition holds:

\[
(1 - 2\bar{\rho}\bar{\alpha})\ln(\bar{\rho}\alpha) + (\bar{\rho}\bar{\alpha})^{1+\delta}\ln(\alpha/\bar{\alpha}) < 0
\] (4.13)

But there are combinations of admissible values for \( \rho, \alpha \) and \( \delta \) which violate this condition.

Figure 4.4 presents graphically the different possibilities. For most combinations of \( \rho \) and \( \alpha \), the relationship between degree of independence and confirmation is as stated by the variety-of-evidence thesis (panel (b)).
Figure 4.4: Non-monotonicity is possible
Panel (a) shows that there are in fact two distinct regions of the parameter space where the relationship between independence and confirmation is non-monotonic. These two possibilities share (extremely) low values of \( \rho \). In other words, these are situations where prior information leads the agent to believe that it is highly unlikely that a given source is truth tracking. The relationship is indeed always monotonic when the trust in the source is above .18 (in Bovens and Hartmann’s model this was .5).

There are two features distinguishing the two non-monotonic situations from each other. First, as shown in panel (a), they differ in their values for \( \alpha \)—i.e., the probability that the report is positive given that the source is unreliable. Second, as is evident by comparing panels (c) and (d), the two regions are associated with different shapes of non-monotonicity (concave versus convex functions).

What is going on? As in Bovens and Hartmann’s model, what happens is that, upon learning \( e_1 \) and \( e_2 \), the agent reassesses the probability that the sources are reliable. The region of the space \( \alpha \times \rho \times \delta \) where confirmation decreases with independence, is exactly the region where trust in the reliability of the sources decreases with independence (proof in Appendix A.3.4). In other words, to compare two evidential sets (for \( h \)—say \( E = \{e_1, e_2\} \) and \( E' = \{e'_1, e'_2\} \)—which differ only with respect to their degree of reliability independence \( \delta \)—the elements of \( E \) being more independent than the elements of \( E' \)—one simply needs to assess the following ratio for each set:

\[
\frac{\omega_{rr} + 2\omega_{rh}}{\omega_{hh}} \tag{4.14}
\]

The set with the higher ratio is more confirmatory than the other. The numerator of this ratio captures the probability of realizations of \( R_1 \) and \( R_2 \) that generate two evidential elements \( (e_1 \text{ and } e_2) \) which are indeed truth revealing for \( h \). The denominator is the probability that the two sources are producing positive-but-garbage reports for \( h \). The denominator of \( E \) will always be smaller than that of \( E' \). This fact might capture the intuitive appeal of the variety-of-evidence thesis: it is less likely to present such a case. The proportion of the parameter space \( \alpha \times \rho \) where the relationship between independence and confirmation is not monotonically increasing—i.e., the area of the two gray regions in panel (a)—is 10.3%. As a point of comparison, this proportion is 15.3% in Bovens and Hartmann’s model (as depicted in Figure 4.2). If one considers instead the three dimensional space \( \alpha \times \rho \times \delta \), only 2% of it gives \( \partial P^*_F(h)/\partial \delta < 0 \). These proportions should not be interpreted as probabilities.
get two garbage reports from sources that are (more) independent. But the full ratio is what ultimately decides between \( E \) and \( E' \).

Let me briefly discuss the only two situations in which the variety-of-evidence thesis is turned upside down. First, for low values of \( \alpha \) combined with extremely low values of \( \rho \) (as in Figure 4.4c), getting two positive reports comes as a surprise—it was judged far more likely to receive at least one negative report because of the realization of \( b_i^{-h} \). In this case, moving toward independence is initially beneficial, but more independence becomes detrimental to confirmation as one approaches the extreme of full independence. This result is interesting because it means that slightly departing from full independence sometimes increases confirmation.

Second, for high values of \( \alpha \) combined with extremely low values for \( \rho \) (as in Figure 4.4d), getting two positive reports is not surprising; however, the agent judges it highly likely that the information is worthless (because \( b_{1}^{h} \) and \( b_{2}^{h} \) are likely to be realized). In this case, a departure from full dependence adversely affects confirmation. An implication of this non-monotonicity is that the second positive report can be disconfirming \( h \)—i.e., \( P_F(h|e_1, e_2) < P_F(h|e_1) \). Remember from section 4.4 that the posterior belief in \( h \) after two fully-dependent reports (i.e., \( \delta = 0 \)) is identical to the posterior belief after a single report. Both are represented by the point at the extreme left of the curve in Figure 4.4d. All the points lying below this point are thus cases in which the second report is disconfirming \( h \). The agent puts so little trust in the evidential sources that a second report is interpreted as a sign that both sources are positively biased, and the initial (slight) increase in the belief for \( h \) is cut back.

4.6 Conclusion

The variety-of-evidence thesis seems to be a widespread implicit guideline in scientific practice. This thesis says that, *ceteris paribus*, the confirmatory power of an evidential set for a given hypothesis increases with the diversity (i.e., the independence) of the evidential elements in the set. Thus one should praise ‘independent evidence’ and be suspicious of the rest.

Bovens and Hartmann (2002, 2003) cast doubt on the universal applicability of this thesis by showing with a simple model that, in some peculiar epistemic situations, it is sometimes a disadvantage for confirmation to have independent evidential elements, *ceteris paribus*. I have argued that the relevance of this result is diminished by two characteris-
tics of their model.

First, their idea that unreliable sources are randomizers leads them to model fully-dependent sources in a way which is unlikely to reflect how scientists think about their sources of evidence. The problem is that Bovens and Hartmann assume that two fully-dependent sources still produce two independent reports when they are unreliable—i.e., $E_1 \perp \perp E_2 | \neg r$. Instead, in actual scientific settings it seems to be the case that two reports coming from fully-dependent sources will always coincide even when the sources are unreliable. In section 4.4, I showed that the variety-of-evidence thesis is rehabilitated once the independent-randomizer assumption is dropped and replaced with the assumption that an unreliable source is systematically biased. This modification is compatible with the key intuition behind the notion of reliability in Bovens and Hartmann’s model—i.e., the irrelevance of an unreliable source (see p. 127).

Second, there is another serious limitation in Bovens and Hartmann’s model, a limitation that my first modification of their model shares. The comparison made to assess the variety-of-evidence thesis is between extremes; it is between fully-independent and fully-dependent evidential elements. The most relevant comparison is rather one of degree: less versus more independence of the sources. In section 4.5, I showed that when the model is modified to enable comparisons of degrees of independence, the variety-of-evidence thesis needs to be qualified. There are special epistemic situations wherein more independence does not give more confirmation. This qualification only applies to a subinterval of the spectrum from full dependence to full independence. Indeed, the two extremes of the spectrum always stand in the confirmatory relationship depicted by the variety-of-evidence thesis.

Where do my modeling efforts leave us? First, the usual caveat about idealization applies: it might well be that the way in which epistemic situations have been modeled here does not capture what is pertinent for the variety-of-evidence thesis. It is certain that my model does not encompass all the ways in which an evidential source can be unreliable (e.g., the calibration problems mentioned in section 4.2).

Even if one accepts the idealizations, the conclusion to draw about the variety-of-evidence thesis is not straightforward. One plausible reaction to the result of the last section is as follows. The variety-of-evidence thesis can break down in the extended model only if the agent has enormous doubts about the reliability of the evidential source; she must judge it to be at least 82% likely that the source is unreliable. One could thus read the result as highlighting the danger of using extremely weak evidential
sources, rather than as a direct refutation of the variety-of-evidence thesis. This thesis could be interpreted as implicitly assuming that the evidential sources are sufficiently trustworthy to begin with.

The fate of the variety-of-evidence thesis is not yet settled.
Part III

The Dynamics of an Eclectic Science
Chapter 5

Deviant Cases in an Eclectic Science: Considerations from Recent Economics

5.1 Introduction

Post-positivist philosophy of science has given a central role to deviant cases in the scientific process. This role is evident in the work of giants such as Karl Popper, Thomas Kuhn, and Imre Lakatos. Popper’s “falsifiers” are statements of deviant cases—i.e. the elements demonstrating that one’s bold conjecture was wrong (Popper [1959] 1992, [1963] 2002). According to Kuhn (1962), deviant cases are the unsolved “puzzles”, or “anomalies”, which plague any paradigm. These troublesome cases might be ignored by scientists for a while, but they still bear the seeds of crisis. Similarly, deviant cases are the Lakatosian “anomalies” requiring some fiddling with the protective belt. This fiddling is, in turn, what makes the research program either progressive or degenerating (Lakatos 1978). Walking in the footsteps of these giants, contemporary philosophers still recognize—as they should—the centrality of deviant cases for the dynamics of science.

Most of post-positivist philosophy of science has also been characterized by a view on the nature and centrality of theories in science. Popper can serve here as an extreme example of this view. For him, “[t]he empirical sciences are systems of theories”, and “[s]cientific theories are universal statements” which are (ideally) organized in an axiomatized system (Popper [1959] 1992, pp. 37-48). Adding initial conditions to the set of
universal statements, one can deduce empirical propositions.\footnote{Note that my other two giants do not entirely agree with Popper here. For both of them, the sciences are more than sets of universal statements; in particular, sciences are also characterized by sophisticated problem-solving methods. This divergence is why Popper is an \textit{extreme} example of what I call, following Cartwright, the vending-machine view. Because my goal is not exegetical, I will not attempt to specify the exact view of any of my three giants.}

This understanding of theory is a version of what Nancy Cartwright (1999, p. 184) dubs the “vending machine view”:

The theory is a vending machine: you feed it input in certain prescribed forms for the desired output; it gurgitates for a while; then it drops out the sought-for representation, plonk, on the tray, fully formed, as Athena from the brain of Zeus.

The vending-machine view has been highly influential in philosophy of science. It has, however, been argued—by Cartwright and many others\footnote{These other scholars include Ronald Giere (2006), Paul Teller (2001) and William Wimsatt (2007a).}—that philosophical accounts relying on this view leave in the dark much of scientific practice. The construction of alternative accounts is well under way. The present chapter is a modest contribution to this constructive process: I seek an understanding of research on \textit{deviant cases} in what I call ‘eclectic science’—a type of science which does not have a theory working like a vending machine, but is yet full of resources.\footnote{My reasons for using the term ‘eclectic’ will become clear as my chapter unfolds—or so I hope.}

Looking at a single deviant case in economics, I give tentative answers to three questions. What makes a case deviant (section 5.3)? What is the epistemic goal of deviant-case research (section 5.4)? Given this goal, how should research proceed (section 5.5)? Before developing my own account, I present in the next section how these three questions can be answered from the perspective of the vending-machine view. One goal of the chapter is then to argue that these answers are inappropriate for deviant-case research in eclectic sciences. My overarching goal is however constructive: I aim at a new philosophical account—both descriptive and normative—of deviant-case research.

There are at least three reasons why this new account is worth seeking. First, Popper, Kuhn, and Lakatos were right to think that dealing with deviant cases is a central moment in science. Some attempts to explain deviance turn out to cause major scientific changes. A philosophical account of eclectic sciences would thus be seriously incomplete if it did
not include an analysis of deviant-case research. Second, philosophical accounts of eclectic sciences are still fragmentary. It has proven far easier to establish what eclectic sciences are not, than to articulate what their nature actually is. Scrutinizing deviant-case research holds the promise of revealing key characteristics of eclectic sciences, and thus aiding the development of a larger philosophical account. Finally and more speculatively, my analysis of deviant-case research can also be motivated by concerns about the performative effects of the earlier account. My alternative account might help practicing scientists see what their deviant-case research is really about.

5.2 Deviant cases for the vending-machine view

Many philosophers of science have been in the grip of the vending-machine view, and newcomers to the field are inevitably introduced to it—though not under this label. The view straddles the divide between syntactic and semantic views of theories. It is also intimately connected with the hypothetico-deductive model of theory testing.

When a theory is understood as a set of lawlike propositions appropriately related, the two key ingredients of the vending-machine view for me are (i) that the theoretical propositions, when combined with secondary propositions (e.g. auxiliary hypotheses, initial conditions), entail empirical propositions, and (ii) that all these propositions are (provisionally) believed to be true of the world. The first ingredient is what gives the automated character of the vending machine: you plug in the secondary propositions, and empirical predictions come out. The second ingredient indicates how to fix the machine when the output is not to our tastes. There must be (at least) one false proposition—either theoretical or secondary. Find it and fix it.

Note that the notion of entailment in the first ingredient is deductive; if it were not, it would not necessarily be the case that there is at least

---

4 More precisely, it encompasses the syntactic view and at least a subset of the semantic view (e.g. van Fraassen [1980]). For a more careful treatment, see Cartwright [1999, pp. 179-86]. I will not use the (somewhat awkward) vocabulary of any of these two views in the main text, and will rather stick to “the looser informal construal of theories as collections of lawlike statements ... systematically related to one another” (Hausman [1992] p. 297). I trust that the reader can make the appropriate translation—e.g. from the truth of statements to model-world isomorphism.
one false premise when the output is not to our tastes. In other words, while inference can be generally defined as the process of reasoning from premises to conclusion, the vending-machine view concentrates on one type in the rich set of inferences: the inferences for which the conclusion cannot be false when all the premises are true. It should be obvious to the reader that most inferences do not have this property. For instance, I came to believe the proposition ‘you [the present reader] think[s] this paragraph is superfluous’ because I believe that ‘in general, readers of academic philosophy know by heart the definition of deductive validity’. My conclusion is obviously not necessitated by my premise. But if my conclusion is nevertheless correct this time, I now ask you to withhold your judgment until later, since non-deductive inferences will play a major role in this chapter.

The vending-machine view can provide answers to my three questions about deviant-case research. Let me sketch how these answers would look. Note that I do not want to attribute these answers to specific philosophers. I instead take them to be variations on familiar thoughts in the philosophy of science.

First, what makes a case deviant? In the vending-machine view, a proposition $D$ is (a statement of) a deviant case in relation to a theory $T$ and secondary propositions $S$ if the conjunction of $T$ and $S$ entails not-$D$. How it works can be illustrated by the mythical example of the boiling point of water. Our theory here is made of a single law which can be expressed as follows: under normal atmospheric pressure (1 bar), water boils at 100$^\circ$C. Given the form of this law, the proposition ‘$s$ is boiling’ is entailed by combining the law with three propositions: ‘atmospheric pressure is normal’, ‘$s$ is a sample of water’, and ‘$s$ is at 100$^\circ$C’. We are confronted with a deviant case if $s$ is in fact not boiling. The proposition ‘$s$ is not boiling’ falsifies the set of propositions made of the law and the three assumptions.

Falsification points to the answer to my second question. From the perspective of the vending-machine view, the epistemic goal of deviant-case research is to identify and explain cases that deviate from the general pattern. This is achieved by falsifying the set of propositions made of the law and the three assumptions. The vending-machine view provides a framework for understanding how such cases can be identified and evaluated.

---

5 Don’t tell me that my inference is an enthymeme with a deductive structure that would become obvious if the unexpressed premises were stated. My only stated premise is a generic; this type of propositions—widespread and highly useful—cannot support a deduction to a singular instance. More on this later.

6 Hasok Chang (2007) supplies evidence that this example is a myth. According to his research, the conditions under which water boils are far more complex than what we all believe. Chang’s research is one piece of evidence among many that the vending-machine view grossly distorts, not only our understanding of the social sciences, but also what has so often been depicted as the ‘harder’ sciences.
case research is to remove the inconsistency in the set of propositions. This goal is both what scientists are depicted as striving for, and an implicit prescription. If we believe the empirical proposition \( D \), logic requires us not to accept all the other propositions used to deduce not-\( D \). At least one proposition must go. But which proposition should we drop?

Here comes the third question: How should research proceed? If (pace Popper) we allow for a notion of degree of confirmation, a strategy emerges such as “the weak-link principle” (Hausman [1992], p. 297). Take again the example of the boiling point of water. My observation is unequivocal: \( s \) is not boiling. It must then be the case that either my law or one of the three secondary propositions is false. Since I probably do not have full certainty in any of these propositions, I might (and maybe must) start probing the one I have least confidence in—i.e. the weak link. For instance, perhaps the new thermometer that made me believe ‘\( s \) is at 100\(^\circ\)C’ is rubbish. If this investigation leads me to reject one of the three secondary propositions—e.g. my good, old thermometer gives me 90\(^\circ\)C—everything is ‘normal science’ again. Consistency is restored among my beliefs.

If the doubt falls on the law, matters get more complicated. According to many philosophers, there is always the possibility of brushing this evidential element aside. If there is no promising alternative theory on the radar, there is not much to worry about. If we are brave enough (or forced by the circumstances) to address the deviant case as an anomaly for our law, science becomes wild—imagination and bold conjectures come in.

Philosophers have formulated many suggestions on how to police this innovative burst. Lakatos, for instance, worries that consistency of beliefs is restored \textit{ad hoc}—e.g. I could add a clause to my law such that it is made inoperative only in circumstances exactly like the ones of the deviant case. We want to rule that out as bad practice. His solution is to ask that the modified theory makes novel predictions, which are then tested.

The vending-machine view offers an entertaining story of deviant-case research. The problem is that it mischaracterizes much of \textit{actual} research on deviant cases. I mean this claim first descriptively: researchers in eclectic sciences will typically neither experience nor react to deviant cases in the way depicted here. But I also mean it as a normative failure: the above prescriptions about how scientists \textit{should} react to deviant cases are misguided. In the rest of the chapter, I will support these claims about

---

7 Other philosophical accounts of science will have alternative methodological prescriptions—e.g. ‘be a good Bayesian’. 
the descriptive and normative failures of the vending-machine view by analyzing a specific instance of deviant-case research in economics: the research on the behavior of the German unemployment rate during the 2008-9 economic crisis.

5.3 What makes a case deviant?

Deviance always appears against the backdrop of expectations. In the vending-machine view, these expectations are arrived at by a deduction from believed premises. One might water down this view by saying that the above depiction is a ‘rational’ reconstruction of ‘mature’ disciplines, but it remains that the vending-machine view sells a particular representation of science: the expected case is what is derived from the conjunction of lawlike propositions that we believe in, together with assumptions that we also deem likely to hold.

This picture of science does not provide an account of deviance in situations where we either lack a deductive structure or we don’t believe in some of our premises. These situations might however be the rule in eclectic sciences like economics. We need an alternative account.

Now to my case. At the onset of the 2008-9 economic crisis, economists expected a particular behavior of the unemployment rate. This expectation was based on a more general belief about how the unemployment rate relates to economic growth: the change in the unemployment rate of one economic unit (e.g. a country) is expected to be inversely and monotonically related to its GDP growth rate. Most importantly, when GDP growth falls, the unemployment rate is expected to increase, and the deeper the drop in the growth rate, the steeper the unemployment hike.

This expectation of economists comes from particular sources. One can divide these sources in two: a clear empirical pattern and results from model worlds. None behaves like the philosopher’s vending machine. Let me state two points before discussing each source in turn. First, these sources do not exhaust the resources of economists. They provide expectations, not the last word on any topic. This point is connected with the nature of eclectic sciences: they are rich in disparate resources. This richness will only become evident later in this chapter. Second, an economist would not typically think about empirical patterns and model worlds in a perfectly compartmentalized way. In actually generating expectations, both sources are intermingled; I divide them for the sake of analysis. This
point is also connected with the nature of eclectic sciences: they are about combination.

5.3.1 The role of empirical patterns

National accounting is an impressive technical achievement of the 20th century [Vanoli 2008]. While early economic thinkers recognized key economic regularities, national accounting now allows the quantification of those regularities. Quantification is crucial because, as we will see in a moment, deviance appears more starkly when one has access to quantified relationships.

When it comes to the relationship between fluctuations in economic growth and changes in the unemployment rate, the quantified relationship takes the name of Okun’s law. The original formulation of it is “the approximate 3-to-1 link between output and the unemployment rate” [Okun 1962] p. 3). What Arthur Okun means by this compact formulation is that a difference of one percentage point of the aggregate growth rate is generically associated to a difference of $\frac{1}{3}$ percentage point of the unemployment rate in the opposite direction. In a formula, this reads

$$\dot{U}_t \approx a - \frac{1}{3}\hat{Y}_t$$

where $\dot{U}_t$ is the change of the unemployment rate from one period to the next ($U_t - U_{t-1}$), $\hat{Y}_t$ is the growth rate of aggregate output (GNP in Okun 1962), and $a$ is a constant determining when the growth rate is sufficient to have a steady unemployment rate ($\dot{U}_t = 0$ when $\dot{U}_t \approx 3 \times a$).

What sort of ‘law’ is Okun’s law? I want to argue that it does not square with how laws are depicted in received philosophy of science. This point is not at all meant to belittle Okun’s work—he established an extremely important relationship—but simply to be able to argue that Okun’s law does not (and cannot) play the role of a law in the vending-machine view. Furthermore, my goal is not to say that Okun’s law is no ‘true’ law; I don’t mind the use of this term provided one recognizes that what philosophers refer to in using the term does not include Okun’s relationship.

---

8 As a historical aside, Arthur Okun was far from presenting this empirical relationship as a law. He was, in fact, explicit about the rule-of-thumb nature of his “3-to-1 link”. Nevertheless, the term ‘Okun’s law’ appeared in print the same year in a paper by Robert Solow (1962) pp. 82-3).
First, Okun’s law is not a high-level principle like Newton’s laws. It does not postulate any additional property like ‘force’, but rather state a relationship between independently-accessible quantities. Second, taken as an ‘empirical’ law—e.g. Hooke’s law—it is neither deterministic nor probabilistic. As Okun’s use of the qualifier ‘approximate’ makes clear—and as ‘≈’ in formula (5.1) tries to capture—the change in unemployment on a given period is not perfectly predicted by the growth rate. And it cannot be read as a probabilistic law because it fails to provide a probability distribution.

Let me elaborate on this last point to avoid confusion. I do not claim that Okun’s law could not be turned into a probabilistic law, but simply that, as it is, it is no such thing. The simplest probabilistic reading of the relationship (5.1) would be to add an additive error term to the right-hand-side to obtain

\[ \hat{U}_t = a - \frac{1}{3} \hat{Y}_t + \varepsilon_t \]  

(5.2)

where \( \varepsilon_t \) would be attributed a specific probability distribution—e.g. NID(0, \( \sigma^2 \)). But economists do not endorse Okun’s 3-to-1 link with a specific but implicit probability distribution appended to it. As an illustration, take how Okun himself establishes his law. His 3-to-1 link is arrived at by combining three methods of estimation, the simplest being a least-squares regression. For this last method, he does not inspect the residuals, which show clear signs of serial correlation. In other words, he does not care to specify the probability distribution of his error term. After Okun, many economists have obviously tried to turn his insight into ‘proper econometrics’ by adding lags and other variables, testing for structural breaks, and so on (see Cuaresma, 2008). But this work is irrelevant to the point here: Okun’s simple relationship—not these refinements—is one source of expectations for economists. This relationship cannot and does not pretend to be a probabilistic law.

Finally, could Okun’s law be read as a *ceteris paribus* law? I think not. Remember the function attributed to a *ceteris paribus* condition: it is meant to rule out cases in which a lawlike association is disrupted or hidden due to other factors intervening. It is well-known that econometric methods like multiple regressions have been developed with the goal of securing the *ceteris paribus* condition—i.e. one adds control variables in order to keep intervening factors constant (Morgan, 1990). Now, the problem with a *ceteris paribus* reading of Okun’s law is exactly that the relationship is retrieved from data *without controlling for anything*. Okun
computed an *unconditional* bivariate relationship between output growth rates and changes in unemployment—there is nothing ‘kept constant’, all other factors are left free to fluctuate.

A reply here is to say that there is another interpretation of *ceteris paribus* under which the Latin locution is not substitutable for ‘all things equal’ but for ‘in general’, ‘under normal circumstances’, or something of this sort. I only have a terminological quibble here: *ceteris paribus* is clearly a misnomer. Beside terminology, my favorite reading of Okun’s statement is quite close to this alternative interpretation. I take Okun’s statement to be one instantiation of what semanticists of natural languages call ‘generics’. These statements are often *imperfectly* reformulated by introducing them with ‘in general’, ‘under normal circumstances’ and so on. That the reformulation is imperfect should be clear from reflecting on these different locutions. What is ‘normal’ is not necessarily ‘general’ and so on. The fact that we are unsure which locution is appropriate is strong evidence that our reformulations do not perfectly preserve the meaning of the original generic.

Indeed, linguists and philosophers of language agree that generics, even though they are widespread in our linguistic practices, have a meaning which escapes our most careful semantic analysis. Roughly, generics are sentences that “report a kind of general property, that is, report a regularity which summarizes groups of particular episodes or facts.” (Krifka et al., 1995, p. 2) Typical examples of generics are ‘tigers are striped’ and ‘cars have radios’. Two key characteristics of generics are that they allow for exceptions, and that they do not include any explicit quantifier—neither the typical existential and universal quantifiers from deductive logic, nor a probability distribution. Recent research suggests that generics are a manifestation of our most basic strategies to orient ourselves in the world, to know what to *expect* and react accordingly (Leslie, 2007, 2008). For us, what matters most is that, by their nature, generics cannot play the role of universal statements in a deduction; since they allow for exceptions, and since we do not have a list of these exceptions, any inference from them to a singular statement will not necessarily be truth preserving.

My suggestion is to take Okun’s statement as an instance of generics. Like other generics, it is an expectation-generating statement. And

---

9 For a few more words on generics, see subsection 1.4.1 above.

10 The ones wedded to the language of *ceteris paribus* statements can substitute my ‘generics’ by ‘indefinite *ceteris paribus* statements’, where ‘indefinite’ is important to make clear that the list of factors kept constant, controlled for, or assumed absent
as a generic statement, it is a well-supported one, celebrated by James Tobin (1987) as “one of the most reliable empirical regularities of macroeconomics”. Figure 5.1 is a graphical representation of Okun’s law for the United States and for all the countries of the OECD taken together. Anyone familiar with social statistics will recognize here an unusually strong bivariate association (for variables that are conceptually distinct).

Why did I plot the relationship for the United States and for the OECD instead of choosing any other country (e.g. Germany) or combination of countries? There are two reasons. The sociological reason is the well-known U.S. bias of economic research: the bulk of economists are trained or work in the United States, textbook examples tend to use U.S. data, and so on. The consequence is that the macroeconomic patterns of the United States are the best known among economists.

The second reason has to do with the logic of the social sciences—and other sciences—which force their practitioners to constantly rely on extrapolation to form expectations. By extrapolation, I mean the inference from a proposition believed to be true of one population to the same proposition applied to a different population, i.e. the target population (Steel, 2008, p. 3). The target population being Germany in this case, one can either rely on cross-population extrapolation by using the U.S. result in subfigure (a) or downward extrapolation by using instead the OECD result in subfigure (b). Before the crisis, only a small fraction of economists might have known Okun’s law for Germany, even though the data to estimate it were readily available. That did not stop the rest of them from having firm expectations, based on extrapolation, about how German unemployment would fluctuate with output growth.

Here is my main message about the role of empirical patterns like Okun’s law in expectation formation: by using a deductive structure to reconstruct expectation formation based on empirical patterns, one grossly misrepresents what is going on. The problem here is not that the premises are not believed—Okun’s law, when it is well understood as a generic proposition, is strongly believed in economics. The problem is that the nature of generic propositions does not allow for deductive structures—i.e. you cannot deduce from the proposition ‘generically x’s are F’, that a particular xi is F, you can produce only informed guesses. That’s fine. We often get home safely with informed guesses. And we also know how to argue about whether a particular guess is that well informed.

is unknown (Reutlinger et al., 2011, sec. 3.2). But why use such a misnomer? Furthermore, using ‘generics’ has the advantage of explicitly connecting the language of science to our rich everyday language.
Figure 5.1: Okun’s law is a strong relationship
5.3.2 The role of model worlds

The empirical pattern in figure 5.1 is not the only source of information which led economists to form firm expectations about the behavior of the German unemployment rate. Economists have stories to tell about why unemployment and output growth are inversely related and, as is well known, economists tell stories through models. In fact, economists have more than one model to account for this relationship—i.e. they have different stories coexisting next to each other. Stories can be hard to individuate. In the present case, there are at least two clearly distinct storylines.

The first model/story is the one to which Okun participated: the macro Keynesian story centered around the concept of potential output. The main idea is that the productive capacities of an economy at a given time are such that it could potentially produce an output $Y_t^*$. If the potential output $Y_t^*$ were realized, the economy would be at full employment. Potential output grows with time and it happens that actual output $Y_t$ does not grow as fast—e.g. because of insufficient aggregate demand. In such cases of output lagging behind its potential, the unemployment rate increases. The most common view is that causality is running from the output gap to unemployment.

One could say a lot about modifications on this bare storyline. There is, for instance, a discussion on the direction of causality: Is causality not running from unemployment to the output gap? Furthermore, the storyline is tightly linked to the representation of the economy through an aggregate production function. But we don’t need to go down these lines. Among all the alternative formal models that instantiate the general story, I propose the following:

1. Potential output $Y_t^*$ grows at an exogenous rate $\hat{y}^*$;

2. Actual output $Y_t$ grows at a rate $\hat{y}_t$ which is caused by factors not present in the model (e.g. aggregate demand);

3. Variation in the unemployment rate $\Delta U_t$ is linearly and deterministically caused by the output gap $g_t = \hat{y}^* - \hat{y}_t$:

$$\Delta U_t \Leftarrow \alpha g_t$$

---

11 For a contemporary variation on this story, see Hoover (2012a, pp. 590-2).
12 For instance, Okun (1962, p. 1) motivated his investigation by stating that our goal is full employment and that “policy measures designed to influence employment operate by affecting aggregate demand and production.”
13 Again, this is only one option. I discuss model variations below.
where $\alpha$ is a positive constant (independent of time) and $\Leftarrow$ is a directional equality sign to capture causal order.

As one can easily see from these three pieces, the inverse relationship between unemployment and actual output follows as a deductive consequence. This case of economic modeling thus fits one of the two elements of the vending-machine view: the expectation comes out of a deductive structure. It lacks however the second element: all of the three propositions above are not believed if taken as claims about real economies.

There are three options once this point is recognized. The first option is to say that this model is just a bad model, that we should do better. We should either de-idealize it or replace the pieces by something totally different such that, in the end, we can believe all the pieces. There are good reasons to be skeptical about this strategy as it incarnates the “perfect model model” (Teller, 2001). Successful modeling does not require that all the propositions forming the model (or that are true of the model) be true of the target system (Cartwright, 1999; Morgan and Morrison, 1999; Giere, 2006). Furthermore, a ‘perfect model’ of a real-world situation remains an unfulfilled promise—at least, it is clearly so in economics. What appears to be the case is that any model represents a target by being similar in some respects with it, but will always be dissimilar in other respects.

This view of modeling does not mean that the model presented above is as good as any other. It is quite likely that modifying it in specific ways would lead to a more adequate model for the task of understanding and predicting the relationship between output and unemployment. The view of modeling endorsed here implies however that this more adequate model will still be related to propositions that one should not believe as statements about real economies. In other words, if we stick to a model with a deductive structure, the second element of the vending-machine view will remain out of reach.

The second option is to claim that one should not have too strict a reading of propositions 1-3. These propositions might be statements about how things tend to be, or they might include an implicit proviso like ‘most of the time’. In this watered-down form, they could be true of the target system. Such a strategy is generally acceptable, but it cannot however save the vending-machine view because the resulting structure is no more deductive. The statements being transformed into generic propositions, we now have a set of generics which cannot deductively imply the proposition ‘unemployment rises when output growth drops’. If one is not wedded to the vending-machine view, this situation might
be fine: there is still a link among these propositions even though it is weaker.

The last option, my personal favorite, is to accept the verdict, to keep the deductive structure, and to maintain that an adequate model for a given purpose does not need to be a ‘perfect model’. There are multiple ways for an imperfect representation to be knowledge-conducive for its target, and some of these ways will become clear later on in this chapter.\footnote{There is a burgeoning literature on models and their epistemic functions. See, for instance, Morgan and Morrison (1999), Sugden (2000), Teller (2001), Giere (2006), Alexandrova (2008).}

The second storyline won the Nobel Prize in Economics in 2010. It is formally developed in the DMP model of the labor market (DMP standing for Diamond, Mortensen and Pissarides). While the first story is centered on the notion of potential output, the core idea this time is that the labor market is a matching system with search frictions. The Royal Swedish Academy of Sciences made a nice picture to represent the storyline, which I reproduce in panel (a) of figure 5.2. The labor market is like a labyrinth where job seekers and employers look for each other. There is continuously an inflow in the pool of unemployed, mainly because specific firms terminate contracts for a variety of reasons. There is also an outflow as employers find the appropriate job seekers for their vacancies. At any time, the unemployment rate is a reflection of how many job seekers are lost in the labyrinth looking for a firm which might value their skills.

The mathematics associated to the DMP model is a bit more involved than the one associated to the first story (see Pissarides 2000, Cahuc and Zylberberg 2004). It involves three main equations and has an equilibrium in a 3-dimensional space (wage, vacancies, unemployment). This equilibrium is graphically represented in panel 5.2b, where \( w \) is the wage, \( v \) is the number of vacancies, \( u \) is the number of unemployed, and \( \theta \) is the tightness of the labor market defined as the ratio of vacancies to the unemployed \( (v/u) \). The first two equations—the wage curve (WC) and labor demand (LD)—determine the equilibrium values for the wage and labor-market tightness. This relationship is depicted in the upper graph of panel 5.2b. The equilibrium tightness can then be combined with the Beveridge curve (BC)—a relationship between the number of unemployed and the number of vacancies meant to capture how efficient the labor market is at matching job seekers with firms—to determine the equilibrium value of the unemployment rate, as shown in the lower graph of panel 5.2b.
5. Deviant Cases in an Eclectic Science

(a) The story (source: www.nobelprize.org)

(b) Graphical representation

(c) Prediction for a recession

Figure 5.2: The DMP model
The DMP model has been extremely influential. Its associated story is how most (labor) economists would informally depict the labor market. Policy proposals and generic ‘shocks’ are now routinely evaluated just by inserting them into the story. So what does it say about the behavior of unemployment when a recession hits?

The standard narrative of how lower (expected) output affects unemployment would be something like this. A recession can be understood as starting by a shock to the profitability of job matches—i.e. employers expect to get less profits both from their current workers and from new jobs they could create. This drop in profitability leads them to fire more workers and, especially, to open fewer vacancies. Panel 5.2c represents graphically the generic prediction (focusing only on the lower graph of panel 5.2b). Since firms are less willing to employ workers at a given wage, job creation drops—i.e. the job curve rotates clockwise. The Beveridge curve also shifts outward for two reasons. First, the spike in dismissals means that the pool of unemployed suddenly grows. Second, the ones fired may not have the skills sought for by the few firms having unfilled vacancies, which means that the matching process will be sluggish. In sum, a drop in output growth causes an upward change in unemployment.

The narrative might not seem tight enough, but the underlying model has a deductive structure. We are thus in the same situation as with the first story: the inverse relationship between output growth and unemployment can be deduced from the model. I claim that my second point also holds for this model: one should not believe the premises as true of real labor markets. It includes, for instance, that the only characteristic that job seekers care about is the wage, that they search at random for a new job, that the cost to firms of having an unfilled vacancy is proportional to time, that the wage rate for each match is given by the generalized Nash bargaining solution, and so on.

If the reader is still in the grip of the vending-machine view, I might have to add that these specific assumptions can be, and have been, tinkered with. It is however pure faith to assert that there will be an end to this process, that we will get the perfect model. All the improvements on the benchmark model result in propositions that are true of the model, but that are obviously false of the real world. This fact did not stop the Nobel Committee to praise the DMP model because it purportedly “help[s] us understand the ways in which unemployment, job vacancies, and wages are affected by regulation and economic policy.” (source: www.nobelprize.org, accessed on 31-01-2012)
5.3.3 Dual-source expectation formation

When the financial crisis of 2008 came on the radar, economists started to expect higher unemployment in developed economies, including in Germany. The two previous subsections offer an explanation of this firm expectation. There is a clear empirical pattern known as Okun’s law. There are also abstract models associated to stories about why output fluctuations are inversely related to changes in the unemployment rate.

These two elements were by far sufficient to crystallize expectations, although they do not square with the vending-machine view. Interestingly, each element met one, and only one, of the criteria in the vending-machine view. The expectation could not be deduced from Okun’s law, but it was inferred from a believed premise (Okun’s law itself). In contrast, when abstract models are used to form expectations, we can ensure deductive entailment, but we fail regarding the criterion that the premises be believed. The next section will show that this particular structure of expectation formation has implications for the goal of deviant-case research.

It is about time I exhibit what happened in Germany during the crisis. The German deviance comes out starkly in figure 5.3 which plots the combinations of the German GDP growth rate and the change in its unemployment rate for every year since reunification. The observation for 2009 is a clear outlier. It was by far the worst year of reunified Germany if measured in output growth (−5.1 %). Nevertheless, the unemployment rate barely increased (+.2 %). There are multiple ways to illustrate how deviant this case is. Estimating Okun’s law on the sample 1992-2008 gives the black diagonal line in figure 5.3 (since the slope is especially steep, I also include the gray line which imposes Okun’s 3-to-1 link). Using the black line to predict the unemployment change in 2009, one would get the value of 3.3 % (2.3 % with the gray line), well off the mark. An interesting contrast is with the United States. If one takes the whole recession period, the German GDP dropped more than in the U.S. (6.6 % versus 4.5 %). This more severe decrease is associated with no change at all in the German unemployment rate (over the recession as a whole), while the U.S. unemployment rate jumped by 4.5 percentage points. No wonder that economists call this episode the German job miracle (e.g.

---

16 To see where this claims come from, first remember (see section 5.2) that deduction is a small subset of all inferences. Second, according to my argument in subsection 5.3.1, Okun’s law should be interpreted as a generic proposition and such propositions cannot play the role of universal statements in a deduction. Generics are nevertheless relied on to generate expectations, i.e. to infer what will happen.
5.4 What is the epistemic goal?

The previous section offered a detailed analysis of how expectations crystallize in a specific scientific community which does not have the luck to have a theory working like a vending machine. This section and the next turn to the analysis of research on cases deviating from expectations. I first ask what the epistemic goal of this research is.

An implication of my analysis of expectation formation is that this goal is not to restore consistency among one’s set of beliefs. I do not mean to say that, in eclectic sciences, restoring consistency is never one aim of deviant-case research. I mean that the strategy of looking for the false proposition—i.e. the strategy in the vending-machine view—is not generally applicable. For instance, the goal of researchers in my case study cannot be to restore consistency since there is no inconsistency in the first place. Okun’s law being a generic proposition, it is not shown false by the German job miracle. We only know that the generic proposition

\[ U = 0.62 - 0.33y^\perp \]

Okun’s Law in Germany

Source: OECD Statistics

Figure 5.3: The German deviance

Zimmermann 2009; Boysen-Hogrefe and Groll 2010; Möller 2010; Burda et al. 2011; Klinger et al. 2011).
misled us in this case—a possibility which is built in generic propositions. Similarly, the German case is not ‘falsifying’ our models. Mathematical models are not the sort of things which get falsified. We knew already that many propositions are true of our models but blatantly false of our target systems. Again, the models simply misled us in this case. Obviously, if our generic propositions and our mathematical models mislead us on too many occasions—‘too many’ being intentionally vague—we should revise both of them. But that’s clearly not (yet) the situation for the relationship between unemployment and output fluctuations.

In the case of the German job miracle, I take economists primarily to seek a reasonably well-supported causal proposition accounting for this case. The titles of the articles on which I will draw seem sufficient evidence of this goal—e.g. ‘The German labor market response in the world recession – de-mystifying a miracle’ (Möller 2010) and ‘What Explains the German Labor Market Miracle in the Great Recession?’ (Burda et al., 2011).

Do researchers care only about this case? Obviously not. What makes the German miracle particularly worth studying is the hope that it teaches us something more generic about what influence the job-output relationship. This hope is in turn linked to an interventionist goal: economists would love to repeat the miracle. Should we then say that the primary epistemic goal is the formulation and justification of a new generic proposition? I think not. The easy answer is that getting the causal attribution right for this case is a necessary condition to be entitled to the generic claim—it is primary in this sense. The generic claim can indeed be understood as an upward extrapolation from the deviant case to the whole population.

This answer seems a bit too easy for two reasons. First, we will see that, when it comes to justifying the causal claim, it is convenient to rely on a comparability assumption across cases (Gerring, 2006, p. 718-23). This assumption makes the evidence for the deviant case, simultaneously evidence for the generic proposition. It is thus somewhat misleading to present deviant-case research as made of two separate steps—first establishing the claim for the deviant case, then extrapolating. Second, some

---

17 Take, for instance, the OECD (2010, p. 16):

> [J]ob losses and the size of the increase in unemployment have ... differed markedly in countries where the fall in real GDP has been similar, raising the possibility that the right package of policies and institutions can significantly reduce the vulnerability of workers to cyclical unemployment.
scholars are so enthusiastic with the prospects of a new generic proposition that they almost skip the step of supporting the case-specific causal claim—Paul Krugman will be my example below.

In any case, my analysis below takes deviant-case research as having the justification of a case-specific causal claim as its primary epistemic goal. Achieving this goal remains a necessary condition to establishing the related generic proposition, although it is not strictly temporally prior and although some enthusiastic scholars might inappropriately skip the step.

5.5 How should research proceed?

One can articulate a causal proposition by unpacking its contrastive structure ([Woodward] 2003, pp. 145-6; [Schaffer] 2005). For deviant-case research, the proposition is about actual causation—i.e. it states that some causing actually occurred. Furthermore, it is about one system—in this case Germany. The contrastive structure of such a proposition is captured by the following schema:

\[
c \in [C'] \rightarrow \in [E'],
\]

which reads ‘(For the system of interest,) the instantiation of \( c \notin C' \) rather than some element in the set \( C' \) caused \( e \notin E' \) to be instantiated rather than some element in the set \( E' \).’ I take the ‘elements’ in question to be properties. Contemporary Germany, for instance, instantiates many properties like ‘having a majority if its population speaking German’ (a potential \( c \) or \( e \)) and fails to instantiate others like ‘having a majority if its population speaking Esperanto’ (a potential element of \( C' \) or \( E' \)). I thus conceive the causal relata to be events in Kim’s (1976) sense of “property exemplification”, and I opt for an explicit contrastive structure. See (Schaffer 2008) for a discussion of the metaphysics of causation.

I take each step in turn.

1. filling in the four elements of the causal schema (5.4);

2. justifying these choices.
5.5.1 Filling in the causal relata

The effect side—i.e. the explanandum—is fixed by the situation. Indeed, the values of $e$ and $E'$ are suggested by the deviant/expected relationship. For the German job miracle, an obvious candidate for $e$ is the actual unemployment change in 2009—i.e. $\Delta U_{2009}^{\text{actual}} = +0.2\%$. The contrastive set $E'$ includes an interval of potential values for $\Delta U_{2009}^{\text{actual}}$ substantially above $\Delta U_{2009}^{\text{actual}}$. While the bounds of this interval are not clearly specified, the interval must include only the values that would have been ‘expected’.

One way to represent this interval would be to center it at the point estimate given by Okun’s law (e.g. the black or gray lines in figure 5.3) and to allow for some deviation around this value—i.e. $\Delta U_{2009}^{\text{Okun}} \pm \varepsilon$, where $\varepsilon$ is a positive constant small enough to keep the actual value well outside the interval.

Disagreement arises when we turn to the cause side—i.e. the explanans. For the German job miracle, there is a long list of proposals for $c$ and the elements of $C'$. These terms can be conjunctions of simpler elements and, indeed, each article in this literature argues for a few elements, and often argues against other elements.

Before moving any further, I want to introduce the two examples of causal claims that I will use in the remainder of this chapter:

- **Krugman’s claim.** In his New York Times column, the famous

  Here is a list of these simpler elements found in the literature on the German job miracle (the contrast classes $C'$ are in squared brackets):
  
  - strong employment protection legislation [a weak legislation];
  - a short time work scheme [no scheme];
  - use of ‘working-time accounts’ [no such accounts];
  - wage moderation before the recession [normal wage growth];
  - hiring shortfall before the recession [more jobs created];
  - cyclical demand shock on export-oriented companies [structural crisis];
  - recent skill shortages [ease to find appropriate workers];
  - flexibility of working time [lower flexibility];
  - room for negotiated wage adjustments [inflexible unions];
  - 2005 reforms of the German labor market [no reform].

Each of these purported causes is identified in at least one of the following papers: Holland et al. (2009), Krugman (2009), Zimmermann (2009), Boysen-Hogrefe and Groll (2010), Elsby et al. (2010), Möller (2010), Boeri and Brücker (2011), Burda et al. (2011), Dietz et al. (2011), Klinger et al. (2011), Rinne and Zimmermann (2011).
economist Paul [Krugman (2009)] offered his explanation of Germany’s success:

Germany came into the Great Recession with strong employment protection legislation [EPL]. This has been supplemented with a “short-time work scheme,” [STW] which provides subsidies to employers who reduce workers’ hours rather than laying them off. These measures didn’t prevent a nasty recession, but Germany got through the recession with remarkably few job losses.

Krugman fills in the causal schema (5.4) as

\[
\begin{align*}
EPL^{high} \& STW &\rightarrow [EPL^{low} \& \neg STW] \rightarrow \Delta U_{2009}^{actual} \left[ \Delta U_{2009}^{Okun} \pm \varepsilon \right].
\end{align*}
\]

(5.5)

- **Wage moderation.** Here is another claim which appeared early in the literature:

[W]age moderation in the years before the crisis is one of the most important factors explaining German labour market performance during the crisis. ([Boysen-Hogrebe and Groll, 2010] p. R39)

A rough way of expressing this claim in (5.4) is

\[
\begin{align*}
\hat{\omega}^{low}_{B2009} \left[ \hat{\omega}^{high}_{B2009} \right] &\rightarrow \Delta U_{2009}^{actual} \left[ \Delta U_{2009}^{Okun} \pm \varepsilon \right].
\end{align*}
\]

(5.6)

where \( \hat{\omega} \) is the growth rate of wages and B2009 refers to “the years before the crisis”.

Before turning to the challenging part of deviant-case research—i.e. justifying claims like (5.5) and (5.6)—it is worth asking how economists came up with these claims as hypotheses in the first place. Remember that, in the example of the boiling point of water, one could formulate a simple rule to fix the starting point of the research: start with the least-believed proposition. But this rule should be changed when, like in an eclectic science, deviance does not necessarily imply inconsistency of beliefs. In such cases, rather than orienting research toward finding what was falsely believed, one can seek what was true of the situation but has been so far overlooked. A reasonable starting question is thus: Which overlooked
variables have a generic causal influence on the effect variable? The factors identified—which obviously come from background beliefs—are then further investigated.

The example about wage moderation fits perfectly this pattern. Faced with the deviant behavior of German unemployment, one is prompted to ask what is missing in Okun’s law. What might be relevant to unemployment in addition to aggregate output? That an economist comes up with ‘price’ should not surprise anyone, as the relationship between the price of a good—the wage of workers—and the quantity exchanged is what Economics 101 is all about. It is both embedded in all economic models and literally expressed in the Law of Demand. See how the hypothesis flows out naturally:

Okun’s Law is critically flawed in the sense that it completely abstracts from the cost of labour, amongst other things. Clearly, the demand for labour also depends on the wage the employer has to pay. (Boysen-Hogrefe and Groll, 2010, p. R44)

A similar story could be given for the hypothesis involving employment protection legislation (EPL). Both of these hypotheses reveal part of the eclecticism of economics: researchers have a rich set of background knowledge on which they draw when deviance occurs. But what about the little known short time work schemes (STW)? What is most plausible in this case is that policy makers whispered the hypothesis in the ear of eager-to-listen economists like Krugman. Early in the crisis, the German government presented the use of a short time work scheme as its strategy to fight unemployment. When the deviant unemployment figures became public, the popular press presented it as a fact that the short time work scheme was preserving jobs (e.g. Atkins, 2009). To put it bluntly, Krugman seems to have simply jumped on the bandwagon.

In short, background beliefs about overlooked causal factors play a role in determining the starting point of deviant-case research, but sometimes the starting hypothesis comes out of peculiar locations.

5.5.2 Justifying the causal claim

Now that the causal schema (5.4) is filled in, we can turn to the justification of the resulting causal proposition. A warning: justification is a messy business in an eclectic science. To produce a principled discussion, I start by giving the skeleton of the justificative process. I then illustrate each step drawing on my two examples introduced above. My discussion
Dynamical aspects

will be both descriptive and normative: the steps in the justificative process are what the scientist and her epistemic community ought to do—and ought to do well—but scientists are already roughly aiming at this target, and if they fail, they are typically reminded of their duties by their fellows.

**Skeleton of the justificative process.** Justifying a claim about *actual* causation is done in two steps:

1. Justification of the description: Provide evidence that $c$ and $e$ actually occurred.

2. Difference-making justification: Provide evidence that the occurrence of $c$ *made the difference* to the occurrence of $e$ instead of (some elements of) $E'$.

One might think that the first step is trivial. It is not. But let me keep that for later. There are two paradigmatic strategies for the difference-making justification. Each strategy has its danger:

2a. Using established generic propositions.

   Danger: The propositions can be plain false or misleading for the case under study.

2b. Using inductive methods by drawing on other cases.

   Danger: The implicit comparability assumption may be unwarranted.

The difference-making justification can draw on one or on both strategies, and can do so with varying degrees of sophistication.

All of what has been said so far can be achieved by a single scientist, but the last and richest element in the justificatory process is properly *social*:

3. The dynamics of reasons: Other scientists ought to systematically question the proposed justification, others ought to question this questioning, and so forth.

Although all the elements of the skeleton are implicitly prescriptive, I put this last step as explicitly prescriptive because *it is the most important step*. I will not provide strong evidence for this bold claim—only weak evidence—but it is also not a novel claim: the crucial role of sustained
peer criticism is generally recognized (e.g., [Popper, 1963 2002]). And this role must be even bigger in eclectic sciences because students of these sciences cannot but use gappy reasonings—they have after all to rely on generic propositions, model worlds, and extrapolation. Someone ought to look in the gaps.

I now take each part of this skeleton in turn and put some flesh by borrowing from my examples.

**Justification of the description.** It is true that this step is a quick one for some causal factors. Krugman, for instance, can look up the OECD’s index of employment protection to find that Germany is listed as having strong employment protection. He can also rely on the German government which is openly advertising its short time work scheme.

The step is more demanding for other causal factors. Take the idea of wage moderation in my second example. To operationalize it, one needs data on average wages and a concept of ‘normality’. Figure 5.4 captures what the authors identify as the normality and the moderation: the real wage (black line) had been steadily increasing from 1970 to 2003 (the normality), but it plateaued from 2003 to the onset of the recession. Wage moderation refers to this plateau. The identified moderation is thus a deviance of wage growth from what would have been expected based on a simple historical extrapolation. Putting the finger on this development is already an achievement.

**Difference-making justification.** There are two paradigmatic strategies at this step, each with associated dangers. Krugman’s short column—when we give it a charitable reading—provides a great illustration because the two strategies are present in simple forms.

First, relying on a generic proposition, Krugman states that employment protection and short time work schemes are “policies that support private-sector employment” ([Krugman, 2009](#)). It is indeed the case that the primary goal of the two policies is to prevent dismissals. Krugman

---

20 There is one descriptive mistake in Krugman’s quotation (see above p. 168): the German STW scheme is not a creation of the 2008-09 recession. This fact is important for the dynamics of reasons (see below).

21 Beyond my two examples, other scholars do even more work at this justificative step. [Möller, 2010](#), for instance, deploys great efforts to establish that the German firms badly hit by the crisis were also the ones which suffered from labor shortages before the crisis. He puts so much effort at this step that he forgets the other step, difference-making justification.
seems to think that the policies achieve this goal. Second, Krugman makes an explicit comparison between Germany and the United States: the former has strong employment protection, a short-time work scheme, and experienced almost no rise in unemployment, the latter has weak employment protection, no short-time work scheme, and saw its unemployment rate skyrocket.

Krugman’s justification is rather unsophisticated—it’s a newspaper article after all. The dangers with the two strategies come out clearly. The first risk of using the generic proposition is that it might be false—the history of policy making is full of examples of ineffective policies. The reader might believe that policies such as employment protection and short time work schemes *must*, almost by definition, preserve jobs, but there are plenty of reasons—already present in the economic literature—for why they would be totally ineffective at keeping unemployment down.\(^{22}\) The second risk is that, although true as a generic claim, the proposition could be misleading for Germany. Germany has already demarcated itself with

---

\(^{22}\) For instance, employers might hire less knowing that employment protection makes it costly to fire; a short time work scheme might cause a further drop in production by inhibiting the restructuring process of the economy.
its unemployment performance in 2009, why should it follow the herd when it comes to the (generic) effect of these policies?

The inductive method that Krugman uses is also risky. One can think of it as a very rough attempt to use Mill’s method of difference (Mill, 1886, p. 255). We would ideally want to observe ‘Germany 2008-09’ twice: this temporally-situated system with EPL\textsuperscript{high} & STW, and the same system with EPL\textsuperscript{low} & ¬STW. The impossibility of performing these two observations is what Paul Holland (1986, p. 947) famously called the Fundamental Problem of Causal Inference. This problem means that we have to compare recent Germany to units that will inevitably be unlike it in some respects. Krugman draws a simple comparison with the United States, but we all know that the two countries differ in many more respects than the three highlighted by Krugman. It does not mean that the comparability assumption must be dropped, but it certainly means that relying on it is risky.

Krugman proposes two weak arguments for his causal claim. He also uses a pervasive strategy in eclectic sciences: presenting arguments side by side such that his claim can benefit from the credibility boost coming with evidential variety (see part II of this thesis). Krugman’s arguments remain shaky and have been disputed. The ensuing dynamics of reasons is fascinating. But first, I use my second example to show that the difference-making justification can be more sophisticated.

What arguments were given to support the claim that wage moderation made the difference for the German job miracle? Many arguments, some more sophisticated than others. I will focus on two arguments which revisit the two sources of expectations discussed in section 5.3.

The first one—not central but still present—relies on a formal model. In the model world, the unemployment rate is shown to react less strongly to a negative shock in times following a period of wage moderation. In other words, the authors introduce a different condition in the model: assume wages to be below their equilibrium value when the recession hits. With this assumption, the unemployment response to a negative shock is milder than without it (when wages take their equilibrium value). This new version of the model is then used in a comparison with actual Germany: if wage moderation causes a mild unemployment response in the model world, it might well have done the same in real Germany. We can also put the argument in terms of expectations: if we had taken

\footnote{It is a New Keynesian model to which labor market frictions are appended; see Boysen-Hogrefe et al. (2010), who rely on the model of Lechthaler et al. (2010).}

\footnote{Boysen-Hogrefe and Groll (2010, p. R45) offer a simple narrative for their model.
wage moderation in due consideration, our model world (at least the one that the authors propose) would have led us to expect the German unemployment performance (cf. subsection 5.3.2).

The second argument—which is central in Boysen-Hogrefe and Groll (2010)—revisits the other source of expectations: the empirical pattern. The strategy is again to maintain that the deviance would have been expected provided the right factors had been considered:

We would like to answer the following question: in the first quarter of 2008, how would we have predicted the evolution of total hours worked and employment throughout 2008 and 2009, had we known in advance the actual development of real GDP and real wages during the forecasting period? In other words, just how surprising was the German labour market given the actual evolution of the explanatory variables? (Boysen-Hogrefe and Groll 2010, p. R42)

Roughly put, the substantive innovation of the authors is to add wages in a modernized specification of Okun’s relationship.25 After estimating the parameters of this specification with German data between 1970 and early 2008, they forecast the evolution of employment in the recession (2008 to early 2010) given the actual evolution of the other variables. What they report is that the ‘deviant’ German unemployment would have been (roughly) expected if we had used their empirical model (instead of Okun’s law and model narratives) to form our expectations.

Both arguments, although more sophisticated, share the weak point of Krugman’s comparison between the United States and Germany: the comparability assumption. First, the comparison between the model world and Germany might be inappropriate: wage moderation could well fail to cause a mild unemployment response in Germany, though it succeeds in the model world. Second, the modernized empirical analysis—when interpreted as not simply a forecasting device but primarily as a detector of causation—requires that ‘old’ Germany and ‘new’ Germany be comparable in the relevant respects. In particular, it requires that the new behavior of wages (i.e. flattening) and the new behavior of unemployment (i.e. mildly responding to a drop in the growth rate) are not effects of a common cause left out of the comparison.

25 I say that the specification is ‘modernized’ because it draws on vector autoregression techniques—i.e. it includes a lag structure and an error correction term, and is checked for autocorrelation of the residuals and for structural stability.
The dynamics of reasons. While the causal claim about wage moderation relies on more sophisticated arguments than Krugman, these arguments are still gappy. The last step of the justificative process—the social step which can well be unending—is when these gaps are scrutinized. I will not use the wage moderation example to illustrate this step. The debate following Krugman’s explanation is rich enough. In fact, I will only look at the part about the short-time work scheme.

Krugman’s implicit generic proposition is something like ‘In a recession, having a short-time work scheme saves a substantial number of jobs.’ What should one expect based on this proposition? Critics have pointed out that, during a recession, countries with short time work schemes should experience a smaller rise in unemployment than countries without them. This is something to be expected if the generic proposition is true.

Some scholars looked across countries and back in time whether this expected pattern is present. It turns out that Germany’s short time work scheme is a century old, and that many countries have one too. Furthermore, the percentage of German workers participating in the scheme during the recent recession is comparable to previous German recessions and to a few other countries during the 2008-9 recession. In these other cases, unemployment fluctuations were however not deviant. Why only Germany in 2009?

This sounds like a powerful argument against Krugman’s generic proposition. Why would the proposition be true if short time work schemes do not seem to make a difference elsewhere? The argument is nevertheless inconclusive with respect to Krugman’s causal claim for Germany. Say that, instead of upholding his generic proposition, we opt for the opposite proposition: ‘In a recession, having a short-time work scheme does not save a substantial number of jobs.’ It might still be that Krugman is right for Germany since, being generic, this new proposition allows for exceptions. Perhaps Germany in 2009 is such an exception. Another way to put it is that the comparability assumption implicit in the above argument might not hold—perhaps Germany in 2009 cannot be straightforwardly compared to the German past or to other countries with a short time work scheme. Indeed, quite a few economists argue just that.

26 The interested reader can start by Burda et al. (2011) in which it is argued that many variables beside wages behave ‘abnormally’ from (at least) 2005 to 2008. These include average hours worked, employment itself, and business expectations. Why point to wage moderation as the primary culprit?

27 For a criticism of the claim about employment protection legislation, see, inter alia, Möller (2010).
In substance, these economists claim that Germany in 2009 is doubly deviant—it deviates both from Okun’s law and from the generic inefficacy of short time work. They do not only claim it, they provide justifications for their view. According to these authors, both the characteristics of the German short time work scheme (which was reformed before and early in the recession) and the characteristics of the German recession would have made the short time work scheme an important contributor to the job miracle.

These justifications rely on other generic propositions and on inductive methods, and all these justifications can be questioned and further investigated. No need of discussing these justifications since my main point with this example should be clear enough: In eclectic sciences like I consider here, deviant-case research relies on shaky propositions at every junction. By probing the gaps in one’s reasoning, the dynamics of reasons generates a web of propositions of a great complexity. The intellectual contributions of the various researchers and the resulting web of propositions are other manifestations of eclecticism.

5.6 Conclusion

Post-positivist philosophers of science have a nice story about deviant-case research. This story is however at odds with the actual research on deviant cases in eclectic sciences. This would be the conclusion if a bold generalization was drawn based on the example studied in this chapter. The reason why the post-positivist story does not fit the example of this chapter is that economists cannot rely on a neat theory, made of trustworthy proposition, which works like a vending machine. Their expectations have to come from elsewhere. I have argued that they come from generic propositions about empirical patterns and from what is found to happen in model worlds (or their associated stories). As a consequence, the recognition of a case as deviant does not imply that one must solve an inconsistency problem among beliefs.

When the goal is not to restore consistency—like in the research on the German job miracle—the target is rather to formulate and justify a causal claim accounting for the deviance. In attempting to accomplish this task,

---

28 No one claims that having a short time work scheme is a sufficient cause. Every scholar gives a multiple factor list for the German job miracle.
economists come to rely on a host of generic propositions which were left in the background when everything was running smoothly. These background propositions are both used to generate hypotheses and to justify causal claims. The other justificative strategy produces new beliefs through inductive methods. All the justificative strategies are gappy. This fact calls for the critical scrutiny of the community. The resulting dynamics of reasons is what prevents us from accepting quickly a claim which could well turn out to be false.

These points are the main lines of my alternative story. It is a story about variety and combination, a story about eclecticism. Is this story appropriate for all instances of deviant-case research in eclectic sciences? Most probably not. After all, one key point of the emerging view to which this chapter contributes is that science is diverse. It remains to be seen how far my story can travel.
Conclusion
The five core chapters of this thesis covered many aspects of causal reasoning in economics. They, however, touched on some interesting aspects only too briefly, if at all. In this brief conclusion, I first offer a short recapitulation of the overall narrative and the main points. I then gesture toward future lines of investigation that would contribute to our understanding of causal reasoning in economics.

If there is something that can be said about science in general—and perhaps about the distinction between science and non-science—it is that a practice which is meant to be scientific ought to be pursued with a critical attitude. The propositions generated in the course of this practice must be subject to sustained probing. A healthy scientific community is ready to give reasoned arguments for the propositions that it accepts, and encourages its members to request such reasons. Karl Popper, among others, emphasized this characteristic of science:

My thesis is that what we call ‘science’ is differentiated from the older myths not by being something distinct from a myth, but by being accompanied by a second-order tradition—that of critically discussing the myth. (Popper [1963] 2002, p. 170)

Critically discussing a scientific practice and its products requires an understanding of this practice. The second-order reflection of a scientific community can go seriously wrong if its self-understanding is limited, if it entertains widely implausible beliefs about its modes of reasoning. To me, a central goal of philosophy of science is to foster a better understanding of scientific practices, such that scientific communities can rely on this improved understanding in their self-reflective moments. Philosophy of science achieves this goal to the extent that it supplies abstract conceptual frameworks that do justice to the variety of scientific practices.

Philosophy of science can also impinge upon lucid self-reflection if its conceptual frameworks amount to tying some scientific practices to a Procrustean bed. Indeed, the material in this thesis leads me to the conclusion that philosophers of science have to work hard if they want to do justice to causal reasoning in economics. Looking especially at the research on the causes of aggregate unemployment, I develop, in the previous five chapters, conceptual frameworks to better understand semantic, epistemic, and dynamical aspects of causal reasoning.

For the semantic aspect, Luis Mireles-Flores and I argue, in chapter [1], that the meaning of causal generalizations in policy-oriented economics is best captured by using the concept of ‘inferential relation’ rather than the one of ‘referential relation’. We further distinguish between different
types of inferential relations, which constitute together the meaning of a causal generalization. Our framework has the advantage of showing why the widespread practice of demanding and supplying causal generalizations is epistemically reasonable. It also guards one against requiring fundamental reforms of this practice for it to comply with the standards of a semantics focused on the referential relation.

For the epistemic aspect (part II), my key concept is ‘evidential variety’. I argue that the justification of a causal claim tends to rely on multiple sources of evidence. It is thus important to transcend single-source assessment, which has typically been the focus in methodological discussions. Evidential variety is typically understood to be closely connected with another concept, i.e. ‘independent evidence’. I offer an interpretation of this concept in terms of error or reliability independence. I further investigate, in a Bayesian framework (chapter 4), whether more reliability independence is always conducive to higher confirmation, ceteris paribus (i.e. the variety-of-evidence thesis). I find out that, in extreme epistemic situations, the relationship between more independence and more confirmation is reversed.

For the dynamical aspect, I focus on deviant-case research. I try to answer three questions about this type of research. What makes a case deviant? What is the epistemic goal of deviant-case research? Given this goal, how should research proceed? I argue that we will fail to understand (at least) some deviant-case research as long as our answers to these questions are based on an influential, theory-centered conception of science—what Nancy Cartwright calls the “vending machine view”. I propose an alternative conception which I label ‘eclectic science’. The key difference between the two conceptions when it comes to deviant cases is that expectations are formed by deduction from believed premises according to the first, and from the combination of different informational sources according to the second. In chapter 5, I articulate answers to my three questions about deviant-case research in an eclectic science.

This thesis, I believe, contributes to a better understanding of causal reasoning in economics. I am, however, deeply aware that much more work is required before we might feel that we understand sufficiently this rich practice. One task for me is to develop further the conceptual frameworks proposed in this thesis. The inferentialist semantics of causal generalizations in part I is in an early phase of development. It needs much more careful thoughts before it can claim to have attained the degree of conceptual refinement of the referentialist approach. The study of evidential variety in part III only scratches the surface of this complex
topic. I have, for instance, avoided cases in which the different evidential elements are discordant; but there is no doubt that these cases largely outnumber the cases of fully concordant evidence. In part III, studying an instance of deviant-case research has been my way to contribute to an understanding of the dynamics of beliefs among economists. The broad question was: How are causal beliefs affected by incoming facts? My contribution falls quite short of a complete answer to this question. It is first important to evaluate whether my answer works for other instances of deviant-case research. Second, my answer should be more tightly connected to the research dynamics of eclectic sciences at large, not only deviant-case research.

More work is also required on topics which recur in the three parts of my thesis but are discussed only superficially. I am thinking in particular about three topics: the commonalities between scientific generalizations and common general statements (generics), the nature and roles of models, and the community dimension of scientific reasoning. Further investigations on these three topics promise to be fascinating. I conclude by shortly discussing each topic in turn.

Philosophers of science have been debating for a long time the status of generalizations in the ‘special’ sciences. The basic challenge is that their surface structure suggests that they are universally quantified statements, but they are certainly false under this reading. It might come as a relief for philosophers of science to learn that philosophers of natural languages face a similar, if not identical, challenge in trying to analyze the meaning of what they call ‘generics’ (Krifka et al., 1995). Unfortunately, philosophers of language to not have a consensual answer for the semantics of generics, but bringing the two literatures together is promising. For instance, it seems to me that psychological research on generics could be brought to bear on our understanding of scientific generalizations (e.g. through the work of Leslie, 2007, 2008). In my interpretation, the result of this research brings support to an inferentialist semantics of scientific generalizations, but more work is required to support this interpretation.

Modeling is a highly popular topic in contemporary philosophy of science, and for good reasons. Models are obviously important in economics, but my thesis does not analyze them in any great detail. It does include short discussions of the DMP model (subsections 2.5.1, 3.5.2, and 5.3.2), but much more could be said. One thing is that I present this model as being a source of evidence and expectations, but I do not justify this

---

29 I point to the literature on generics in subsections 1.4.1 and 5.3.1.
interpretation. Many philosophers would maintain, in an empiricist fashion, that such a highly idealized model cannot be a source of evidence for empirical propositions. Though I think that my interpretation can be defended, no defense as been given here. Another thing to add is an investigation on the nature of models. There are, in particular, connections to be made between my treatment of generalizations and a plausible understanding of models as “instruments of investigation” (Morgan and Morrison, 1999). Both objects would be given their status—as generalizations or as models—by our use of them in our inferential practices. In other words, our use of them would be constitutive of their identity.

I have kept the most exciting and ambitious extension for the end. The idea that scientific practices are community-level phenomena—not something accomplished by a researcher in isolation—is present throughout my thesis but little explored. It comes up first in the semantic part in which generalizations are understood through their role in the communication process from expert economists to policy makers. It is also implicit in the epistemic part since the various evidential elements are supplied by different researchers. It finally returns in the part on dynamics, most clearly in my discussion of the dynamics of reasons. A more systematic investigation of the social dimension of causal reasoning will require a real engagement with the burgeoning literature in social epistemology (Fuller, 1988; Longino, 1990; Goldman, 1999). It should be able to investigate various issues including (i) the possibility of shifts in the meaning of a statement as it travels in the epistemic community, (ii) the research dynamics generated by disagreements over the evidential strength of some result, (iii) the possibility of belief convergence even though the relevant information is complex and prima facie discordant. Addressing these issues seems of primary importance to better understand causal reasoning in economics.
Appendix A

Proofs for Chapter 4

A.1 Bovens and Hartmann’s version

A.1.1 Posterior in the likelihood-ratio form

By Bayes’ rule and the Law of Total Probability, we can rewrite this posterior

\[ P^*(h) = P(h|e_1, e_2) \]

\[ = \frac{P(e_1, e_2|h)P(h)}{P(e_1, e_2)} \]

\[ = \frac{P(e_1, e_2|h)P(h)}{P(e_1, e_2|h)P(h) + P(e_1, e_2|\neg h)P(\neg h)}. \]

Dividing the numerator and the denominator by \( P(e_1, e_2|h) \), we get

\[ = \frac{P(h)}{P(h) + P(\neg h)\frac{P(e_1, e_2|\neg h)}{P(e_1, e_2|h)}} \]

\[ = \frac{h_0}{h_0 + h_0 L} \]

where the last line gives us expression (4.5) by replacing \( P(h) \) and \( P(\neg h) \) by their values.

A.1.2 Likelihood ratios for the two versions

We get the two likelihood ratios \( L_I \) and \( L_S \) by using the probabilistic information encoded in Figure 4.1 together with equations (4.1), (4.2)
and (4.4). Starting with the likelihood ratio for the independent-reliability version:

\[
L_I = \frac{P_I(e_1, e_2|h)}{P_I(e_1, e_2|\neg h)} \sum_{R_1, R_2} P_I(e_1, e_2|\neg h, R_1, R_2)P_I(R_1)P_I(R_2)
\]

\[
= \sum_{R_1, R_2} P_I(e_1, e_2|h, R_1, R_2)P_I(R_1)P_I(R_2)
\]

\[
= \sum_{R_1, R_2} P_I(e_1|\neg h, R_1)P_I(R_1)P_I(e_2|\neg h, R_2)P_I(R_2)
\]

Given that the terms in the multiplications are either solely about source 1 or source 2, we can factorize by source:

\[
L_I = \prod_{i=\{1,2\}} \sum_{R_i} P_I(e_i|\neg h, R_i)P_I(R_i)
\]

\[
= \prod_{i=\{1,2\}} \sum_{R_i} P_I(e_i|h, R_i)P_I(R_i)
\]

\[
= \prod_{i} \left[ P_I(e_i|\neg h, r_i)P_I(r_i) + P_I(e_i|\neg h, \neg r_i)P_I(\neg r_i) \right]
\]

\[
= \prod_{i} \left[ P_I(e_i|h, r_i)P_I(r_i) + P_I(e_i|h, \neg r_i)P_I(\neg r_i) \right]
\]

\[
= \prod_{i} \left[ 0 \rho_i + \alpha_i \rho_i \right]
\]

\[
= \prod_{i} \left[ 1 \rho_i + \alpha_i \rho_i \right]
\]

\[
L_I = \frac{\alpha_1 \alpha_2 \hat{\rho}_1 \hat{\rho}_2}{(\rho_1 + \alpha_1 \hat{\rho}_1)(\rho_2 + \alpha_2 \hat{\rho}_2)}
\]

(A.1)

The third line results from plugging in the parameter values; simplifying in the fourth line gives us our final equation.

Now for the shared-reliability version:

\[
L_S = \frac{P_S(e_1, e_2|\neg h)}{P_S(e_1, e_2|h)}
\]

\[
= \sum_R P_S(e_1, e_2|\neg h, R)P_S(R)
\]

\[
= \sum_R P_S(e_1, e_2|h, R)P_S(R)
\]

\[
= \sum_R P_S(e_1|h, R)P_S(e_2|h, R)P_S(R)
\]

\[
= \sum_R P_S(e_1|h, R)P_S(e_2|h, R)P_S(r) + P_S(e_1|\neg h, R)P_S(e_2|\neg h, R)P_S(\neg r)
\]

\[
= \sum_R P_S(e_1|h, R)P_S(e_2|h, R)P_S(r) + P_S(e_1|h, \neg R)P_S(e_2|h, \neg R)P_S(\neg r)
\]

\[
= 0 \ast 0 \rho + \alpha_1 \alpha_2 \hat{\rho}
\]

\[
= 1 \ast 1 \ast \rho + \alpha_1 \alpha_2 \hat{\rho}
\]
\[ L_S = \frac{\alpha_1 \alpha_2 \bar{\rho}}{\rho + \alpha_1 \alpha_2 \bar{\rho}} \quad (A.2) \]

### A.1.3 Ceteris paribus condition

\( P(h|e_i) \) can be expressed in the likelihood-ratio form:

\[ P(h|e_i) = \frac{h_0}{h_0 + h_0 L^i} \]

This new likelihood ratio \( L^i \) can be easily computed by looking at the two likelihood ratios that were produced above and contract them to be applicable to a single \( e_i \):

\[ L^i = \frac{\alpha_i \tilde{\rho}_i}{\rho_i + \alpha_i \tilde{\rho}_i} \quad (A.3) \]

From this likelihood ratio, we see that giving the same values for \( \rho_i \) and \( \alpha_i \) to the evidential sources across models will also equalize \( L^i \) across models.

The likelihood ratios of the previous subsection can thus be rewritten:

\[ L_I = \frac{(\alpha \bar{\rho})^2}{(\rho + \alpha \bar{\rho})^2} \quad L_S = \frac{\alpha^2 \bar{\rho}}{\rho + \alpha^2 \bar{\rho}} \]

### A.1.4 Independence versus shared reliability

Imposing the ceteris paribus condition, the variety-of-evidence thesis implies \( P_I^*(h) > P_S^*(h) \). Using the results above, we have:

\[ \frac{h_0}{h_0 + h_0 L_I} > \frac{h_0}{h_0 + h_0 L_S} \iff L_S > L_I \iff \frac{\alpha^2 \bar{\rho}}{\rho + \alpha^2 \bar{\rho}} > \frac{\alpha^2 \bar{\rho}^2}{(\rho + \alpha \bar{\rho})^2} \]

\[ \iff (\rho + \alpha \bar{\rho})^2 > \bar{\rho}(\rho + \alpha^2 \bar{\rho}) \iff \rho^2 + 2\alpha \tilde{\rho} \rho + \alpha^2 \bar{\rho}^2 > \tilde{\rho} \rho + \alpha^2 \bar{\rho}^2 \]

\[ \iff (1 - \bar{\rho}) + 2\alpha \tilde{\rho} > \bar{\rho} \iff 1 > 2\bar{\rho} - 2\alpha \tilde{\rho} \iff .5 > \tilde{\alpha} \bar{\rho}. \]
A.2  Model with unreliability as systematic bias

A.2.1  Likelihood ratio for the independent-reliability version

\[
L_{I'} = \frac{P_{I'}(e_1, e_2 | \neg h)}{P_{I'}(e_1, e_2 | h)} \prod_{i=\{1,2\}} \sum_r P_{I'}(e_i | \neg h, R_i) P_{I'}(R_i)
\]

\[
= \prod_{i=\{1,2\}} \sum_r P_{I'}(e_i | R_i) P_{I'}(R_i)
\]

\[
= \prod [P_{I'}(e_i | \neg h, r_i) P_{I'}(r_i) + P_{I'}(e_i | \neg h, b_i^h) P_{I'}(b_i^h) + P_{I'}(e_i | \neg h, b_i^{\neg h}) P_{I'}(b_i^{\neg h})]
\]

\[
= \prod [0 \rho_i + 1 \alpha_i \tilde{\rho}_i + 0 \bar{\alpha}_i \tilde{\rho}_i]
\]

\[
= \alpha_1 \alpha_2 \tilde{\rho}_1 \tilde{\rho}_2
\]

The last line is the same as equation (A.1), which proves that my model and Bovens and Hartmann’s model agree when sources are reliability independent.

A.2.2  Likelihood ratio for the shared-reliability version

\[
L_{S'} = \frac{P_{S'}(e_1, e_2 | \neg h)}{P_{S'}(e_1, e_2 | h)} \sum_R P_{S'}(e_1 | \neg h, R) P_{S'}(e_2 | \neg h, R) P_{S'}(R)
\]

\[
= \sum_R P_{S'}(e_1 | h, R) P_{S'}(e_2 | h, R) P_{S'}(R)
\]

\[
= 0 * 0 \rho + 1 * 1 \alpha \tilde{\rho} + 0 * 0 \bar{\alpha} \tilde{\rho}
\]

\[
= \alpha \tilde{\rho}
\]

\[
= \rho + \alpha \tilde{\rho}
\]

The last line is not equal to equation (A.2)—i.e., this version of the shared-reliability situation does not concord with Bovens and Hartmann’s version. In fact, it is equal to equation (A.3), which expresses the likelihood ratio for a single positive report.
A.2.3 Independent reliability is always better

To fulfill the \textit{ceteris paribus} clause, I again assume that the prior $h_0$ is the same for both models, that $\alpha_1 = \alpha_2 = \alpha$, and that $\rho_1 = \rho_2 = \rho$. Then we know that

$$P^*_I(h) > P^*_S(h) \iff L_I' < L_S'$$

and the last inequality is easily proven to hold for all admissible parameter values:

$$L_I' < L_S' \iff \frac{\alpha^2 \bar{\rho}^2}{(\rho + \alpha \bar{\rho})^2} < \frac{\alpha \bar{\rho}}{\rho + \alpha \bar{\rho}}$$

$$\iff \alpha \bar{\rho} < \rho + \alpha \bar{\rho} \iff 0 < \rho$$

Thus, as soon as the prior probability that the evidential source(s) is (are) reliable is non-null, reliability-independent sources are epistemically preferable.

A.3 Extended Model

A.3.1 Posterior belief in the hypothesis

The posterior given two positive reports:

$$P^*_F(h) = \frac{h_0}{h_0 + h_0 L_F}$$

Focusing on the likelihood ratio:

$$L_F = \frac{P_F(e_1, e_2 | \neg h)}{P_F(e_1, e_2 | h)} = \frac{\sum_{R_1, R_2} P_F(e_1, e_2, R_1, R_2 | \neg h)}{\sum_{R_1, R_2} P_F(e_1, e_2, R_1, R_2 | h)}$$

$$= \frac{\sum_{R_1, R_2} P_F(e_1 | h, R_1) P_F(e_2 | \neg h, R_2) P_F(R_1, R_2)}{\sum_{R_1, R_2} P_F(e_1 | h, R_1) P_F(e_2 | h, R_2) P_F(R_1, R_2)}$$

$$= \frac{P_F(b_i^h, b_j^h)}{P_F(r_i, r_j) + 2P_F(r_i, b_j^h) + P_F(b_i^h, b_j^h)}$$

$$= \frac{\omega_{hh}}{\omega_{rr} + 2\omega_{rh} + \omega_{hh}} = \left[1 + \frac{\omega_{rr} + 2\omega_{rh}}{\omega_{hh}}\right]^{-1}$$

where the second-to-last line uses the information in Table 4.2 and the last line uses Table 4.3a.
A.3.2 Conditions for the off-diagonal elements

The fact that the elements in Table 4.3a must sum up to 1 gives us the following restriction:

\[ \omega_{rr} + \omega_{hh} + \omega_{h-h} + 2(\omega_{rh} + \omega_{r-h} + \omega_{h-r}) = 1 \]  

(A.4)

The *ceteris paribus* condition also requires that we keep the confirmatory power of each evidential element constant, i.e., \( P_F(h|e_i) \). This amounts to keep the following likelihood ratio constant:

\[
L_i^i = \frac{P_F(e_i|h)}{P_F(e_i|h)} = \frac{\sum_{R_i,R_j} P_F(e_i,R_i,R_j|h)}{\sum_{R_i,R_j} P_F(e_i,R_i,R_j|\neg h)}
\]

\[ = \frac{\sum_{R_i,R_j} P_F(e_i|h,R_i)P_F(R_i,R_j)}{\sum_{R_i,R_j} P_F(e_i|\neg h,R_i)P_F(R_i,R_j)}
\]

\[ = \frac{\sum_{R_j} P_F(b^h_i,R_j)}{\sum_{R_j} [P_F(r_i,R_j) + P_F(b^h_i,R_j)]} \]

\[ = \frac{\omega_{hr} + \omega_{hh} + \omega_{h-h}}{\omega_{rr} + \omega_{rh} + \omega_{r-h} + \omega_{hr} + \omega_{hh} + \omega_{h-h}} = \left[ 1 + \frac{\omega_{rr} + \omega_{rh} + \omega_{r-h}}{\omega_{hr} + \omega_{hh} + \omega_{h-h}} \right]^{-1} \]  

(A.5)

where the second-to-last line uses the information in Table 4.2 and the last line uses Table 4.3a.

We can also express \( L_i^i \) in terms of our two parameters \( \rho \) and \( \alpha \) by using one of the two extreme cases of fully-shared or fully-independent reliability (see Tables 4.3b and 4.3c):

\[
L_i^i = \left[ 1 + \frac{\rho}{\rho \alpha} \right]^{-1}.
\]  

(A.6)

The following restriction follows from equating (A.5) and (A.6):

\[
\frac{\rho}{\rho \alpha} = \frac{\omega_{rr} + \omega_{rh} + \omega_{r-h}}{\omega_{hr} + \omega_{hh} + \omega_{h-h}}
\]

One way for this equality to hold is when the numerator on the left-hand-side is equal to the numerator on the right-hand-side and the same for
the denominators. Equating the numerators and the denominators in this fashion and using condition A.4, we reach this system of equation:

\[\begin{align*}
\omega_{rr} + \omega_{rh} + \omega_{r-h} &= \rho \\
\omega_{rh} + \omega_{hh} + \omega_{h-h} &= \rho \alpha \\
\omega_{r-h} + \omega_{h-h} + \omega_{h-h} &= \rho \bar{\alpha}
\end{align*}\]

which is, in fact, saying that the marginal probabilities \(P(r_i), P(b^h_i)\) and \(P(b_i \perp h)\) are kept constant as the degree of independence varies. We can solve this system of equation for the off-diagonal elements in terms of the diagonal elements, \(\rho\) and \(\alpha\) (I omit the simple algebraic manipulations):

\[\begin{align*}
\omega_{rh} &= \rho + \rho \bar{\alpha} - 0.5(1 + \omega_{rr} + \omega_{hh} - \omega_{h-h}) \\
\omega_{r-h} &= \rho + \rho \bar{\alpha} - 0.5(1 + \omega_{rr} - \omega_{hh} + \omega_{h-h}) \\
\omega_{h-h} &= 0.5(1 + \omega_{rr} - \omega_{hh} - \omega_{h-h}) - \rho
\end{align*}\] (A.7)

### A.3.3 The derivative of the likelihood ratio

We can rewrite the likelihood ratio in (4.11) by using information from (A.7)

\[L_F = \frac{\omega_{hh}}{\omega_{rr} + 2\omega_{rh} + \omega_{hh}}\]

\[= \frac{\omega_{hh}}{\omega_{rr} + \omega_{hh} + 2(1 - \rho \bar{\alpha}) - 1 - \omega_{rr} - \omega_{hh} - \omega_{h-h}}\]

\[= \frac{1 - 2\rho \bar{\alpha} + \omega_{h-h}}{(\rho \alpha)^{1+\delta}}\]

where the last line uses condition (4.12). I take the derivative with respect to \(\delta\):

\[\frac{\partial L_F}{\partial \delta} = \frac{(\rho \alpha)^{1+\delta} \ln(\rho \alpha)(1 - 2\rho \bar{\alpha} + (\rho \bar{\alpha})^{1+\delta}) - (\rho \alpha)^{1+\delta}(\rho \bar{\alpha})^{1+\delta} \ln(\rho \bar{\alpha})}{[1 - 2\rho \bar{\alpha} + (\rho \bar{\alpha})^{1+\delta}]^2}\]

\[= \frac{(\rho \alpha)^{1+\delta}[(1 - 2\rho \bar{\alpha}) \ln(\rho \alpha) + (\rho \bar{\alpha})^{1+\delta} \ln(\rho \alpha) - \ln(\rho \bar{\alpha})]}{[1 - 2\rho \bar{\alpha} + (\rho \bar{\alpha})^{1+\delta}]^2}\]

\[= \frac{(\rho \alpha)^{1+\delta}[(1 - 2\rho \bar{\alpha}) \ln(\rho \alpha) + (\rho \bar{\alpha})^{1+\delta} \ln(\alpha/\bar{\alpha})]}{[1 - 2\rho \bar{\alpha} + (\rho \bar{\alpha})^{1+\delta}]^2}\]

The variety-of-evidence thesis maintains that \(\partial L_F/\partial \delta < 0\) for all admissible parameter values. Verifying this:

\[\frac{\partial L_F}{\partial \delta} < 0 \Leftrightarrow (1 - 2\rho \bar{\alpha}) \ln(\rho \alpha) + (\rho \bar{\alpha})^{1+\delta} \ln(\alpha/\bar{\alpha}) < 0, \quad (A.8)\]
which does not hold for some combination of parameter values (see Figure 4.4). The fact that two distinct regions of $\alpha \times \rho$ lead to a reversal of the inequality can be seen from expression (A.8). The first term is positive (i.e., contributing to a reversal of the relationship) iff $(1 - 2\bar{\rho}\bar{\alpha}) < 0$, or more intuitively, $.5 < \bar{\rho}\bar{\alpha}$. The second term is positive iff $\alpha > .5$. It follows that the two terms cannot be positive at the same time.

### A.3.4 Posterior belief in reliability

Having a single reliable source is sufficient for the two positive reports $e_1$ and $e_2$ to be truth revealing. The posterior belief that at least one source is reliable is

$$P(r_1 \cup r_2|e_1, e_2) = P(r_1, r_2|e_1, e_2) + 2P(r_i, b^h_j|e_1, e_2)$$

$$= \frac{P(e_1, e_2|r_1, r_2)P(r_1, r_2) + 2P(e_1, e_2|ri, b^h_j)P(r_i, b^h_j)}{P(e_1, e_2)}$$

$$P^*(r_1 \cup r_2) = \frac{h_0(\omega_{rr} + 2\omega_{rh})}{h_0(\omega_{rr} + 2\omega_{rh}) + \omega_{hh}} = \left[1 + \frac{\omega_{hh}}{h_0(\omega_{rr} + 2\omega_{rh})}\right]^{-1}.$$ 

For ease of manipulation, I use the last equality to define the variable $DT$ (for distrust):

$$DT = P^*(r_1 \cup r_2)^{-1} - 1 = \frac{\omega_{hh}}{h_0(\omega_{rr} + 2\omega_{rh})}$$

Reusing a result in Appendix A.3.1 I also define a variable $C$ (for strength of confirmation):

$$C = L_F^{-1} - 1 = \frac{\omega_{rr} + 2\omega_{rh}}{\omega_{hh}}$$

Distrust and confirmation are related as

$$C = \frac{1}{h_0DT}$$

from which it follows that

$$\frac{\partial C}{\partial \delta} > 0 \iff \frac{\partial DT}{\partial \delta} < 0 \iff \frac{\partial P^*(r_1 \cup r_2)}{\partial \delta} > 0.$$ 

In words, confirmation increases with reliability independence iff posterior trust in the sources increases.
Veel algemene vragen met zeker filosofische belang over causale redeneringen in economische wetenschappen zijn vooralsnog gebrekkig beantwoord. Ten eerste, wat is de betekenis van causale redeneringen? Dit is een semantische vraag. Ten tweede, hoe kan een causale claim adequaat ondersteund worden door bewijsmateriaal? Dit is een epistemologische vraag. Ten derde, hoe kunnen causale overtuigingen beïnvloed worden door nieuwe feiten? Dit is een vraag over de dynamiek van overtuigingen.

Deze thesis draagt bij aan het beantwoorden van deze vragen door gebruik te maken van een op een casusstudie gebaseerde aanpak. De casusstudie die gebruikt is in deze thesis is het wetenschappelijk onderzoek naar de oorzaken van werkeloosheid. Door het bestuderen van de wetenschappelijke praktijk ben ik tot de formulering en verdediging gekomen van antwoorden op de drie hierboven genoemde vragen. Ik beweer niet dat de antwoorden algemene geldigheid hebben—waarschijnlijk zijn ze niet van betrekking op alle gevallen van causale redeneringen. Toch, draagt de conceptuele arbeid die verricht is in deze thesis bij aan een beter begrip van causale redeneringen in de economische wetenschappen en daarbuiten.

In deel I, het semantische gedeelte dat samen met Luis Mireles-Flores geschreven is, onderzoeken wij de betekenis van causale generalisaties in de economische theorie van werkloosheitsvraagstukken. We betogen dat de standaard benadering van betekenis misleidend is omdat zij ten onrechte de referentiële relatie aanwijst als hetgeen betekenis constitueert. Om een beter begrip te krijgen van de wijdverbreide praktijk van de vraag naar en het aanbod van causale generalisaties in wetenschappeli-
jke disciplines zoals de economische, hebben we een andere benadering nodig die prioriteit geeft aan de inferentiële relatie boven de referentiële relatie. Wij dragen bij aan de ontwikkeling van deze alternatieve benadering door verschillende types inferentiële relaties te identificeren, die samen de betekenis van een uitdrukking bepalen.

In deel II, het epistemologische deel, beargumenteer ik dat rechtvaardiging in wetenschappen als de economische vaak afhankelijk is, en afhankelijk zou moeten zijn, van verscheidenheid in bewijsvoering—ofwel, de combinatie van bewijzen uit verschillende bronnen. Het herkennen van het belang van verscheidenheid in bewijsvoering is cruciaal om in het methodologische debat afstand te nemen van één bron beoordeling. Dit deel, het langste van mijn thesis, bestaat uit drie hoofdstukken. In hoofdstuk 2 beargumenteer ik dat een levendig debat in hedendaagse econometrie tussen de ontwerpgebaseerde en structurele benaderingen lijdt onder de voorkeur voor één bron beoordeling. In hoofdstuk 3 wend ik mij tot een debat in de filosofie dat zich afsprikt rondom wat bekend is geworden als de Russo-Williamson Thesis. Ik beweer dat Russo and [Williamson (2007)] op het verkeerde spoor zitten met hun lezing dat de zoektocht naar zowel verschilmakend als ook mechanistisch bewijs incompatibel is met standaard monistische benaderingen van causaliteit. Ik beweer dat deze zoektocht simpelweg een epistemologische strategie is om verscheidenheid in bewijsvoering te genereren. Uit deze wijdverbreide epistemologische strategie zijn er geen conclusies te trekken over de semantiek en de metafysica van causaliteit. In hoofdstuk 4 gebruik ik een Bayesiaans model om het waarheidsgehalte te onderzoeken van de variëteit van bewijsvoering these. De variëteit van bewijsvoering these stelt dat, ceteris paribus, de kracht van de confirmatie van een these door een verzameling van bewijsmateriaal toeneemt met de mate van de diversiteit aan de elementen in die verzameling. Met een aangepast model van [Bovens and Hartmann (2002, 2003)] kom ik tot de conclusie dat, ondanks dat de variëteit van bewijsvoering these een goede leidraad is in typische omstandigheden, het een slechte leidraad is in extreme omstandigheden (wanneer bronnen van bewijsmateriaal hoogstwaarschijnlijk onbetrouwbaar zijn).

In deel III, het deel over overtuigingsdynamiek, bestudeer ik afwijkende gevallen onderzoek. Een casus is afwijkend wanneer het zich niet gedraagt zoals verwacht. De gedragingen van de Duitse werkloosheidscijfers na de financiële crisis van 2008 is zo’n afwijkende casus. Afwijkende casussen hebben verschillende labels gekregen in post-positivistische wijsbegeerte van een wetenschapsgebied—bijvoorbeeld, falsificeerders of
anomalieën. In hoofdstuk 5 beargumenteer ik dat de invloedrijke wetenschappelijk zienswijze die ik de “verkoopautomaat kijk” (Cartwright 1999) noem, een misleidende indruk geeft van afwijkende gevallen onderzoek in wetenschappen zoals de economische. De kern van het probleem is dat de verwachtingen in deze wetenschappen niet het resultaat zijn van deducties uit overtuigende premissen. In dit hoofdstuk werk ik een alternatieve visie uit op afwijkende gevallen onderzoek in wetenschappen die ik eclectisch noem. Deze wetenschappen worden gekarakteriseerd door variëteit en combinatie; ze zijn niet gebouwd rondom een monolithische theorie.
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