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Applying an Integrated Approach to
Vehicle and Crew Scheduling in Practice

Richard Freling, Dennis Huisman, and Albert P.M. Wagelmans

Econometric Institute, Erasmus University Rotterdam, PO BOX 1738,
NL-3000 DR Rotterdam, The Netherlands

Abstract. This paper deals with a practical application of an integrated approach
to vehicle and crew scheduling, that we have developed previously. Computational
results have shown that our approach can be applied to problems of practical size.
However, application of the approach to the actual problems that one encounters
in practice, is not always straightforward. This is mainly due to the existence of
particular constraints that can be regarded as “house rules” of the public transport
company under consideration.

In this paper we apply our approach to problems of individual bus lines of the
RET, the Rotterdam public transport company, where particular constraints should
be satisfied. Furthermore, we investigate the impact of allowing drivers to change
vehicle during a break. Currently, the rule at the RET is that such changeovers
are only allowed in split duties; they are never allowed in other type of duties. We
show that it is already possible to save crews if for the non-split duties, resticted
changeovers are allowed.

1 Introduction

Commercially successful computer packages use a sequential approach for
vehicle and crew scheduling. Sometimes integration is dealt with at the user
level (e.g., see Darby-Dowman et al. (1988)) or crew considerations are taken
into account in the vehicle scheduling phase (for example in HASTUS, see
Rousseau and Blais (1985)). In the operations research literature, only a few
publications address a simultaneous approach to vehicle and crew scheduling.
For an overview, we refer to Freling et al. (2000). None of the publications
mentioned there makes a comparison between simultaneous and sequential
scheduling. Furthermore, to the best of our knowledge, no integrated model
has been applied to a practical situation before.

In Freling et al. (2000) some models and algorithms for integration of ve-
hicle and crew scheduling were discussed and applied to problems of practical
size. The test problems were based on real-life problems from the RET, the
public transport company in the city of Rotterdam, the Netherlands. In these
test problems, we omitted certain complicating constraints that are specific
to the RET. In this paper, we will apply our approach to the actual RET
problems. Although the RET also provides service on tram and metro lines,
only bus lines will be considered. For bus lines we can expect a larger benefit
of the integration, because the relative difference between crew and vehicle
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costs is higher than in tram and metro scheduling. Moreover, tram and metro
scheduling problems are more restricted because of constraints with respect
to the capacity of the rail track and the capacity at the endpoints of the lines.

We will compare our integrated approach with a sequential approach. Fur-
thermore, we will investigate the impact of allowing drivers to change vehicle
during a break. Currently, the rule at the RET is that such changeovers are
only allowed in split duties; they are never allowed in other type of duties.
We show that it is already possible to save crews if for the non-split duties,
resticted changeovers are allowed.

The paper is organized as follows. Sect. 2 describes the situation which
holds for almost all bus lines at the RET and especially for the lines we
consider in this paper. In Sect. 3, we discuss a sequential approach that takes
all relevant RET constraints into account. The integrated approach that we
use, is discussed in Sect. 4. The paper is concluded with a computational
study (Sect. 5). The main objective of this study is threefold:

1. We show that our integrated approach can be applied to a practical sit-
uation.

2. We make a comparison between the results of the sequential and the
integrated approach.

3. We look at the effect of allowing (restricted) changeovers.

2 Problem Description at the RET

In Fig. 1 we show the relation between four operational planning problems
at the RET.

Decisions about which routes or lines to operate and how frequently, are
determined by local and regional authorities and are given to the RET. Also
known are the travel times between various points on the route. Based on
the lines and frequencies, timetables are determined resulting in ¢rips with
corresponding start and end locations and times. The second planning process
is vehicle scheduling, which consists of assigning vehicles to trips, resulting in
a schedule for each vehicle or vehicle blocks. On each vehicle block a sequence
of tasks can be defined, where each task needs to be assigned to a working
period for one crew (a crew duty or duty) in the crew scheduling process. The
feasibility of a duty is dependent on a set of collective agreements and labor
rules, that refer to sufficient rest time, et cetera. Crew scheduling is short
term crew planning (one day) for assigning crews to vehicles, while the crew
rostering process is long term crew planning (e.g. half a year) for constructing
rosters from the crew duties.

In Subsect. 2.1, we discuss the definitions and restrictions at the RET
and in Subsect. 2.2, we focus on one particular restriction, which will play a
major role in the rest of this paper.
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Fig. 1. Four related planning problems

2.1 Definitions and Restrictions

At the RET the whole planning process is solved line-by-line, so there is no
inter-lining and the size of the problems is relatively small (up to 259 trips).
Almost all lines have two locations (lets call them A and B) and all the trips
are from A to B or from B to A. In this paper we only consider lines with
this property.

For every line there is one given depot and all buses must start and end
in that depot. A deadhead 1is the driving of a vehicle without passengers.
There are three kinds of deadheads: from the depot to the start of a trip,
from the end of a trip to the depot and between two trips (from one endpoint
of the line to the other one). The workday of one driver is called a (crew)
duty. There are many different types of duties, for example early duties, late
duties and split duties. Every duty consists of two pieces with in between a
break. A piece consists of consecutive tasks (trips, layovers and deadheads)
performed by one driver on the same bus. A layover is the time between two
consecutive trips that a driver with bus waits at a start or end location of
the line. For the layover there are several restrictions:

e after every trip and deadhead there is a layover of at least two minutes;

e there is a minimal layover in a round-trip, where a round-trip consists
of two consecutive trips from location A to B and back to A; this is
the so-called round-trip-condition, that will be dicussed in more detail in
Subsect. 2.2;

e the total layover time in a duty is at least 10% of the length of the duty;

e if the longest piece in a split duty is more than 4 hours, then there is at
least once a layover of at least 10 minutes.
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All duties start or end at the depot or at so-called relief locations. A relief
location is the start or the end location of the line. In some cases both the
start and the end location is a relief location and in other cases only one of
them is a relief location. Duties starting at the depot always start with a
sign-on time and the other duties start with a relief time. Duties ending at
the depot end with a sign-off time and the other duties end after a layover.
These times are fixed and known in advance. The breaks are only allowed at
relief locations. A break is only necessary in duties that have a length greater
than a certain minimum.

Furthermore there are restrictions for all 8 types of duties with respect
to the earliest and latest starting time, the latest ending time, the minimum
length of the break, the maximum spread and the maximum working time.
On Sundays there are no split duties. For more details we refer to Huisman
(1999).

Currently changeovers are only allowed in split duties and under no cir-
cumstances in other duties. In this paper we compare this situation with the
variant where a changeover is also allowed during a break of a non-split duty,
provided that there is enough time to change vehicle. In that case the first
piece ends with a layover and the second piece starts with the relief time.
Of course, the length of the last layover of the first piece is then at least the
relief time, because the driver who takes over the first bus needs this amount
of time. As a consequence there is continuous attendance of the vehicle, i.e.,
there is always a driver present when the bus is outside the depot.

2.2 Round-trip-condition

In this subsection, we discuss the most important and complicated constraint
of the RET: the round-trip-condition. As mentioned before, the round-trip-
condition is a restriction on the total layover in a round-trip (two consecutive
trips such that a driver drives from location A via location B back to location
A). The round-trip-condition requires that the total layover at the locations A
and B in one round-trip is at least 10 minutes if the round-trip is 60 minutes
or longer and 15% of the travel time if the round-trip is shorter than 60
minutes with a minimum of 5 minutes. It is allowed to violate this condition
at most once in every crew duty, but only if the total layover is at least 5
minutes.

In advance, we can construct combinations of three trips that violate the
round-trip-condition. We show this in Fig. 2. We use these combinations in
the sequential approach as well as in the integrated approach.

In a sequential approach it is not possible to incorporate the possibility
of violating the round-trip-condition at most once in every crew duty. The
reason is that we have to deal with the round-trip-condition in the Vehicle
Scheduling Problem (VSP) and at that stage we do not know anything yet
about crew duties. Hence, if we violate the round-trip-condition more than
once in the VSP, we may later on end up with an infeasible solution to the
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Fig. 2. Round-trip-condition

Crew Scheduling Problem (CSP), because some crew duty has more than one
violation of the round-trip-condition.

As we will see in Sect. 4, in our integrated approach, we can exploit the
possibility that the round-trip-condition may be violated once in every crew
duty. This is actually the main reason why we can save vehicles by using an
integrated approach instead of a sequential one.

3 Sequential Approach

In this section, we give a sequential approach for solving the Vehicle Schedul-
ing Problem (VSP) and the Crew Scheduling Problem (CSP). First we discuss
in Subsect. 3.1 the VSP with round-trip-condition and after that we discuss
in Subsect. 3.2 the CSP. For both problems we give a mathematical model
and a solution method.

3.1 Vehicle Scheduling

Let N = {1,2,...,n} be the set of trips, numbered according to increasing
starting time, and let E = {(7,j) | i < j, i, j compatible, i € N,j € N} be the
set of arcs corresponding to deadheads and layovers. The nodes s and t both
represent the depot. We define the vehicle scheduling network G = (V, A),
which is an acyclic directed network with nodes V.= N U {s,t}, and arcs
A=FEU(sx N)U(N xt). A path from s to ¢ in the network represents a
feasible schedule for one vehicle, and a complete feasible vehicle schedule is
a set of disjoint paths from s to ¢ such that each node in N is covered. Let
R be the set of combinations of trips that violate the round-trip-condition.
Every combination consists of three trips, that we will refer to as a, b and ¢
like in Fig. 2.

Let ¢;; be the vehicle cost of arc (i,j) € A, which is usually some function
of travel and idle time. Furthermore, a fixed cost K for using a vehicle can be
added to the cost of arcs (s,i) or (j,¢) for all 4,57 € N. For the remainder of
this paper, we assume that the primary objective is to minimize the number
of vehicles. This means that K is high enough to guarantee that this minimum
number will be achieved.
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Using decision variables y;;, with y;; = 1 if a vehicle covers trip j imme-
diately after trip ¢, y;; = 0 otherwise, the VSP with round-trip-condition can
be formulated as follows:

min Z cijyij (1)

(i,j)€eA
Z yij =1 Vi € N, (2)
j:(i,5)€A
Z Yij =1 Vj € N, (3)
i:(4,j)EA
Yab + Ype < 1 Y(a,b,c) € R, (4)
vij € {0,1} v(i,j) € A. (5)

Constraints (2) and (3) assure that each trip is assigned to exactly one
predecessor and one successor, that is, these constraints guarantee that the
network is partitioned into a set of disjoint paths from s to ¢. Constraint
(4) assures that the round-trip-condition is met, because the trips a, b and ¢
cannot be assigned to the same vehicle.

When a vehicle has an idle time between two consecutive trips which is
long enough to let it return to the depot, it does so. In that case the arc
between the trips is called a long arc; the other arcs are called short arcs. In
general, a bottleneck for solving VSP when using a network such as G may
be the large size of those networks due to a large number of arcs in E. For the
problems that we consider in this paper, however, the number of arcs does
not cause serious complications.

We solve this model with subgradient optimization and Lagrangian re-
laxation, where we relax constraint (4). Then the remaining subproblem is
a quasi-assignment problem, which is solved in every iteration of the sub-
gradient optimization with an auction algorithm (see Freling, Paixao and
Wagelmans Freling et al. (1995)). In this way we get a lower bound on the
optimal solution. Furthermore, we also compute a feasible solution in every
iteration by changing the solution of the subproblem such that the round-trip-
condition is not violated anymore. This requires at least one more vehicle. We
terminate the subgradient optimization if the gap between the lower bound
and the value of the best feasible solution indicates that we have found an
(almost) optimal solution.

3.2 Crew Scheduling

We solve the Crew Scheduling Problem (CSP) in two steps, first we generate
all feasible duties and then we select the optimal duties by solving a set
covering model.
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Generation of Duties

After the computation of the optimal vehicle schedule we generate duties in
three steps.

1. Definition of all relief points. A relief point is the point on the vehicle
block, where a driver can have his/her break or can be relieved by another
driver. Of course, the depot is also a relief point. For the other relief points
the following two properties hold: first the location of the relief point is a
relief location, and second the relief point is after a layover whose length
is greater than or equal to the relief time.

2. Generation of all feasible pieces. A piece is the work between two relief
points on the same vehicle block. Here we take into account a maximum
length of the piece. We use these pieces also as trippers, i.e., one-piece
duties.

3. Generation of all feasible duties. Two pieces with a break in between are
combined to construct a duty. Here we take care of restrictions on the
length of the duty, the length and position of the break, the maximum
spread and so on. In some variants the two pieces must belong to the
same vehicle, but in some other variants this restriction is not present.

Mathematical Formulation CSP

Let dj, be the cost of duty k£ € K, where K is the set of all feasible duties,
and define K (i) € K as the set of duties covering task ¢ € I. A task can be a
trip or a deadhead. Consider binary decision variable xj, indicating whether
duty k is selected in the solution or not. In the set covering formulation of
the CSP, the objective is to select a minimum cost set of feasible duties such
that each task is included in one of these duties. This is the following 0-1
linear program:

min Z dk Tk (6)

keK
> om>1 Viel, (7)
keK(4)
zy, € {0,1} VE € K, (8)

where constraints (7) assure that each task will be covered by at least one
duty. The solution of the set covering problem can be translated into a solu-
tion of the CSP by simply deleting double trips. The most important advan-
tage of using a set covering formulation instead of a set partitioning formu-
lation is the fast computation time.
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Step 0: Initialization

Generate a set of pieces such that each task can be covered by at least
one piece. The initial set of columns consists of these pieces.

Step 1: Computation of lower bound

Solve a Lagrangian dual problem with the current set of columns.
Step 2: Generation of columns

Generate columns with negative reduced cost. If no such columns exist
(or another termination criterion is satisfied), go to Step 3;

otherwise, return to Step 1.

Step 3: Construction of feasible solution

Use all the columns generated in Step 0 and Step 2 to construct a
feasible solution.

Fig. 3. Solution method for CSP

Solution Method CSP

The algorithm for solving the CSP is shown in Fig. 3.
For further details we refer the interested reader to Freling et al. (2000)
and to Freling (1997).

4 Integrated Approach

In this section we discuss the integrated approach which we applied to the
problems of the RET. First we describe in Subsect. 4.1 and 4.2 a model for
the integrated Vehicle and Crew Scheduling Problem (VCSP) and a general
solution method, respectively. The big difference between an integrated and
a sequential approach is that it is not possible to generate all feasible duties
in advance, because the number of feasible duties is too large. The problem is
to generate the pieces, such that we can combine two pieces to a duty and in
our case we have also to implement the round-trip-condition in the generation
of pieces. We explain this in Subsect. 4.3 for the case where violation of the
round-trip-condition is not allowed and in Subsect. 4.4 where violation is
allowed at most once. Finally, we discuss in Subsect. 4.5 how we implement
the restrictions with respect to relieving.

4.1 Mathematical Model VCSP

The mathematical formulation we propose for the VCSP is a combination
of the quasi-assignment formulation for vehicle scheduling based on network
G = (V, A) defined in Subsect. 3.1, and a set partitioning formulation for
crew scheduling. The quasi-assignment part, assures the feasibility of vehicle
schedules, while the set partitioning part assures that each trip is assigned
to a duty and each deadhead task is assigned to a duty if its corresponding
deadhead is part of the vehicle schedule. Before providing the mathematical
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formulation, we need to recall and introduce some notation. As before, N
denotes the set of trips, K denotes the set of duties, and A5 C Aand A' C A
denote the sets of short and long arcs, respectively. Furthermore, K (i) is the
set of duties covering trip i € N, K(i,j) denotes the set of deadhead tasks
corresponding to deadhead (i,j) € A° and K (i,t) and K(s,j) denote the
deadhead task from the end location of trip 4, to the depot and from the
depot to the start location of trip j, respectively. Decision variables y;; and
xy, are defined as before, that is, y;; indicates whether a vehicle covers trip j
directly after trip 4 or not, while z indicates whether duty k is selected in
the solution or not. The VCSP can be formulated as follows:

min Z CijYij + Z dpxy, (9)

(i.j)€A kek
{i:(i,5) €A}
{i:(4,j) €A}
Z T = Vi € N, (12)
keK (i)
> mk—yi; =0 V(i j) € A’ (13)
kEK (4,5)
Z Tk — Yit — Z yij =0 VieN, (14)
kEK(i,t) {5:(i,5)eAl}
Y wm—ys— D, wy;=0 VjeN, (15)
kEK (s,5) {i:(i,5) €A’}

zk, Y € {0,1}  Vk e K,V(i,j) € A. (16)

As before, the objective coefficients ¢;; and dj, denote the vehicle cost of
arc (4,7) € A, and the crew cost of duty k € K, respectively. The objective
is to minimize the sum of total vehicle and crew costs. The first two sets
of constraints (10) and (11) are equivalent to the quasi-assignment part of
formulation for the VSP discussed in Subsect. 3.1. Constraints (12) assure
that each trip ¢ will be covered by one duty in the set K(¢). Furthermore,
constraints (13), (14) and (15) guarantee the link between deadhead tasks and
deadheads in the solution, where deadheads corresponding to short and long
arcs in A are considered separately. In particular, constraints (13) guarantee
that each deadhead from i to j is covered by a duty in the set K(i,7). The
other two constraint sets (14) and (15) ensure that the deadheads from the
end location of trip 7 to ¢ and from s to the start location of trip j, possibly
corresponding to long arc (i,j) € A, are both covered by one duty. Note
that the structure of these last three sets of constraints is such that each
constraint corresponds to the selection of a duty from a large set of duties,
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if the corresponding y variable has value 1. The model contains |A| + |K]|
variables and 5|N| + |A®| constraints, which may already be quite large for
instances with a small number of trips.

The difference between the variants with respect to changeovers is in the
definition of K. If changeovers are not allowed, there are less possible duties
than if changeovers are allowed.

4.2 General Solution Method VCSP

In Fig. 4 we give an outline of our algorithm to compute a lower bound on
the optimal solution and to get feasible solutions.

Step 0: Initialization

Solve VSP and CSP (using the algorithm of Fig. 3) and

take as initial set of columns the duties in the CSP-solution.

Step 1: Computation of lower bound

Solve a Lagrangian dual problem with the current set of columns.

Step 2: Generation of columns

Generate columns with negative reduced cost.

Compute an estimate of a lower bound for the overall problem.

If the gap between this estimate and the lower bound found in Step 1 is
small enough (or another termination criterion is satisfied), go to Step 3;
otherwise, return to Step 1.

Step 3: Construction of feasible solutions

Based on feasible vehicle solutions from Step 1, construct
corresponding feasible crew solutions using the algorithm of Fig. 3.

Fig. 4. Solution method for VCSP

We compute the lower bound in Step 1 by first replacing the equality
signs in constraints (12 - 15) by greater-than-or-equal signs, and then apply-
ing Lagrangian relaxation with respect to these constraints. To compute the
best Lagrangian lower bound we apply subgradient optimization. In every
iteration of the subgradient optimization we get a feasible vehicle schedule
and we use these schedules to construct feasible (vehicle and crew) solutions
at the end. For further details about the Lagrangian relaxation we refer again
to Freling et al. (2000).

The main difference to the CSP is that we cannot generate the total set
of duties before we start with the optimization algorithm, because we do
not have a vehicle solution in advance. So we have to generate the duties
during the process, where we have to take into account that the round-trip-
condition can be violated at most once in every duty. For this reason we have
to construct pieces with no violation and pieces with one violation. How this
is done, is described in Subsect. 4.3 and 4.4. After that we just combine pairs
of pieces into duties.
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In every iteration ¢ we compute an estimate LBT; of the lower bound
for the overall problem. Let LB.S; denote the value of the Lagrangian lower
bound in iteration ¢, then the estimate is computed as:

LBT; = LBS; + Y _ d; (17)
keK;

where K is the set of duties added in iteration i.

LBT; is a lower bound for the overall problem if all duties with negative
reduced costs are added to the master problem. Of course, we can stop if
LBT; is equal to LBS;, but in practice we stop earlier, namely if the relative
difference is small or if there is no significant improvement in LB.S; during a
number of iterations.

At the end we compute feasible crew schedules by solving instances of
the CSP that are defined by the (feasible) vehicle schedules from the last
iterations. It is also possible to do another subgradient optimization after the
convergence and compute crew schedules based on a few vehicle schedules
from the last iterations of this optimization.

4.3 Generation of Pieces Without Violation of the
Round-trip-condition

Recall that if we want to generate duties with at most one violation of the
round-trip-condition, we have to generate pieces with no violation and pieces
with at most one violation. In this subsection we look at pieces where the
round-trip-condition is not violated and in the next subsection we look at
pieces where the round-trip-condition can be violated at most once.

Network Structure

We generate pieces using a network that is an extension of the quasi-assignment
network G for vehicle scheduling (see Subsect. 3.1). Let a start point (end

point) be defined as the point corresponding to the start (end) of a vehicle

trip. We define the acyclic network G? = (NP, AP), where nodes correspond

to the start and end points of each trip, and a source s and a sink ¢ repre-

senting the depot. Arcs in AP correspond to trips, deadheads and layovers.

Fig. 5 illustrates network GP? with six trips, six deadheads from and six to

the depot and eight layovers. The trips (2,3,4) and (4,5,6) are combinations

that violate the round-trip-condition.

The cost associated with an arc (i,j) € AP is equal to the value of the
Lagrangian multiplier corresponding to this arc. Every arc corresponds to one
of the relaxed restrictions in the model VCSP in Subsect. 4.1. Thus, the costs
on the arcs are defined such that the cost of a path corresponds to the reduced
cost of a piece. Each path P(u,v) between two nodes u and v on network G?
corresponds to a feasible piece of work if its duration is between the minimum
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depot(s)
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-~ s7 M\~ layover
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round-trip-condition)
— > layover

—» trip

-------- » dh-trip to depot
- — —» dh-trip from depot

® location A
o location B

B depot

depot(t)

Fig. 5. Piece network

and maximum allowed duration of a piece of work. The duration of a piece of
work starting at s and/or ending at t is determined by incorporating travel,
sign-on, sign-off and layover times.

We do not need to generate all feasible pieces, but only pieces that cor-
respond to a shortest path between every two pair of nodes. In Freling et al.
(2000) we prove that if no duties with negative reduced cost can be con-
structed from these pieces, then the relaxation has been solved to optimality.
If we would not have the problem of the round-trip-condition, finding all
shortest paths is very easy (see Freling et al. (2000)), but in our case solving
this restricted shortest path problem is not very straightforward. We have
considered two ways of solving this problem, namely by an exact procedure
or by a fast heuristic.

Exact Shortest Path Algorithm

Because we want to generate pieces where the round-trip-condition is never
violated, we define a new acyclic network GP? = (NP2, AP?). The set of nodes
consists of two nodes for every trip (one which we can reach from the depot
and one where we can go to the depot) and we have a node for every deadhead
in AP. The source and the sink correspond again to the depot and the set of
arcs is now defined by deadheads from and to the depot and a combination
of a trip and a layover or only a trip. For the same example as in Fig. 5 we
have the network GP? in Fig. 6.
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Fig. 6. Better representation of piece network

We can generate the pieces now by just deleting the arcs corresponding
to violations of the round-trip-condition (in the example the arcs from (2,3)
0 (3,4) and from (4,5) to (5,6)) and solve the shortest path problem between
every node u of type (0,..) and every possible end node v. For all feasible paths
from u to v, three additional paths are considered, namely path s,u, ..., v,
path u,...,v,t and path s,u,...,v,t.

Heuristic for Generating Pieces

Because we have to generate the pieces many times, we have developed a
heuristic for generating the pieces. We do this by solving two ”shortest”
path problems in the network GP between every pair of nodes. We explain
this heuristic via the example in Fig. 5. For solving the first “shortest” path
problem we delete the arcs from 2 to 3 and from 4 to 5 (the parts of the
violation of the round-trip-condition at location A) and compute after that
the shortest path. For the other ”shortest” path we delete the arcs from 3
to 4 and from 5 to 6 (parts corresponding to location B). Finally, we choose
the best of the two “shortest” paths. In this way, we always get a piece that
never violates the round-trip-condition, although it is possible that we do
not get the piece with the lowest reduced cost. In the example, the piece
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with the lowest reduced cost can be a piece consisting of trips 3, 4 and 5,
which can never be the solution of our heuristic. However, from computational
experiments we have concluded that this heuristic works very well for the
problems at the RET.

4.4 Generation of Pieces with at Most One Violation of the
Round-trip-condition

In this case, the pieces can have at most one violation of the round-trip-
condition. Of course, we can generate here also pieces with no violation, for
example, if there is no violation possible or if it is not attractive to violate
the round-trip-condition. We can easily adapt the exact algorithm and the
heuristic for this case. Previously, we computed the shortest path in an acyclic
network from u to v by just computing the shortest path from u to every node
u’ connected with u and so on. In this case, we have to remember two paths
to u’, namely the shortest path with at most one violation of the round-trip-
condition and the shortest path without violation of the round-trip-condition.
We do this for all nodes between u and v such that we can add a violation
at the moment we want.

4.5 Relief Restrictions
Recall that the RET has several restrictions with respect to relieving:

1. a duty that does not start at the depot, starts with a relief time and at
a relief location;

2. a duty that does not end at the depot, ends after a layover and at a relief
location.

These restrictions also hold for the start/end of every piece in the variants
where changeovers are not always allowed. The difficulty of these restrictions
is that a duty cannot end at every relief location, because the time between
the departure and the arrival must be at least the relief time. We solve this
problem in the following way: first we construct a set of all possible layovers
where a duty cannot end. We can do this in advance and when constructing
the pieces we assure that a piece never ends at such a layover. Of course, we
also introduce this restriction now for the pieces before the break, although
that is not required. This is not a problem, because if a duty ends with a
layover before the break, there is another duty with the same properties that
ends with a trip.

5 Computational Results on RET Data

This section deals with a computational study of the integration of bus and
driver scheduling. We have used data of two individual bus lines from the RET
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(line 35 and 38). These lines are used to compare the different approaches for
bus and driver scheduling, that is, we investigate the effectiveness of integra-
tion as compared to the traditional sequential approach and we compare the
different variants of allowing changeovers. The following points are relevant
for all the different approaches proposed in this section:

1. The objective is to minimize the number of drivers and buses in the sched-
ule, therefore we use fixed costs. At the RET, the fixed cost for a driver
is about equal to the fixed cost for two buses. As an indication, we take
as fixed cost for the bus 600 cost units and for the driver 1,200 cost units.
For a fair comparison between the sequential and integrated approach,
we also need variable vehicle costs per minute for every deadhead, be-
cause if we do not add variable vehicle costs, the VSP will only minimize
the number of buses during peak hours and the number of buses during
off-peak hours may be much too large. Because every bus needs a driver,
in the off-peak hours the number of drivers is far from optimal. Therefore
the total number of drivers is much higher than if we add variable vehicle
costs. We take as variable vehicle cost one cost unit per minute.

2. The different variants, as described in Subsect. 2.1, are called a and b,
where ¢ is changeovers are only allowed if there is enough time to relief
one driver by another and b is the current RET rule that changeovers are
allowed for split duties and not for other types of duties.

3. The column generation is terminated once the difference between the real
and the current lower bound is less than 0.1% or if no significant improve-
ment in the lower bound is obtained for a certain number (maz_tailing-off )
of iterations; this is called tailing-off criterion. We have considered an im-
provement significant if it was at least 5%.

4. For the integrated approach we generate 10 feasible solutions, where 5
follow from the last iterations of the column generation and the other 5
follow from the last iterations of the last subgradient optimization (see
Subsect. 4.2).

5. The strategies for generating columns in the pricing problem are obtained
after extensive testing and tuning (see Freling (1997)).

6. All tests are executed on a Pentium II 350 pc with 64Mb of computer
memory.

In Table 1 we summarize the size of the problem and the important prop-
erties for line 35 and 38. We have only considered the problems for weekdays.

The lines 35 and 38 are representative for the RET, where line 35 is of
middle size and line 38 is of large size (e.g. line 38 is the largest line of the
RET if we look at the number of trips). In Table 2, we show the results of
line 35 and line 38. For these results we have used the heuristic for generation
the pieces described in Subsect. 4.3.

Both tables consist of four parts, two for the sequential and two for the
integrated approach. In the first part we summarize the results for the lower
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Line 35 Line 38

number of trips 131 259
number of round-trip-condition restrictions 6 39
number of relief restrictions 48 93
types of duties 8 8

number of relief locations 1 1

deadheads between two endlocations allowed yes no
max_tailling_off 50 15

Table 1. Important properties of line 35 and 38

Line 35 Line 38

variant a variant b variant a variant b

lower: buses 10 10 14 14
lower: drivers 16 17 21 23
lower: total costs 26634 27834 35653 38053
sequential number of buses 10 10 14 14
number of drivers 16 17 23 24
total costs 26638 27838 38073 39273
lower: total costs 24945 24968 35553 36040
iterations 24 20 19 19
cpu (sec.) 279 232 2433 2502
integrated number of buses 10 10 13 13
number of drivers 15 15 22 23
total costs 25495 25573 36438 37755
gap (%) 2.16 2.37 - -

Table 2. Results line 35 and 38

bound phase of the VSP (number of buses), the CSP (number of drivers)
and of the total vehicle and crew costs. In the second part we show the
characteristics of the feasible solution found by the sequential approach. We
do not give the computation times for the sequential approach, because they
can be neglected. For the integrated approach we give for line 35 the lower
bound after convergence and for line 38 the lower bound of the last iteration.
The lower bound phase for line 38 terminated, because the tailing-off criterion
is satisfied. We also give the number of column generating iterations and the
total computation time for the lower bound phase. In the last part we give
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the number of buses, drivers and the total costs for the best of the ten feasible
solutions. For line 35 we also give the relative gap between the lower and the
upper bound. We cannot do this for line 38, because there we do not have
a lower bound for the total problem but only for a subproblem, since the
algorithm terminated before convergence. This is the reason why we have
also computed a “real” lower bound, obtained when the tailing-off criterion
was not used. These results are given in Table 3.

variant a variant b

lower: buses 14 14
lower: drivers 21 23
lower: total costs 35653 38053
sequential number of buses 14 14
number of drivers 23 24
total costs 38073 39273
lower: total costs 33152 33273
iterations 105 113
cpu (hour) 4.7 4.9
integrated number of buses 13 13
number of drivers 21 22
total costs 35040 36311
gap (%) 5.39 8.37

Table 3. Results line 38 after convergence

In Table 3 one can see that we can even compute for the largest RET
problem a “real” lower bound within 5 hours. Furthermore, in both variants
the solutions are better than the solution that was obtained when the tailing-
off criterion was used.

For all the variants the integrated approach gave better results than the
sequential approach and the gap for the integrated approach is always lower
than 10%. For example in Table 3, we saved two drivers and one bus (about
8% reduction in costs) for the variants a and b and we still had a gap of 5.39%
and 8.37%, respectively. Because of the possibility to violate the round-trip-
condition once in every crew duty, we can even save buses in the integrated
approach. (Without this possibility only drivers could have been saved.) An-
other important result is that we find solutions with less drivers if more
flexibility for changeovers is allowed. We have to be careful with interpreting
these results, however, because the difference in the lower bounds is negli-
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gible. Hence, it is possible that our approach simply works better in these
variants, while the optimal solutions are actually the same.

In Huisman (1999) one can find more results with some other variants
and cost structures. For example, we took different costs for split duties
and we added an extra restriction on the maximum length of the break. We
also looked at a problem where no changeovers are allowed at all and where
changeover are always allowed. For the first situation we applied a different
model (see also Freling et al. (2000)).

Exact Computation of the Lower Bound

When interpreting the above results, one should keep in mind that we used
a heuristic for generating the pieces, i.e., we did not necessarily take the
pieces with the lowest reduced cost. So it is possible that we found that there
were no duties left with negative reduced cost with the pieces we generated,
whereas a combination of two pieces with negative reduced cost did exist.
In that case, we did not find a real lower bound for the total problem, but
only an approximation of this lower bound. Therefore we have compared this
approximation with the lower bound obtained by using the exact shortest
path algorithm, described in Subsect. 4.3, to generate the pieces. This was
done for several lines and variants. A typical example of our findings is given
in Table 4, which summarizes the results for line 35, variant b.

Heuristic Exact (normal) Exact (equality)

lower: total costs 24968 24846 25052
iterations 20 40 66
cpu (sec.) 232 2198 4138

Table 4. Comparison of the heuristic and exact method to compute the lower
bound

The column “exact (normal)” refers to the situation that the method and
all parameters are the same as for the heuristic. This means that the exact
lower bound is lower than the lower bound computed with the heuristic,
although not much. Moreover, we can obtain a better exact lower bound if
we do not compute the Lagrangian relaxation with “greater-than-or-equal-
to” signs in constraints (12 - 15), but with equality signs instead. The results
of this approach are given in the column “exact (equality)”. We see that the
lower bound of the heuristic is actually a real lower bound.
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6 Conclusions

In this paper we applied an integrated approach to vehicle and crew schedul-
ing at the RET. We handled complicating constraints, which have not been
considered in the literature before. We showed the results for two individual
bus lines, including the RET bus line with the largest number of trips. For
these lines the integrated problem could be solved in a reasonable amount
of time, where the gap between the lower bound and the best feasible solu-
tion was less than 10% in all cases. The main conclusion is that we can save
vehicles and/or crews by integrating the vehicle and crew scheduling prob-
lem, which may lead to a big decrease in costs. Especially, in the case that
(almost) no changeovers are allowed, integration is very attractive.

Another important result is that sometimes it is indeed possible to reduce
the total costs by allowing changeovers more often.
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