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Samenvatting

Enquêtes worden veel gebruikt door wetenschappers, bedrijven, en beleidsmakers om waardevolle inzichten te genereren. Ondanks de populariteit van enquêtes kunnen respondenten antwoordneigingen vertonen die de validiteit van zelfgerapporteerde gegevens negatief kunnen beïnvloeden. In zijn inaugurele rede bespreekt Martijn de Jong hoe via nieuwe enquêteringsmethoden valide informatie uit enquêtes kan worden geëxtraheerd. De relevantie van een betere onderzoeksopzet en het zorgvuldig modelleren van het responsproces wordt aangetoond aan de hand van enkele voorbeelden. Bovendien kaart De Jong enkele heersende ideeën aan over de mogelijkheid om causale verbanden af te leiden op basis van enquêtedata.
Abstract

Surveys are widely used by scholars, companies, and public policymakers to generate invaluable insights. Despite the popularity of surveys, there are several biases that can affect the validity of self-reported data. In his inaugural address, Martijn de Jong discusses how new survey methods can help to extract valid information from surveys. Several examples are presented that showcase the relevance of better research design and careful statistical modeling of the response process. In addition, De Jong addresses some commonly held perceptions about the ability to make causal inferences with survey data.
## Content

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samenvatting</td>
<td>4</td>
</tr>
<tr>
<td>Abstract</td>
<td>5</td>
</tr>
<tr>
<td>Content</td>
<td>7</td>
</tr>
<tr>
<td>1. Introduction</td>
<td>9</td>
</tr>
<tr>
<td>2. Examples</td>
<td>13</td>
</tr>
<tr>
<td>3. Types of survey data</td>
<td>21</td>
</tr>
<tr>
<td>4. Looking ahead</td>
<td>25</td>
</tr>
<tr>
<td>Dankwoord</td>
<td>29</td>
</tr>
<tr>
<td>References</td>
<td>33</td>
</tr>
<tr>
<td>Erasmus Research Institute of Management - ERIM</td>
<td>39</td>
</tr>
</tbody>
</table>
1. Introduction

Dear Rector Magnificus,
dear colleagues,
dear friends and family,
dear distinguished guests.

Surveys are ubiquitous. Universities ask students to fill out surveys in order to evaluate courses, and ask employees to indicate their job satisfaction. Companies administer surveys to measure brand awareness, attitudes, associations, and purchase intentions. Public policymakers regularly conduct surveys to measure a host of attitudes, behaviors and societal trends. Scholars use surveys to measure preferences and to test theories. In sum, all these actors mine survey data to generate new insights that could improve decision making.

Despite the popularity of surveys and the powerful insights they can generate, some scholars are skeptical about survey data. Such a militant mindset seems especially pervasive among economists. Here is a quote by Manski some thirteen years ago (Manski 2000, p. 131): “They are taught early in their careers to believe only what people do, not what they say. Economists often assert that respondents to surveys have no incentive to answer questions about their preferences or expectations carefully or honestly; hence, there is no reason to believe that subjective responses reliably reflect respondents’ thinking. As a result, the profession has enforced something of a prohibition on the collection of subjective data.”

Interestingly, Manski himself investigated the scientific basis underlying the beliefs of economists and did not find much support. His own conclusion, therefore, was that these opinions are unfounded, and that survey respondents are able to provide coherent and useful information. Several influential economists have also shown how valuable survey data can be. For instance, the Dutch economist Bernard van Praag was one of the first to use stated preferences to determine the individual welfare function of income (Van Praag 1971). This led to new insights about income evaluation that could not possibly be generated from revealed choice data. Later generations of Dutch economists such as Arie Kapteyn and Arthur van Soest followed in his footsteps and developed new and advanced stated preference methods, published in top economics journals such as the *American Economic Review* (Kapteyn, Smith and van Soest 2007). And I must mention Emeritus Professor Geert Hofstede, one of
the most highly cited Dutch scholars, who collected survey data in many countries and derived his well-known cultural dimensions (Hofstede 1980, 2001).

In the field of marketing, surveys have also long been popular. For example, of the 636 empirical articles that appeared in the *Journal of Marketing* and *Journal of Marketing Research* between 1996 and 2005, nearly 30 percent employed surveys (Rindfleisch et al. 2008). One key reason for the popularity of surveys in marketing is that they allow scholars to measure important mindset metrics such as brand awareness, associations, satisfaction, brand equity, and purchase intentions. Such throughput metrics cannot be measured using revealed preference data, but they are extremely valuable. Through their marketing actions, companies often try to strengthen the competitive position of their brands in customers’ hearts and minds. A better position does not always immediately translate into more sales, but perceptual measures allow companies to gauge if the attitudinal needle is moving in the right direction. They can thus be used by managers as advance warning signals. Indeed, Srinivasan, Vanhuele, and Pauwels (2010) showed that including such subjectively measured mindset metrics into market response models improves the predictive ability of the market response models. Similarly, economists have found that surveys may help to identify structural parameters in demand models (Berry, Levinsohn, and Pakes 2004).

Despite the frequent use of surveys, there is some evidence that caution is required when analyzing survey data. One of the buzz words one frequently hears in academic circles is that survey data suffer from “common method bias”. This refers to various systematic biases that affect survey responses. Podsakoff, MacKenzie, and Podsakoff (2012) provide a review of such biases that can affect the validity of self-reported data. While I will not review all these biases here in the interest of time, many of them occur during one of the stages of the response process. The stages that respondents go through to answer a question are generally considered to be (Tourangeau, Rips and Rasinski 2000): item comprehension, retrieval of information from memory, judgment, and mapping of the judgment on the response scale. Obviously, if respondents don’t pay attention to the questions because they are tired or improperly incentivized, they won’t retrieve accurate information from memory about the topic at hand, and the response will be inaccurate. Let me give you another example. If respondents with similar judgments map these judgments onto a rating scale differently, comparability of answers is hampered. Unfortunately, most scholars
who rely on surveys for their inferences do not model any of these behavioral
tendencies. I think this is where the discomfort of some economists comes from.

During the last few years, my co-authors and I have tried to develop proper
incentives and questions, as well as advanced statistical models to enhance
validity and to capture the response process as completely as possible. In other
words, we have tried to build the psychology of survey response into
econometric models by developing behaviorally rich models that provide
explicit equations for response utility. In a way, the approach strongly resembles
structural econometric work, where decision-makers or agents are represented
by a set of primitives, such as a utility function and beliefs. In such structural
econometric models, the goal is to uncover the form of the stochastic process
that generated the choices, and to estimate the underlying primitives.
Something similar can be attempted for the survey response.

The scaling methodology I use has a formal name: item response theory. This
type was originally developed in the 1950s and 1960s to deal with intelligence
tests. Early models combined ideas from factor analysis with the phi-gamma law
in psychology (McDonald 1999). Later the models were further developed to deal
with attitude questions (Samejima 1969). A key strength of the framework is
that the models feature both person-specific parameters, as well as item-
specific parameters. Both types of parameters are necessary to capture the
response process. Why? First, individuals differ in how they answer items. And
here I am not referring to different opinions, but rather to factors such as the
amount of time individuals spend on a survey, or their innate preferences for
particular response options. For instance, some respondents find it very hard to
say “no” to a question, while others have no difficulty doing so. Second, questions
have certain characteristics as well. Questions can be long or short, ambiguous
or clear, difficult or easy, their position in the survey can vary (e.g., at the start of
a survey or at the end, and questions can be grouped by topic or randomly
dispersed throughout the survey. By combining person and question charac-
teristics, item response theory can shed light on how to ask questions in such a
way that information is maximized (De Jong, Steenkamp and Veldkamp 2009),
and on the underlying response process.
2. Examples

To showcase the benefits of the item response theory framework, I will give two examples from my own research. The first example is about cross-cultural comparisons. The second is about analyzing sensitive questions.

Example 1: cross-cultural comparisons

Let’s start with some background. Marketing researchers are increasingly keen on examining the validity of their measures and theories in other cultural contexts (Steenkamp 2005). This is due to several reasons. First, the large majority of the world’s consumers live outside of the U.S., where most marketing theories have been developed and tested. Second, the international market place is expanding rapidly as more of the world’s population enters the free market economy. A third major reason is technology. The Internet has enabled companies to sell directly to consumers across national boundaries at very low costs.

Some marketing practitioners experience firsthand that theories and models that were tested and calibrated in Western markets have little relevance elsewhere. Here is a quote from a manager working in China, whose job is to collect and analyze data on Chinese consumers (Schultz 2012): “Our existing loyalty models don’t work in China. All the algorithms we’ve developed over the past 20 or so years in Europe, Australia and North America don’t seem to have any relevance in China. We’re going to have to rethink all our models, methodologies, systems and approaches. We simply can’t apply Western models here.”

In the academic realm, several articles have shown that marketing theories often lack cross-cultural generalizability (Steenkamp 2005). As an example, consider the concept of market orientation. Market orientation is defined as “the organization-wide generation of market intelligence, dissemination of the intelligence across departments and organization-wide responsiveness to it” (Kohli and Jaworski 1990). Many studies have found that market orientation has a positive effect on performance (e.g., sales, market share, profitability), and therefore it is important to improve the level of market orientation in companies. Research in the West has shown that formalization and centralization have an adverse effect on market orientation. However, Burgess and Nyajeka (2007) conducted research among retailers in Zimbabwe, and found that centralization and formalization do not have significant effects on market orientation in that institutional context.
Large scale comparative international research that tests the validity of marketing theories across many countries often relies on surveys. The reason is that data in emerging markets are frequently not available, and if available, they are typically unreliable. These conditions make collecting primary, self-report data a necessity. In other words, we ask people from different countries questions to obtain information. Questions about attitudes and opinions usually have a binary answer scale like “yes / no”, or a polytomous answer scale with answer labels ranging from “strongly disagree” to “strongly agree”. A key assumption when using such scale formats is that respondents from different countries use the response scale in the same way. However, there is some evidence that this assumption is not valid due to cross-cultural differences in the preferences for specific response options (Baumgartner and Steenkamp 2001). Consequently, differences in reported attitudes, perceptions or behaviors cannot be easily compared.

As an example, consider a large-scale comparative study on subjective well-being, with the goal to examine systematic and predictable differences in well-being across countries. Figure 1 presents the distribution of the item “I am very satisfied with my life” in two different countries.

Figure 1. Comparing self-reported life satisfaction across two countries

We can see that the mean of the distribution in country 1 is to the left of the mean in country 2. So, people in country 2 are, on average, more satisfied with their lives than people in country 1. However, the response scale is used very
differently. People in country 1 agree more easily with statements. In fact, people with the same life satisfaction (indicated by the dashed line) provide different ratings in country 1 and 2. Hence, a histogram of the reported life satisfaction scores may suggest that the mean is higher in country 1 than in country 2. Such a conclusion would be incorrect.

In order to make valid substantive cross-national comparisons, we cannot rely on some simple descriptive statistics. My co-authors and I use an approach that anchors on an individual’s answers to a dedicated set of items with low inter-item correlation. It allows us to assess an individual’s response style because using a dedicated set of items facilitates the separation of content and style. For instance, if a respondent agrees with some statements about some specific topic, we don’t know if agreement with the statements is because the respondent truly agrees, or because the respondent is a yeah-sayer, and uncritically agrees with pretty much all the questions that s/he may get, even if the questions are logical opposites. Similarly, if a respondent gives an extreme answer, we don’t know if the respondent feels strongly about the topic, or whether the respondent generally prefers the extremes of the rating scale. By using a larger and diffuse pool of items about all sorts of topics, we can thus separate stylistic variance from substantive variance.

I wrote a paper co-authored with Don Lehmann and Oded Netzer from Columbia University, which was published in *Marketing Science* (De Jong, Lehmann and Netzer 2012). In the paper, we developed a model that incorporates a variety of response tendencies. It includes individual and national differences in yeah-saying and extreme responding, but also individual differences in “state dependence”. State dependence is the tendency of respondents to stick with the response given to the previous item. It allows the respondent to reduce the cognitive effort invested in the response by simply selecting the same response given to the previous item.

Repeating the same answer is a problem because we normally assume that a respondent carefully processes each item. If this is not the case, item validity will suffer. The new model developed in the *Marketing Science* paper also accommodates that state dependence can become stronger at the end of the survey, when respondents are tired. Furthermore, several item characteristics may increase state dependence. For very long items, that is, items with many words, respondents are more likely to repeat their answer, because processing the long item is effortful.
We calibrated the model on survey data from six major countries. Our results show that there are statistically significant differences across countries in the response process, and that they can be included in a behaviorally rich statistical model. We also show that in the U.S., the predictive validity of survey items is better at the start of the survey than at the end. That is, if we measure consumers’ tendency to innovate using an existing measurement scale, this scale predicts actual new product purchases better if the scale is administered at the start of the survey than at the end. In Japan, however, respondents stay motivated throughout the course of even very long surveys. One of the messages is therefore that survey length may be different in various countries.

Example 2: sensitive questions

It is common in market research studies to ask questions about personal and sensitive issues. For example, interviews may be conducted on problem drinking, drugs use, smoking behavior, consumption of adult entertainment, fraud (e.g., tax and insurance fraud), gambling problems, debt, medical information (e.g., impotence, urinary incontinence, risky sexual behavior). All of these topics are incredibly relevant for public policymakers, and surveys can help us to get insight into these behaviors.

However, asking questions about such topics poses a formidable challenge to market researchers. For instance, NRC Handelsblad published an interview with Bart Becht, the former CEO of Reckitt Benckiser, two years ago. He was asked: “How do you ask people questions about a product like Durex?” His response was: “That’s a very interesting issue. If you ask people directly, they won’t tell you much. They prove to be unwilling to answer questions directly. We are looking at how we can do marketing research for such product categories.”

Obviously, Becht recognized that asking sensitive questions leads to response refusals or to deliberate under- or over-reporting. What are the theoretical mechanisms that lead to under-reporting? First, people may experience shame and embarrassment when confronted with such questions, especially if the behavior is inconsistent with cultural norms. Second, there could be fear of reprisals if behavior is illegal. However, it is important to realize that over-reporting can occur as well. For instance, Catania et al. (1990) posit that in cultures with machismo values, sexual potency may be valued, so over-reporting could occur for sexual behavior. In any case, it is obvious that there are serious validity challenges when asking people questions about sensitive topics.
What kind of incentives and techniques should we use to prevent or correct possible biases? Some have suggested that it is sufficient to guarantee anonymity to respondents. If responses are anonymous, it is believed that respondents have no incentive to lie about their behavior. Unfortunately, in my own research I have found that the approach does not work very well. Respondents still refuse to answer such direct questions or provide evasive answers. Furthermore, the increasing use of Web-surveys implies that respondents are part of panels and that answers of individuals across multiple surveys are linked. Participants know this, and so they might be especially reluctant to provide information that can be linked to a host of other variables.

Other researchers have used fake lie detectors, such as the bogus pipeline technique (Roese and Jamieson 1993). With this technique, participants are connected to a fake lie detector that can supposedly detect lies. Obviously, the approach is difficult to implement because respondents would have to come to some special lab. In addition, the technique clearly deceives participants, because the machine cannot actually detect lies. The codes of conduct of professional survey organizations prohibit deception of respondents.

In light of the limitations of such approaches, researchers frequently try to implement statistical corrections after data collection. However, if you collect extremely distorted data, it’s virtually impossible to recover the true behaviors and preferences of an individual. For example, if everybody in a sample denies engaging in a particular behavior, what can we really infer about specific individuals? Indeed, nothing. There is no information whatsoever that we can use to determine who was lying and who was speaking the truth. Hence, such approaches suffer from the “Garbage In, Garbage Out” principle.

In my research with Rik Pieters and Jean Paul Fox that was published in the *Journal of Marketing Research* (De Jong, Pieters, and Fox 2010), we developed another approach that involves both an a priori change in the design of the survey, as well as a statistical technique that can be used to derive improved prevalence estimates. The method is called item randomized response, and the key idea is to protect respondents’ privacy at the question level through a randomization device like a coin or die. The simplest version uses a coin. A toss of the coin determines whether participants are requested to answer the question truthfully or whether they have to give a forced answer, such as “yes” (see Figure 2).
When throwing tails, the respondent has to give an honest answer. When throwing heads, the respondent has to say “yes”, independent of actual behavior. A respondent’s privacy is protected here, because the researcher does not observe the coin toss. A “yes” answer could be due to flipping heads, or because the respondent engaged in the behavior. Despite the privacy protection, it is possible to make aggregate level inferences about the proportion of respondents that engages in a specific behavior or holds a certain opinion, because we know the proportion of heads and tails in a sample. Thus, we can derive the true incidence in a sample. While this model provides aggregate, sample-level results, it does not allow for disaggregate (individual-level) results because the privacy of individuals is protected. This is a problem because policymakers such as companies and the government are often interested in understanding which individuals display certain undesirable or sensitive behaviors.

However, it is possible to ask each individual multiple questions about a sensitive topic. The advantage of such an approach is that we can exploit the correlation structure among the questions to still say something at the individual level. While privacy remains protected at the level of specific items, an individual reveals his behavioral tendencies across multiple questions. A psychometric model can be combined with the randomized response procedure to extract participants’ behavioral tendency that underlies the specific items.

In the paper, we applied a slightly more complicated version of the randomized response procedure to desires for adult entertainment. Even though the market for adult entertainment is huge, little is known about
individuals’ desires for commercial sex. The domain is also undertheorized because many researchers frown upon the domain (Cronin and Davenport 2001). As already echoed by Bart Becht, the adult product category elicits strong self-conscious emotions like embarrassment, shame, and guilt. Respondents tend not to reveal their sexual desires and activities, but are likely to answer in culturally accepted ways.

We interviewed 1260 members of the CentER Data panel of Tilburg University about their adult entertainment desires. The respondents participated voluntarily, and the panel was nationally representative for people over 16 years of age. Panel members were assigned to a condition of a two-group between-subjects experimental design. The control group answered questions directly (without any randomization mechanism), and the treatment group used a randomized response procedure when answering the questions, for which they received a die at home by regular mail, one week before participating in the survey. The questions covered a spectrum of desires, ranging from visiting paid erotic websites, to same-gender prostitution.

The data analysis generated several interesting insights. First, and not unexpected, males have a higher desire for adult entertainment than females. However, the gender gap narrows under randomized response questioning. In other words, women lie more about this topic, and while there is truly a difference in desires between men and women, the difference is less pronounced than we would infer from direct questions. Second, we found that the age group between 28 and 45 had the highest desires under direct questioning, higher than the desires of younger and older respondents. One explanation is that satiation lurks in longer stabilized marital and other intimate relationships, which leads respondents in this group to search for other, commercial ways to satiate their desires. Under randomized response, however, younger respondents have an equally strong adult entertainment desire. Hence, they seem more susceptible to normative pressures to under-report this under direct questioning.
3. Types of survey data

Now, I would like to briefly discuss different types of survey data that can be collected by researchers. The reason for doing so is that I would like to address and correct some perceptions about survey research that exist in the field. First, let me give you some definitions. The survey is a data collection method, and so survey-based data can be experimental or non-experimental (see Figure 3). Experimental survey data feature a treatment and a control group, and respondents are randomly assigned to groups. The random assignment ensures that we can estimate an average causal effect over a population of respondents (Holland 1986). Non-experimental data do not feature explicit randomization into treatment and control groups, which generally complicates identification of causal parameters. Independent of whether data are experimental or not, survey data could have a cross-sectional or a longitudinal structure. A cross-sectional structure implies that multiple persons answer survey questions at one point in time. A longitudinal structure implies that multiple persons are tracked over time, that is, they answer survey questions at multiple points in time.

In marketing strategy, most scholars empirically test their conceptual models by collecting non-experimental cross-sectional survey data. The aim is to identify the causal effect of a variable \( X \) on a variable \( Y \) by linking observed variation in \( X \) (e.g., customer orientation) to variation in \( Y \) (e.g., salesperson performance), controlling for other variables. However, nowadays reviewers often complain that no causality can be shown using such cross-sectional data.
In fact, authors who rely on cross-sectional surveys are sometimes even chastised by reviewers for alluding to causality. However, as marketing scholars, we are often not merely interested in associations (Kohli 2011). Moreover, even longitudinal data do not always enhance the ability to make causal inferences, because temporal contiguity may be weakened and temporal erosion may occur (Rindfleisch et al. 2008).

It would help to distinguish between theoretical causality, and empirically identifying causal parameters. Let’s go back in history a bit to see why survey researchers make allusions to causality. In an *Econometrica* paper from the 1970s, Goldberger defines a structural equation as one representing a causal relationship, as opposed to a relationship that simply captures statistical associations (Goldberger 1972). The article’s conclusion contains a fascinating sentence: “economic, sociological, psychological, and political theory all have something to say about the causal links...” (p. 999). Note the emphasis on the role of theory, and not exclusively economic theory, in deciding whether a relationship should be considered causal or not. Survey researchers frequently use *Structural Equation Modeling* software to analyze links between variables in their conceptual models, developed by the psychometrician Karl Jöreskog in the 1970s (Jöreskog and Van Thillo 1972). Back then, there was obviously little divergence among social scientists in their views of structural equations. The word “structural” simply suggests that the paths should theoretically be seen as causal, because the relationships are derived from a theory, or from informal reasoning (see Wooldridge 2010, p. 53).

Naturally, empirically identifying causal parameters from non-experimental data is non-trivial, and requires assumptions. Non-experimental “structural econometric” work, defined as work which combines economic theory with statistics (Reiss and Wolak 2007), also requires strong assumptions on the primitives to make causal inferences. Nonetheless, in the field of marketing, we rarely hear causality criticisms for structural econometric work. However, criticism has been voiced in the field of economics. For instance, Angrist and Pischke claim that structural econometric work often tends to pin a causal interpretation of the results on econometric methodology (Angrist and Pischke 2010). I would like to highlight that empirical identification of causal parameters does not depend on the use of self-reported data versus actual behavior, or on the use of economic theory versus other theories.

Some economists and marketing scholars have recently proposed a categorization for empirical work (Reiss 2012). I refer to the distinction between
descriptive, structural, and experimental empirical research. Descriptive models can only show associations and cannot formally test theories, whereas structural econometric models allow us to do more than summarizing the joint distribution of the data. By carefully parameterizing the way in which new policies affect the primitives, structural work enables counterfactual analysis to answer what-if policy questions.

Survey-based work could be either descriptive or structural. Unfortunately, I think that many scholars in our field would generally classify non-experimental survey papers as descriptive. However, we should realize that survey work can be structural if survey researchers use careful theoretical reasoning to develop fully specified nomological networks (i.e., all relevant variables and paths included) and measurement models (i.e., models to capture the response process)². It is also possible to do counterfactual analysis based on the implied system of simultaneous equations (see Pearl 2009, p. 120). But whatever the specified process, and whatever the nature of the data (self-reported or not), the causal interpretation of parameters in non-experimental studies depends on a priori restrictions.

Many researchers see experiments as optimal from a causality point of view. After all, cross-sectional randomization ensures that an average causal effect can always be estimated (Holland 1986). Randomized longitudinal data may also shed some light on heterogeneity of treatment effects (Chen et al. 2009). So should we only conduct experiments as some argue? Absolutely not. First, economics and marketing are not experimental sciences. It is often impossible to conduct an experiment. Indeed, by demanding strict evidence of causality based on randomized experiments, we unduly narrow the set of phenomena we can investigate. I am not alone in saying this. Other senior marketing scholars have also voiced their concerns that placing a premium on rigor of the design goes at the expense of focusing on important problems (Lehmann 2005; Reibstein, Day, and Wind 2009).

Second, some argue that even though true experiments are often infeasible, natural experiments and quasi experiments also enhance the credibility of empirical studies. In natural experiments, nature or factors outside the researcher’s control exogenously determine assignment to treatment and control conditions. In quasi experiments, assignment to the treatment condition is based on some other criterion than randomization (Campbell and Stanley 1963). While these approaches are sometimes feasible and very useful, they are also occasionally merely used as rhetorical devices to give a rigorous

² Note that my definition of “structural work” refers to work in which theory, not merely economic theory, and statistical method are fused in the analysis of data.
flavor to the research, and to avoid having to estimate an advanced econometric model (Sims 2010).

Third, while it may appear as if experimental work is free of assumptions, experimental researchers do make many implicit assumptions (Keane 2010). Unfortunately, the interpretation of experimental inferences is ambiguous if the underlying mechanisms that drive a result are not specified. For instance, if treatment effects are heterogeneous in a population (Hutchinson, Kamakura, and Lynch 2000), instrumental variables – that is, variables correlated with the explanatory variable but not with the error term in a regression – cannot identify the causal effect for an entire population, and may even become invalid if a monotonicity assumption is not satisfied (Heckman and Vytlacil 2005). In sum, to guide marketing policy, implicit assumptions are not helpful.

Fourth, in practice, experimental researchers often have so many degrees of freedom that significant results can be generated even if a phenomenon does not exist (Simmons, Nelson, and Simonsohn 2011). It is primarily the flexibility in data collection, analysis, and reporting that can increase false-positive rates. Thus, in theory, the internal validity of experiments is high, but in practice, experiments can lack internal and external validity.

Personally, I believe non-experimental and experimental work have complementary roles in marketing. Each approach has its own strengths and weaknesses. It is my hope that editors, reviewers and authors keep an open mind to each other’s research, and do not become overly dogmatic. Experiments with college students are useful, and so are non-experimental cross-sectional and longitudinal survey studies that, in general, require more assumptions to establish causality. A key question reviewers should ask is whether it is realistic to conduct the study using another design. Furthermore, more emphasis should be on whether the results are in line with theoretical expectations. After all, “the strongest foundation for causal inferences is the degree to which results conform to theory” (Rindfleisch et al. 2008, p. 275).
4. Looking ahead

The mission of my chair is marketing research. So, let me list my marketing research goals for the coming years.

**Mission 1: Developing new survey methods**

The literature on the psychology of survey response has identified numerous response tendencies. However, psychometric scaling models have generally lagged behind, mostly for reasons of mathematical tractability and due to computational limitations. As computers are becoming more powerful, increasingly rich models can be specified. Necessarily, we will have to make some assumptions and pay attention to identification. As with all structural models, identifying some of the behavioral effects will be easier through the use of specific research designs. For instance, it is possible to manipulate between-subjects the probabilities of having to provide a truthful answer when using the randomized response technique (Clark and Desharnais 1998). By doing so, we can estimate non-adherence to the procedure, which would otherwise be unidentified if a single question were asked via the randomized response procedure. Combining such statistical and design-based procedures can lead to valuable new insights for those who rely on surveys for inference.

**Mission 2: A cross-cultural focus**

While it is relatively easy and cheap to collect data in one country, the costs of data collection for large-scale cross-cultural research are often prohibitive. Nonetheless, knowing how to ask and analyze questions in non-Western markets is very important. After all, the majority of the world’s consumers do not live in the countries where marketing theories and scaling methodologies were developed. Measuring preferences in emerging markets requires different wording, response formats, and analysis techniques. For example, Schwartz and colleagues developed the Portrait values questionnaire to measure value priorities of respondents who are not that highly educated (Schwartz et al. 2001). The measure is more concrete and less cognitively complex than his original scale to measure values. In my work with Steenkamp and Veldkamp, I also developed a cross-cultural method to derive short-form scales that maximizes the amount of information and minimizes the burden for the respondent (De Jong, Steenkamp, and Veldkamp 2009).

The rise of the Internet has made collecting international data via Web-surveys much cheaper, but cross-cultural data is still expensive. Several colleagues have told me that they would like to work on cross-cultural topics but
lack the resources. I will take up this task, because generally I have access to great international datasets. During my PhD, I had access to a large cross-cultural dataset provided to me by my advisor. At Erasmus, I collected data in 17 countries together with my co-authors Stefan Stremersch and Nuno Camacho. And I am happy to announce that I have been awarded a VIDI grant by the Netherlands Organization for Scientific Research, which includes a budget for a large survey-based international data collection. Last but not least, I also teach global marketing in ESE’s MSc in Marketing program, so I can disseminate cross-cultural knowledge.

**Mission 3: Validating the new methods**

Approaches to improve the behavioral richness of psychometric models should go in tandem with validation. That is, we should test whether the newly proposed methods improve the quality of our inferences. There are several ways to go about this. Looking at nomological validity is an approach that I have frequently used in my own research. Improved nomological validity implies that the links between variables become more plausible. Another approach is to consider predictive validity. A new method should better predict some observed behavior than a simpler model. We can also compare observed data and self-reported data. For instance, my co-author Jean Paul Fox and colleagues used a biomarker to determine actual smoking status (Fox, Avetisyan, and Van der Palen 2012). Such comparisons help us to determine whether the added complexity is warranted.

**Mission 4: Disseminating the new methods**

Most survey researchers in our field use relatively simple techniques to calibrate their models. They either rely on the directly observed scores, or on the Structural Equations Modeling (SEM) framework, implemented in popular software packages such as LISREL and MPlus. Given the complexity of the models that specify a richer response process, it may come as no surprise that the adoption of item response theory models in marketing has been rather slow. In fact, the estimation of multidimensional IRT models suited for the analysis of attitudinal responses was simply not feasible until recently, and considerable econometric skill is required to specify and estimate such models. Obviously, if models are available in commercial software packages, popularity of the models is boosted. One of the models I developed to ensure comparable scores across nations (De Jong, Steenkamp, and Fox 2007; De Jong et al. 2008), has already been implemented in the MPlus software package. Furthermore, software code for the item randomized response models I developed is available in the appendix of one of my most recently published articles (De Jong, Pieters, and Stremersch...
2012). Such code will also help social science researchers in other disciplines to adopt and apply the new methods. Finally, it would be very valuable to report estimated item parameters in popular handbooks of marketing scales (e.g., Bearden and Netemeyer 1999), in order to construct item banks. Item banks can be used to select the best items given a certain objective function (De Jong, Steenkamp and Veldkamp 2009).
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