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Abstract

In 1952 Sholander [25] formulated an axiomatic characterization of the interval func-
tion of a tree with a partial proof. In 2011 Chvétal et al. [9] gave a completion of this
proof. In this paper we present a characterization of the interval function of a block
graph using axioms on an arbitrary transit function R. From this we deduce two new
characterizations of the interval function of a tree.
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1 Introduction

One of the fundamental notions of metric graph theory is that of the interval function
I:V xV — 2V of a connected graph G = (V, E), where I(u,v) is the set of vertices on
shortest paths between u and v in G. The term interval function was coined in [15], which
is the first extensive study of this function. The notion already existed long before. We do
not know for sure, but one of the first occurrences might be the thesis of W.D. Duthie [10]
of 1940 on “Segments in Ordered Sets”, see also [11]. He characterized distributive lattices
by postulates or ‘axioms’ on segments. This work was pursued by Sholander [25, 26] in the
early 1950’s. Sholander studied median semilattices using segments. Median semilattices
can also be studied as graphs: the Hasse diagram of a median semilattice is precisely a
median graph (and vice versa). This was done for the first time by Avann in 1963 (who
called the graph a ‘unique ternary distance graph’), and later independently by Nebesky in
1971, and Mulder [14, 18, 15] in 1978 - 1980. Sholander also presented a set of axioms on
segments that characterizes the segments (intervals) of a tree. But he gave a partial proof
for this characterization. Only recently, in 2011, a completion of this proof was presented by
Chvétal, Rautenbach & Schifer [9].

Sholander also pursued another line of study in his papers [25, 26], viz. that of between-
ness, in the language of ternary relations. This generalized results by Pitcher & Smiley [24].
Sholander used this notion of betweenness to characterize median betweenness, a structure
that is equivalent to median semilattices and median graphs, see e.g. [19, 15, 20]. Amongst
the results in [25] was a characterization of a tree betweenness. A new characterization was
obtained recently by Burigana [1], with a short new proof by Chvétal et al. [9].

The focus of Sholander was on sets of axioms with as few axioms as possible. This was
also the approach of later authors, see [19, 9]. In this approach the axioms are necessarily
of rather complex nature. In [15] and later work a different approach was taken: here the
choice has been to find axioms that are as elementary as possible, and also such that they
are applicable in the most general setting, not that of only very well-structured graphs or
ordered sets (such as median graphs and median semilattices), see e.g. [21, 22, 23, 5]. In
[15] five simple and elementary properties of the interval function were given that are now
known as the ‘five classical’ axioms for the interval function. In [17] the interval function
of a connected graph is characterized by a set of axioms that includes these five classical,
elementary axioms. The approach in [17] was as follows. First as much as possible was
deduced using the five classical axioms only. Then the road blocks were determined that
prevented any further consequence. From this two more axioms were inferred that, together
with the five classical axioms, characterize the interval function of a connected graph. These



two extra axioms were more complicated, but still minimal in the sense that weaker axioms
would not do the trick.

In [13] a similar approach for betweenness was chosen: using axioms as simple as possible
to study betweenness in a broad context. As opposed to the above idea of betweenness as a
ternary relation, a betweenness in [13] was formulated in terms of a function R : V xV — 2V
One advantage of this approach is that now it could be used in other contexts. In [16] a
unifying approach for moving around in discrete structures such as graphs and partially
ordered sets was presented: a transit function R :V x V — 2V satisfying three elementary
axioms. It includes all of the above functions, but also other so-called path functions, like the
induced path function J, see [5, 6], where J(u,v) consists of the vertices on induced paths
between u and v. Recently, in [3], characterizations of some graph classes were obtained
using betweenness axioms on the interval function and on the induced path transit function.

In this paper we return to the interval function. Above we mentioned the Sholander
characterization (with a proof by Chvétal et al.) by a set of axioms with as few axioms as
possible. Here we choose the other approach (from [15, 13, 17]): try to find a set of axioms
that are each as simple and elementary as possible. We present a characterization of the
interval function of a block graph. All but one of the axioms are simple and elementary
in the sense that these are the above axioms for a betweenness. As corollaries we obtain
two new characterizations in the case of trees. Here our sets of axioms have one axiom in
common with the Sholander set for trees. In one of our characterizations the remaining
axioms form an actually weaker set than those in the Sholander characterization. We also
investigate the independence of the axioms in our various characterizations. We present
our results in the context of transit functions. Besides this we present a characterization of
the interval function of block graphs with at most one cut vertex. As corollaries we obtain
characterizations for special classes of trees, e.g. the paths and the stars.

2 Axioms on Transit Functions

Throughout this paper V is a finite nonempty set. A transit function on V is a function
R:V xV — 2V, where 2V is the power set of V, satisfying the following three axioms.

(t1): w € R(u,v), for all w,vin V.
(t2): R(u,v) = R(v,u), for all u,v in V.
(t3): R(u,u) = {u}, for all w in V.

The third axiom could be deleted. It is usually added to exclude degenerate cases. For
instance, the function F'(u,v) =V, for all u,v in V, satisfies the first two axioms, but will
not enlighten us about any aspect of an underlying structure. In the sequel we will see that
in many relevant cases (t3) follows from other axioms. If G = (V, E) is a graph with vertex
set V, then we say that R is a transit function on G. The underlying graph Gg of a transit
function R is the graph with vertex set V', where two distinct vertices u and v are joined
by an edge if and only if R(u,v) = {u,v}. Note that, in general, G and Gr need not be
isomorphic graphs.

The notion of transit function was introduced in [16] as a unifying concept for many
functions on graphs that have been studied so far, e.g. the (geodesic) interval function I,
the induced path function J, see [5, 6], the triangle-path function 7', see [4, 8|, the all-paths
function A, see [2], and so forth, and so forth. It was also meant to create a framework



for new problems and ideas. The four mentioned functions are all so-called path transit
functions, because they are defined in terms of paths in G. See [16] and [7] for further
information on path transit functions. In [16] the problem is proposed to characterize any
transit function in terms of transit axioms, that is, axioms in terms of the function only,
independent of the graph on which the function is defined. Nebesky [20] obtained a very
interesting impossibility result: there does not exist a characterization of the induced path
function J of a connected graph using transit axioms only.

Our focus in this paper is on the interval function. Let G = (V, E) be a graph with
distance function d, where d(u,v) is the length of a shortest u, v-path or u, v-geodesic. Then
the interval function Ig of G is defined by

Ig(u,v) ={ z | d(u,x) + d(z,v) = d(u,v)},

that is, the set of vertices lying on shortest paths between u and v. When no confusion
arises, we usually write I instead of Ig.

The geodesic intervals I(u,v) in G inherently have the structure of a betweenness (de-
fined below), but arbitrary transit functions may not have these properties. The following
betweenness axioms were introduced in [13] to capture basic aspects of the idea of between-
ness. The first of these tells us that, if x is between v and v but distinct from v, then v is
not between u and x. The second tells us that, if z is between u and v and y is between u
and x, then y is between u and v.

(b1): z € R(u,v),z #v=-v ¢ R(u,z), for all u,vin V.
(b2): z € R(u,v) = R(u,x) C R(u,v), for all u,vin V.

A betweenness in the sense of [13] is a function R : V x V — 2V satisfying (1), (#2) and these
two betweenness axioms. Below we will see that this notion is weaker than the betweenness
considered by Sholander [25, 26] and Chvatal et al. [9]. The idea behind the betweenness,
in the sense of [13], is that it is applicable to other transit functions as well. For instance, in
[13, 5, 6], the case is studied for which graphs the induced path function J is a betweenness,
that is, satisfies the axioms (b1) and (b2). Note that axioms (¢1) and (b1) imply axiom (¢3).
So a betweenness is a transit function.

In the first extensive study of the interval function [15], five simple properties of the
interval function I(u,v) of any connected graph were presented. In [17] these properties
were coined as the five classical azioms on I. These five transit axioms are (¢1) and (¢2), the
betweenness axiom (b2), and the following two axioms.

(c4): =z € R(u,v) = R(u,z) N R(x,v) = {x}, for all u,v in V.
(c5): z € R(u,v),y € R(u,z) = x € R(y,v), for all u,vin V.

Obviously, axioms (t1) and (c4) imply (¢3). So any function satisfying the five classical
axioms is a transit function.

Proposition 1 Azioms (t1), (t2) and (c4) imply aziom (b1).
Proof. Let R:V xV — 2" be a function on V satisfying axioms (¢1), (¢2) and (c4). Let

x be in R(u,v) with z # v. By (¢4), we have R(u,z) N R(z,v) = {x}. From (¢1) and (¢2),
it follows that v lies in R(z,v). Since v # z, we have that v is not in R(u, x). ogo



From this proposition it follows that any transit function satisfying the five classical
axioms is a betweenness in our sense. Axiom (bl) is strictly weaker than axiom (c4), as the
following example shows.

Example 2 [A betweenness R that does not satisfy (c4)]

The k-fan Fy, consists of a path P on k vertices and an additional vertex y adjacent to all
vertices on the path. Take k > 5. We consider the induced path function J on Fj. It is
straightforward to check that J is a betweenness on this fan (satisfies axioms (t1), (¢2), (b1)
and (b2)). But this also follows trivially from any of the main results in [6]. Let w and v
be the end vertices of P, and let x be a vertex on P that is not adjacent to u or v. Then y
belongs to both J(u,z) and J(x,v). Obviously, J(u,v) = V. So this choice of vertices u, v,z
does not satisfy axiom (c4). ogo

As an additional observation we would like to add here that the induced path function of
the 4-fan satisfies (c4) but not (¢5): now take x to be the vertex on P adjacent to v. Then
y is in J(u,x), but x is not in J(y,v) = {y,v}. This example, Example 2 and Proposition 1
were already given in [12].

In [17] a characterization of the interval function of a connected graph is given involving
the five classical axioms, see the Introduction for more information on this.

Already as early as 1952, Sholander [25] gave a characterization of the interval function of
a tree, although without a complete proof. In his paper intervals were still called segments.
The completion of the proof was presented by Chvétal et al. in [9]. Sholander’s axioms were
the following three axioms.

(S): There exists an x such that R(u,v) N R(v,w) = R(x,v), for all u,v,w in V.
(T): R(u,v) C R(u,w) = R(u,v) N R(v,w) = {v}, for all u,v,w in V.
(U): R(u,z) N R(xz,v) ={z} = R(u,z) U R(x,v) = R(u,v), for all u,vin V.

Sholander [25] proved that his axioms (S) and (7) imply the five classical axioms. So, any
function R : V x V — 2V satisfying (S) and (T') is a betweenness in our sense. Proposition
1 and Example 2 show that our concept of a betweenness is an essentially weaker concept
than a Sholander function R satisfying axioms (S) and (7).

3 The Interval Function of a Block Graph

First we recall some definitions. A graph is separable if it contains a cut vertex, that is, a
vertex, the removal of which increases the number of components. A block in a connected
graph is a maximal non-separable subgraph. Hence a block is either a Ky or a maximal 2-
connected subgraph. A connected graph G is a block graph if every block in G is a complete
graph. Loosely speaking, it is a tree-like structure of cliques. Trivially, complete graphs and
trees are block graphs. In this section we characterize the interval function of a block graph.

In [6] the following lemma is proved. Unfortunately, the use of some of the axioms was
not made explicit. Hence, and also for the sake of completeness, we give a full proof of the
lemma here. Note that, in [6] it was used to study the question for which graphs the induced
path function J is a betweenness. So this lemma applies to more functions than just the
interval function 1.

Lemma 3 Let R be a betweenness on V. Then the underlying graph Gr of R is connected.



Proof. Let u and v be any two distinct vertices in Gr. We prove the existence of a u, v-
path in Gg by induction on |R(u,v)|. Note that, by (¢1) and (¢2), we have u,v € R(u,v),
so |R(u,v)| > 2. If |R(u,v)| = 2, then R(u,v) = {u,v}. So, by the definition of Gp, there is
an edge between u and v, which constitutes a u, v-path.

Assume that |R(u,v)| = n > 2. Then there is a vertex x in R(u,v) distinct from u and v.
By (b1), we have v ¢ R(u,z). By (b2), we have R(u,z) C R(u,v). So |R(u,x)| < |R(u,v)]|.
By induction, there is a u, z-path. Similarly, by (¢1), (¢2), (b1) and (b2), we have |R(x,v)| <
|R(u,v)|. Hence, by induction, there is also an z,v-path. These two paths together form a
u, v-walk, which contains a w, v-path, and we are done. OoOoo

Note that in the proof of Lemma 3 we need both betweenness axioms (b1) and (b2) to make
the induction work. To characterize the interval function of a block graph we introduce the
following axiom, which is weaker than Sholander’s axiom (U).

(U*): R(u,z) N R(z,v) ={x} = R(u,v) C R(u,x) U R(x,v), for all u,vin V.

The 3-fan is usually denoted by K4 — e, it is obtained from K, by deleting one edge. For
any path P, the vertex set of P is denoted by V(P). Now we are ready to prove our main
result.

Theorem 4 Let R:V xV — 2V be a function on V. Then R satisfies axioms (t1), (t2),
(b1), (b2) and (U*) if and only if G is a block graph and R = Ig,,.

Proof. First let R be the interval function of a block graph G. Clearly we have Gr = G.
Moreover, R being an interval function, R satisfies axioms (¢1), (¢2), (b1) and (b2). Since
G is a block graph, R(u,v) = V(P), where P is the unique shortest u, v-path. Assume that
R(u,z) N R(z,v) = {z}. Then there are two possibilities. First, x is on P. In this case
R(u,z) U R(x,v) = R(u,v). Second, z is adjacent to two consecutive vertices y and z on P.
In this case R(u,v) = V(P) = [R(u,z) U R(z,v)] —{z}. So axiom (U*) is satisfied.

Conversely, assume that R: V x V — 2V is a betweenness satisfying axiom (U*). Note
that G is connected by Lemma 3. So, if d is the distance function of Gg, then d(u,v) is
finite, for any two vertices v and v in V. By axioms (t1) and (¢2), we have R(u,v) = R(v, u)
and u,v € R(u,v). Moreover, a betweenness satisfies (t3). We use these facts in the sequel
without mention. We split the proof in a number of claims.

Claim 1. If P is an induced u,v-path in Gr, then R(u,v) C V(P).

We use induction on the length ¢(P) of P. If ¢{(P) = 0, then v = v, and R(u,u) = {u} =
V(P). If ¢(P) = 1, then u and v are adjacent. So, by definition, R(u,v) = {u,v} =
V(P). Now assume that ¢(P) > 2. Let x be the neighbor of v on P, and let P’ be
the subpath of P between u and x. By induction, we have R(u,z) C V(P’). Hence v is
not in R(u,z). So R(u,z) N R(z,v) = R(u,z) N{z,v} = {z}. By axiom (U*), we have
R(u,v) € R(u,z) U R(xz,v) C V(P )U{z,v} =V (P).

Claim 2. G does not contain an induced cycle of length at least 4.

Assume the contrary, and let C' be an induced cycle of length at least 4. Take two non-
adjacent vertices u and v on C. Then we have two internally disjoint induced paths P and
@ in C between u and v. By Claim 1, we have R(u,v) C V(P) as well as R(u,v) C V(Q).
This implies that R(u,v) can not contain any internal vertex of P and also not any internal
vertex of ). So we have R(u,v) = {u,v}. But this is impossible, since v and v are not
adjacent. This settles Claim 2.



Claim 3. Gr does not contain an induced K4 — e.

Assume the contrary. Let u and v be the two non-adjacent vertices, and let x and y be other
two vertices. By Claim 1, we have R(u,v) C {u,z,v} and R(u,v) C {u,y,v}. Since u and v
are not adjacent, we have a contradiction.

Claim 4. G is a block graph.
By Claims 2 and 3, every block in Gr is a complete graph. Hence, G being connected, it
is a block graph.

Claim 5. R = Ig,,.

Write I = Ig,. Since G is a block graph, there is a unique shortest path between any two
vertices in Gg. So, by Claim 1, we have R(u,v) C I(u,v). We prove that R(u,v) = I(u,v)
by induction on d(u,v). First, R(u,u) = {u} = I(u,u). If d(u,v) = 1, then, by definition,
we have R(u,v) = {u,v} = I(u,v). If d(u,v) = 2 with z the common neighbor of u and
v, then, by Claim 1, we have R(u,v) C {u,x,v}. But we also have R(u,v) # {u,v}. So
R(u,v) = {u,z,v} = I(u,v). Now let d(u,v) > 3, and let P be the shortest u,v-path. By
Claim 1, we have R(u,v) C I(u,v) = V(P). Since u and v are not adjacent, there must be a
vertex z on P distinct from u and v that is in R(u,v). Assume that R(u,v) # I(u,v) = V(P).
Then there must be a vertex y on P that is not in R(u,v). We may choose z and y to be
adjacent on P. Without loss of generality, y is between u and z on P. By axiom (b2), we
have R(u,z) C R(u,v). So y does not belong to R(u,z). Now, z being an internal vertex
of the shortest u,v-path P, we have d(u,z) < d(u,v). So, by induction, R(u,z) = I(u, z).
But, y being on the shortest path between u and z, we have that y is in I(u, z). This yields
a contradiction, and settles Claim 5, by which the proof is complete. ooo

4 The interval function of a tree

In this section, we present two new characterizations of the interval function of a tree. These
are corollaries of Theorem 4. As an intermediate result, we characterize the interval function
of a graph that is a tree or a complete graph. We consider the following new axiom. It is
just in between our axiom (U*) and Sholander’s axiom (U).

(U"): V{%(u,x) N R(xz,v) = {z}, R(u,v) # {u,v} = R(u,z) U R(z,v) = R(u,v), for all u,v in

It is straightforward to check that, if R is the interval function of a triangle K3, then it
satisfies (U’). So we can expect a broader class than just the trees. The graph consisting of
a triangle and an extra vertex adjacent to exactly one vertex of the triangle is called a paw.

Theorem 5 Let R:V x V — 2V be a function on V. Then R satisfies axioms (t1), (t2),
(b1), (b2) and (U') if and only if Gg is a tree or a complete and R = I¢,.

Proof. First let R be the interval function of a graph G that is a tree or a complete graph.
Clearly we have Ggr = G. Moreover, R being an interval function, R satisfies axioms (¢1),
(t2), (b1) and (b2). If G is a tree, then R(u,v) = V(P), where P is the unique u, v-path. So
R(u,z) N R(x,v) = {z} holds if and only if = is on P. Hence R(u,x) U R(x,v) = R(u,v).
Now let G be a complete graph. Then R(u,v) = {u, v}, for any two distinct vertices u and
v. So axiom (U’) is trivially satisfied.

Conversely, assume that R : V x V — 2V is a betweenness satisfying axiom (U’). By
Theorem 4, G is a block graph, and R is the interval function of Gg. Assume that Gg



contains an induced paw S. Let u be the vertex of degree 1 in .S, let w be the vertex of degree
3in S, and let z and v be the vertices of degree 2 in S. Then we have R(u, x) = {u,w, z} and
R(z,v) = {z,v} and R(u,v) = {u,w,v}. Clearly, the vertices u,x,v violate axiom (U’). So
G does not contain an induced paw. This implies that G is a either a tree or a complete
graph with at least three vertices. ooo

Now we present two new characterizations of the interval function of a tree. Both involve
axiom (U), and some of the five elementary classical axioms.

Theorem 6 Let R: VXV — 2V be a function on' V. Then R satisfies axioms (t1), (t2), (b1), (b2)
and (U) if and only if Gg is a tree and R = Iq,,.

Proof. If Gp is a tree and R is the interval function of G, then it is straightforward to
check that R is a betweenness satisfying axiom (U).

For the converse note that axiom (U’) is weaker than axiom (U). Hence, by Theorem 5,
the underlying graph G'r of R is either a tree or a complete graph and R = Ig,. But (U)
clearly forbids a triangle in Ggr. So G is a tree. ogno

Note that our Example 2 shows that axioms (¢1), (¢2), (bl) and (b2) are weaker than
axioms () and (7). So Theorem 6 is actually a new characterization of the interval function
of a tree. For our second characterization we need another lemma. It turns out that we can
replace the two betweenness axioms (b1) and (b2) by the single classical axiom (c4).

Lemma 7 Azioms (c4) and (U) imply axiom (b2).

Proof. Let R:V xV — 2V be a function on V satisfying axioms (c4) and (U). Take z in
R(u,v). By (¢4), we have R(u,z)NR(z,v) = {z}. Hence, by (U), we have R(u,z)UR(z,v) =
R(u,v). Therefore R(u,x) C R(u,v). 0ooQ

Using Lemmata 1 and 7 the following Theorem is an immediate corollary of Theorem 6.

Theorem 8 Let R: V xV — 2V be a function on V. Then R satisfies axioms (t1), (t2), (c4)
and (U) if and only if Gg is a tree and Ig,, = R.

From what we have so far we deduce another characterization of the interval function of
a tree that involves some of the axioms and a condition on the underlying graph Gg. So it
is not a fully axiomatic characterization.

Proposition 9 Let R:V xV — 2V be a function satisfying the three azioms (t1), (t2) and
(U). Then each component of Gr is a tree, and R = Iy on each component H of GR.

Proof. We only give a sketch of the proof, because many of the arguments are similar to
those in the proof of Theorem 4. The first step is to prove that, for any induced u, v-path
P, we have R(u,v) = V(P). This can be done by induction on the length of P similar as
in Claim 1. Next we prove that Gr does not contain an induced cycle of length at least
4, using the same arguments as in Claim 2. By (U), it is trivial that Gr does not contain
a triangle. Hence each component is a tree. By the the first step, we have that R is the
interval function on each component. ooo

Note that in the last step of this proof we did not need axiom (b2). That R is the interval
function on each component just follows from Step 1 and the fact that the component is



a tree. In the proof of Claim 5 in Theorem 4, we really needed axiom (b2). With this
Proposition in hand, we can replace axioms (b1) and (b2) in Theorem 6 and axiom (c4) in
Theorem 8 by the condition that G is connected.

Theorem 10 Let R : V x V. — 2V be a function on V. Then Gg is connected and R
satisfies axioms (t1), (t2) and (U) if and only if Gr is a tree and Ig, = R.

There are now three axiomatic characterizations available that involve axioms only:
Sholander’s from 1952 with a full proof in [9], and our two above. In all three axiom (U) is
used. This axiom is rather strong, because in itself it almost forces that there be a unique
path between any two vertices. To explore the reach of the axiom we consider the following
example.

Example 11 Let C = u; — us — ... = ur — u1 be a directed cycle on k vertices with
k> 3. Write V = {uy,uz, ... ,ur}. We define the function R: V x V — 2V as follows. For
vertices u and v, the set R(u,v) is the set of vertices on the directed path from u to v in C.
Then R satisfies axioms (t1), (¢3), (b1), (b2), (c4), (¢5) and (U) but not (¢2). It also satisfies
the axiom (t1’), viz. v lies in R(u,v). In the directed cycle there is a unique directed path
between any two vertices. But, clearly, C is not a tree. Ooo

Two questions arise. First, by replacing axiom (¢2) by (¢1') as in Example 11, we could
develop results on such functions, with a directed graph as underlying graph. What can be
done in this case? We will not pursue this question here. Second, is there a characterization
of the interval function of a tree that does not involve (U)? Otherwise formulated, could we
replace (U) by one or more much axioms in the characterization of the interval function of
a tree? Again we leave this as an open problem.

We make one observation here. Loosely speaking, axiom (U), together with (¢1) and (¢2),
forces the underlying graph to be cycle-free. But the converse does not hold. In the following
example Gy is cycle-free but R does not satisfy (U). Note that Gi is not connected.

Example 12 Let V = {u, v, w,z}. Define the transit function R : V x V — 2" as follows:
R(’LL,’U) = {’LL,U}, R(va) = {an}> R(uvw) = {uvwi}v R(u,x) = {U,ZL‘,’U}, R(w,x) =
{w,z,v}, R(v,x) = {u,v,w,z}. Clearly, Gg is cycle free: it contains only the edges uv
and vw. On the other hand, R(u,v) N R(v,w) = {v}, but R(u,v) U R(v,w) = {u,v,w} #
{u, z,w} = R(u,w). ooQ

5 Independence of Axioms

In Section 2 we observed some implications among the axioms. For instance, axioms (¢1) and
(b1) imply (¢3), and also axioms (¢1) and (c4) imply (¢3). In Lemmata 1 and 7 we deduced
two other implications. In this section we try to establish independence of the axioms in our
results.

First, define the function R : V x V — 2Y by R(u,v) = 0, for all u,v in V. Then R
trivially does not satisfy (¢1), but, also trivially, satisfies the axioms (¢2), (b1), (b2), (c4) and
(U). So axiom (t1) is independent form the others. Second, Example 11 shows that axiom
(t2) is independent from the other axioms in Theorem 6. Hence it is also independent from
the other axioms in Theorem 4.

Take any connected graph that is not a block graph. Its interval function is a betweenness,
and also satisfies axiom (c4). By Theorems 4, 19 and 6, axioms (U*), (U’) and (U) are



trivially independent from the other axioms in our theorems. The following example shows
that axiom (b1) is independent.

Example 13 [R does not satisfy (b1)]

Let V be a set with |V| > 3. Define the function R : V x V — 2" by R(u,v) = V, for all
distinct u, v € V(G), and R(u,u) = {u}, for all win V. Then R trivially satisfies (¢1), (12) and
(b2). Now, for any z distinct from u and v, we have R(u,x) N R(x,v) =V # {z}. So in this
case (U) is trivially satisfied. If = u, then R(u,u)U R(u,v) = {u} U R(u,v) = R(u,v). So
again (U) is satisfied. Similarly, if x = v, axiom (U) is satisfied. Now take distinct u,v. Then
R(u,v) = V. So it contains a vertex x distinct from u and v. Hence R(u,z) =V = R(u,v),
so that axiom (b1) is not satisfied. oogo

Our next example shows trivially that axiom (¢1) is independent.

Example 14 [R does not satisfy (¢1)]

Let V be a set with |V| > 2, and let z be a fixed vertex in V. We define the function R by
R(u,v) = {z}, for all u,v in V. Clearly R does not satisfy (¢1). Also R satisfies axioms (¢2),
(b1), (b2), (U) and (c4) trivially. ooo

Finally, we show the last independence of the axiom set in our main Theorem 4 on block
graphs.

Example 15 [R does not satisfy (b2)]

Let G be the graph consisting of the path P = uguy ... usx and an isolated vertex z, with
k > 1. So G is not connected, and P is a path of even length at least 2. We define the
transit function R on G as follows. It has G as underlying graph, and on P it is just the
interval function Ip of P. So far only the intervals between z and any vertex on P are yet
undetermined. We define R(u;,2) = R(z,u;) = {wi,uitr1, ... ,Uitk,2}. Here we assume
that the indices are taken modulo n = 2k + 1, that is usgr1 = ug, and so forth. Loosely
speaking, R(u;, z) consists of z, u; and the k vertices of P following u; (modulo n). We call
these vertices the k followers of u; on P.

Clearly, R satisfies (t1) and (¢2). On P it satisfies (b1), (b2) and (U) as well. Now
we check the cases where intervals of the type R(u,z) or R(z,v), with v and v on P, are
involved. Take z in R(u, z) distinct from z. Then R(u,z) = Ip(u,x), so that it does not
contain z. Take x in R(z,u) distinct from u, say u = u; and = ;¢ with £ < k. Then u;
is not among the k followers of = on P. So u is not in R(z,z). So R satisfies (b1) overall.
Clearly, u(it1)4x = Uit (k+1) lies in R(uit1,2) but not in R(u;, 2). Hence R(u;t1,2) is not
contained in R(u;, z). Therefore R does not satisfy (52).

Finally, we show that R satisfies (U*). Consider R(u,x) N R(z,v). We only have to
check the cases that z is among u, z,v. First suppose that z = x. Then R(u, z) and R(z,v)
both contain k 4+ 1 vertices on P. Hence they have at least one common vertex on P. So
|R(u,z) N R(z,v)| > 2, and (U*) is trivially satisfied. Now suppose that z = u, say. Let
x = u; and v = u;. In order that we have R(z,x) N R(x,v) = {x}, we need v to be on the
part of P between ug and wu; such that v does not belong to the k followers of x on P. But
now R(z,z)U R(x,v) contains z and the vertices of P between w; and u;1;. So it contains
R(z,v), and (U™*) is satisfied. ooo

Note that we have thus established independence of most of the axioms in our theorems.
For one important case we do not have an answer yet. Is axiom (b2) independent from
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axioms (t1), (t2), (b1) and (U)? We do not know whether these four axioms imply (b2) or
not. Similarly, what if we replace (U) by (U’)? This remains an open problem. Here we
present some partial answers on this question of independence. Proposition 9 tells us that, if
(t1), (t2) and (U) are satisfied, then each component of G is a tree. What we cannot prove
is that G is connected. For this we seem to need (b1) and (b2), or other axioms that would
do the trick. So any example that would show that (b2) is independent from the other four
axioms in Theorem 6 must have a disconnected underlying graph. We present two examples
that show some independencies.

Example 16 [R satisfies (t1), (t2) and (U) but neither (b1) nor (b2)]

Let C be an odd cycle of length 2k + 1 with k£ > 2, and let V be the vertex set of C. We
define R(u,u) = {u}, for all w in V. For distinct u and v, we define R(u,v) to be the set of all
vertices on the longest u, v-path in C. Note that G is the edgeless graph. Clearly, R satisfies
(t1) and (¢2). We have R(u,u)U R(u,v) = R(u,v). So in this case (U) is trivially satisfied.
Now take distinct w, z,v. Let y be the neighbor of x in R(u,z). To avoid that y is also in
R(z,v), we must have that u is on the longest z, v-path. Therefore R(u,z) N R(z,v) # {z},
so that again (U) is trivially satisfied. ogog

Example 17 [R satisfies (t1), (¢2) and (b1) but neither (U) nor (b2)]

Let S be the paw with vertex set V = {u,v,w,x} with u the vertex of degree 1 and z the
vertex of degree 3. Let R be the transit function with S as underlying graph defined as
follows for the two non-adjacent pairs: R(u,v) = {u,v,w} and R(u,w) = {u,w,z}. Now
w is in R(u,v), but R(u,w) is not a subset of R(u,v). So (b2) is not satisfied. Moreover,
R(u,v) N R(v,z) = {v}, but R(u,v) U R(v,z) =V # {u,x} = R(u,z). So (U*) does not
hold, and in particular, (U) does not hold. It is easy to verify that (b1) holds. ogo

6 The interval function of special classes of trees

Two vertices that have maximum distance in a connected graph G = (V, E) are called
diametrical. Of course, diametrical pairs of vertices exist in any connected graph. In some
graphs they play a special role. It might be that there is a pair u, v in G such that I(u,v) = V.
Such a pair is necessarily diametrical. Graphs having such a pair are abundant. Some special
instances are such different graphs as paths, hypercubes and even cycles. The hypercubes
and the even cycles even have the property that any vertex is in such a pair. The following
axiom catches the existence of such a pair.

(D): There exists p and ¢ in V such that R(p,q) = V.

If we combine this axiom with the ones that make Gg a block graph, then obviously we
get a path. So we have the following result.

Theorem 18 Let R:V x V — 2V be a function on V. Then R satisfies axioms (t1), (t2),
(b1), (b2), (U*) and (D) if and only if Gg is a path and Ig, = R.

Here we would like to suggest the following question: is there a characterization of the
interval function of a hypercube involving (almost) only elementary axioms, amongst which
axiom (D)?

There is another subclass of the trees that admit a characterization involving an extra
axiom, viz. the stars K, with n > 1. It turns out that with this extra axiom we can weaken
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axiom (U). We prove a more general theorem. A block star is a block graph with at most
one cut vertex. So it consists of complete graphs, all glued together along the same vertex.

(St): |R(u1,u2) N R(v1,v2)| = 1, for distinct uy, ug,v1,v2 in V.
(p2): R(u,z) = {u,z}, R(z,v) = {z,v} = R(u,v) C R(u,z) U R(z,v), for u,v,z in V.

Note that axiom (p2) in itself does not guarantee that R(u,v) = V(P), for any shortest
u,v-path P in Gg. For instance, let G be a graph without induced C4 or K4 — e. Then the
interval function of G satisfies (p2).

Theorem 19 Let R:V xV — 2V be a function on V. Then R is a betweenness satisfying
azioms (p2) and (St) if and only if Gg is a block star and R = Ig,.

Proof. Assume that R is a betweenness satisfying the extra axioms (St) and (p2). By
Lemma 3, we know that G is connected. Let u and v be non-adjacent vertices having a
common neighbor . Then, by (p2), we have R(u,v) = {u,z,v}. Now it follows that Gr
does not contain a Cy or K4 — e as an induced subgraph. Assume the contrary, and let «
and v be non-adjacent vertices in this subgraph and x and y be their common neighbors in
the subgraph. Then we would have R(u,v) = {u,z,v} = {u,y,v}, a contradiction.

Also, G does not contain a path on four vertices as induced subgraph. Assume to the
contrary that uzvy is such a path. Then we have R(u,v) = {u,z,v} and R(z,y) = {z,v,y}.
But this contradicts axiom (St). Hence G'i also does not contain an induced cycle of length
at least 5. From all this we deduce that the blocks of Gg are complete graphs, so that it is
a block graph. If there were two distinct cut vertices, then we would get an induced path of
length at least 3. Since this is impossible, G contains at most one cut vertex, so that it is
a block star.

The converse is obvious. ooo

As a corollary, we have a characterization of the interval function of a star.
(p2*): R(u,z) = {u,z}, R(z,v) = {z,v} = R(u,v) = R(u,z) U R(x,v), for u,v,z in V.

Theorem 20 Let R:V xV — 2" be a function on V. Then R is a betweenness satisfying
azioms (p2*) and (St) if and only if Gr is a star and R = Ig,.

Proof. Assume that R is a betweenness satisfying the extra axioms (St) and (p2*). By
Theorem 19, we have that G is a block star. Axiom (p2*) forbids triangles. So Gpr is a
star. The converse is obvious. ooo

7 Concluding remarks

We obtained a characterization of the interval function of a block graph. As a consequence,
we obtained a characterization of the interval function of a tree that used weaker and more
elementary axioms than Sholander’s classical result on “tree segments” of 1952. We also
presented a characterization of the interval function of block stars and stars, in which the
heavy duty axiom (U) is replaced by two simpler axioms. Moreover we presented a number
of examples that showed various independencies of axiom sets. But it is still open whether
axiom (b2) is independent from the other axioms in Theorem 6, viz. axioms (t1), (¢2), (b1)
and (U). So it might be a necessary axiom, or it might follow from these other axioms.
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Along the way we mentioned a few interesting open problems. For instance, can we avoid
axiom (U) in the case of trees? Is there a characterization of the interval function of the
hypercube that involves axiom (D). What can we do when we replace axiom (¢2) with the
dual (t1') of (¢1) with (¢1') being the axiom: v € R(u,v), for u,v in V? As Example 11
shows, we then move into the area of directed graphs. These are just a few of the many open
problems that are still abundant in this area.
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