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Abstract

In this paper, we present a new model to analyze the risk and the expected level of firm performance. This model is based on the multi-factor approach to risk, in which unexpected performance is explained through sensitivities to unexpected changes of risk factors. Instead of using the multi-factor approach for the analysis of security portfolios, it is used to analyze performance measures of firms. In this paper the multi-factor approach is not only used to analyze risk, but also to analyze the expected level of performance. Furthermore, it is analyzed how instruments, as for instance projects, can be used to change the risk and the expected level of performance. An illustrative application in the field of finance is presented, although the model can also be applied in other areas.
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1. Introduction

This paper presents a model that can be used for risk analysis. In developing the model, the following criteria played an important role*. The model should be intuitively appealing, should reveal what it is that makes the firm risky, and also provide a framework for managing risks.

This paper starts with a presentation of a view of the firm and its environment in Section 2. In this view, a firm’s performance is related to unexpected changes of risk factors through sensitivities. This approach to risk is called the multi-factor approach and has already been applied many times. To provide some examples, Spronk and Van der Wijst (1987) were the first to use the approach for analyzing corporate risk. Berry, Burmeister and McElroy (1988) applied the method to analyze stock returns, Van Aalst et al. (1993) use it for asset liability matching for pension funds, Hallerbach (1994) applies the method to portfolio analysis, Goedhart and Spronk (1991) illustrate some applications in the field of financial planning, and LoCascio and Spronk (1992) investigate the Italian stock market making use of the multi-factor method.

Although our model is similar to the model for stock returns, it extends current literature in two ways. Firstly, performance measures of firms (in contrast with security portfolios) are analyzed. Secondly, apart from risk also expected performance is analyzed by means of the multi-factor method. Hence, both risk and the expected level of performance are explained through sensitivities by risk factors. Furthermore, the influence of instruments such as investment projects on the sensitivities is
analyzed as well as the firm's risk profile and the expected level of performance.

The relation between the performance measure and the risk factors is formalized mathematically in Section 3. Since risk management not only involves analyzing the risks, but also changing them, Section 4 investigates the influence of instruments on performance. In order to control risk the sensitivities should be changed by means of instruments. In Section 5 three different types of instruments are presented. In our opinion most instruments from practice belong to one of these types. The influence of instruments on risk is analyzed in Section 6. Making use of probability density functions, it is shown how the various instruments affect the sensitivities and what the consequences for the probability density function of unexpected performance are. Section 7 analyzes the influence of instruments on the expected level of performance. Section 8 shows how risk and the expected level of performance are traded-off in the multi-factor approach. This is illustrated by a numerical example in Section 9. Some conclusions are presented in Section 10.

2. The firm and its environment: the main concepts

A familiar view represents the firm as an input, throughput, output organization. The firm is assumed to use raw material and labor as inputs. These are transformed by the firm into various products and/or services, i.e., the firm's output. The inputs have to be paid for and, hence, lead to cash outflows, whereas the outputs generate cash inflows. The cash flows are defined as the sum of the cash inflows and cash outflows.

The supply of input factors and their prices, as well as the demand for output products and their prices are uncertain. Consequently, the cash inflows and cash outflows are not deterministic but stochastic. In other words, the firm faces a series of uncertainties. Here, the analysis is restricted to the uncertainties that are caused by changes in risk factors, i.e., environmental stochastics that cannot be influenced by the firm. Examples are the wage rate, oil price and the exchange rate of the dollar. The risk factors influence the performance measures of the firm. The magnitude of this influence is called the sensitivity of the firm's performance measure to the risk factor.

When analyzing the sensitivities, it is important to distinguish between expected and unexpected changes of the risk factors. Expected factor changes are foreseen and, thus, give the firm some time to react. Conversely, unexpected changes are not foreseen and the firm is less able to adapt to this new situation. Therefore, the sensitivity to an expected factor change will probably differ from the sensitivity to an unexpected factor change.

Unexpected changes in performance — i.e. the stochastic part of performance as opposed to the expected part — are the combined result of unexpected changes of the risk factors and the sensitivities to these changes. These sensitivities together can be seen as a way to describe the risks the firm faces and consequently as a multi-dimensional risk measure. The higher the sensitivities, the greater the impact of an unexpected risk factor change on performance will be, and the greater the risks the firm runs. The vector containing the sensitivities to the various risk factors is called the risk profile.

The sensitivities are related to the firm's characteristics. For instance, the interest rate sensitivity is highly dependent on the firm's level of debt, and the wage rate sensitivity depends, among other things, on the number of employees. Similarly, the business cycle sensitivity is influenced by the firm's product range, and so on.

After the firm's risk profile is determined, the firm's management may wish to change the sensitivities by means of instruments. Examples of such instruments range from changing the product range to changing a loan with variable interest rate for one with a fixed interest rate.

---

1The risk concept used here is largely in line with that of Cooper and Chapman (1987, p. 2) who define risk as: "exposure to the possibility of economic or financial loss or gain, physical damage or injury, or delay, as a consequence of the uncertainty associated with pursuing a particular course of action."

2Of course, the variance of the risk factors should also be taken into account when evaluating the risk profile.

3Actually, they may also depend on industry characteristics, such as the degree of competition in an industry.
Finally, management has to decide whether or not to apply the instrument. The outcome of this decision process depends on the trade-off between an increase in return on the one hand, and a decrease in risks on the other.

The framework is summarized in Fig. 1. It is seen that risk factors affect performance through sensitivities, and that the sensitivities depend on both firm and industry characteristics. Furthermore the sensitivities can be changed by means of instruments. The instruments may influence the relation between the risk factors and performance. As will be seen in Section 5 this can be realized by either changing the firm characteristics or by controlling the risk factors.

This view on the firm and its environment will be used to analyze the risks of the firm’s performance measures. The choice of the performance measure is free, and can range from the firm’s number of employees to its “contribution” to environmental pollution.

An advantage of this approach to risk analysis is that it is intuitively appealing. The uncertainties faced by the firm are related to risk factors with an economical meaning. As a result, it indicates what it is that makes the firm risky.

3. The basic model

In this section the view of the firm and its environment presented in Section 2 is formalized mathematically. For this purpose, a one-period model is constructed that can be used to analyze the risk and expected level of a firm’s performance. \( \text{\( R_t = a_t + b_t f_t + \bar{n}_t \)} \) (1)

where

\( \bar{R}_t = \text{performance} \).
\( a_t \) = a fixed term, 
\( b_t \) = the sensitivity, 
\( f_t \) = the value of the risk factor, 
\( \tilde{e}_t \) = the error term, 
\( t \) = index for time, 
\( \gamma \) = a random variable. 
The fixed term \( a_t \) and the sensitivity \( b_t \) differ per firm, because of differences in firm characteristics, such as product range and management style.

From expression (1) the following expression is derived for performance at time \( t + 1 \); defining \( \Delta \) as the difference operator, i.e., \( \Delta x_t = x_t - x_{t-1} \).

\[
\tilde{R}_{t+1} = a_{t+1} + b_{t+1} f_{t+1} + \tilde{e}_{t+1}
\]

\[
= a_t + \Delta a_{t+1} + (b_t + \Delta b_{t+1})(f_t + \Delta f_{t+1})
\]
\[+ \tilde{e}_{t+1},\]

which, by assuming that the factor values at time \( t \) have been realized, and thus are not stochastic anymore can be rewritten as:

\[
\tilde{R}_{t+1} = a_t + b_t f_t + \Delta a_{t+1} + \Delta b_{t+1} f_t + b_t \Delta f_{t+1}
\]
\[+ \Delta b_{t+1} \Delta f_{t+1} + \tilde{e}_{t+1}.\]  

Apart from changes in risk factors, expression (2) leaves room for changes in the fixed term \( a_t \) and in the sensitivity \( b_t \). These changes are caused by instruments, which may vary from a change in firm characteristics to the purchase of a financial contract. The fixed term may change because of the (not factor related) costs associated with the application of the instruments.

In order to make a clear distinction between expected performance and unexpected performance, we split the change of the risk factor into an expected and an unexpected part.

\[
\Delta f_t = \Delta f_{U_t} + \Delta f_{E_t}
\]

where the subscripts \( U \) and \( E \) respectively denote unexpected and expected variables,

\[
\Delta f_{U_t} = f_t - E(f_t),
\]
\[
\Delta f_{E_t} = E(f_t) - f_{t-1},
\]

\( E \) = the expectation operator.

Substituting (3) into (2) leads, after rewriting, to the following expression:

\[
\tilde{R}_{t+1} = a_t + b_t f_t + \Delta a_{t+1} + \Delta b_{t+1} f_t
\]
\[+ b_t \Delta f_{E_t+1} + \Delta b_{t+1} \Delta f_{E_t+1}
\]
\[+ b_t \Delta f_{U_{t+1}} + \Delta b_{t+1} \Delta f_{U_{t+1}} + \tilde{e}_{t+1}.\]  

It can be seen that the first six elements concern the expected level of performance, whereas the last three elements refer to the risk of performance.

Furthermore, we make a distinction between the sensitivities to the factor level, unexpected factor change and the expected factor change. We also assume that the sensitivities are not equal to each other. This can be justified economically as was seen in Section 2.

\[
\tilde{R}_{t+1} = a_t + b_{U_t} f_t + \Delta a_{t+1} + \Delta b_{U_{t+1}} f_t
\]
\[+ b_{E_t} \Delta f_{E_{t+1}} + \Delta b_{E_{t+1}} \Delta f_{E_{t+1}}
\]
\[+ b_{U_t} \Delta f_{U_{t+1}} + \Delta b_{U_{t+1}} \Delta f_{U_{t+1}} + \tilde{e}_{t+1},\]

where

\( b_{U_t} \) = the sensitivity to the level of the risk factor, 
\( b_{E_t} \) = the sensitivity to the expected change of the risk factor, 
\( b_{U_t} \) = the sensitivity to the unexpected change of the risk factor.

A further extension is possible by assuming that \( b_{E_t} \) and \( b_{U_t} \) are not the same for all factor changes, but actually depend on these factor changes. In order to make this relation more explicit, we sometimes write \( b_{E_t}(\Delta f_{E_{t+1}}) \) and \( b_{U_t}(\Delta f_{U_{t+1}}) \) instead of \( b_{E_t} \) and \( b_{U_t} \).

It is not hard to imagine that in reality the sensitivity depends on the factor change. Take, for example, an increase in demand for the firm’s product. Initially, production can be increased easily until maximum capacity is reached. After that, production can be increased at high costs, e.g. by working overtime, buying the necessary raw material from other suppliers, and lending money at a higher interest rate. The consequences for the sensitivity of the firm’s cash flow to demand are that the cash flow sensitivity is a declining function of demand.
As mentioned in Section 2 the sensitivities may also depend on the firm’s characteristics. Mathematically, this can be written as $b_{fc_t}$, where $fc_t$ denote the firm characteristics.

4. The change in performance and the influence of instruments

Using expression (5) the impact of instruments on both risk and the expected level of performance can be analyzed. For this purpose, we simply have to compare performance with and without instruments.

Should no instruments be used, then the sensitivities as well as the fixed term are constant, thus $\Delta a_{t+1} = \Delta b_{Lr_{t+1}} = \Delta b_{Er_{t+1}} = \Delta b_{Ur_{t+1}} = 0$ and performance at $t + 1$ is:

$$\tilde{R}_{t+1} = a_t + b_{Lr}f_r + b_{Er}\tilde{f}_{Er_{t+1}} + b_{Ur}\tilde{f}_{Ur_{t+1}} + \tilde{r}_{t+1},$$

This relation, which can easily be extended to more than one factor, is more extensive than the relation generally found in finance textbooks, e.g. Ross et al. (1993, p. 322). In expression (6) we explicitly take account of the sensitivity to the expected factor change and the factor level. The reason for this is that our multi-factor model is intended to be used to analyze financial flows in the firm, whereas the purpose of most multi-factor models is to analyze stock returns. From a theoretical point of view, the sensitivity of stock returns to expected factor changes should be zero, since the influence of expected factor changes is assumed to be absorbed immediately in the stock price. Consequently, the expected factor change can be left out of consideration in those models.

When analyzing other performance measures, the extension is important since in that case expected factor changes often do not lead to different performance patterns until their realization.

Subtracting expression (6) from expression (5) reveals the influence of instruments. 

$$\tilde{\Delta}R_{t+1} = \Delta a_{t+1} + \Delta b_{Lr_{t+1}}f_r + \Delta b_{Er_{t+1}}\tilde{f}_{Er_{t+1}}$$

$$+ \Delta b_{Ur_{t+1}}\tilde{f}_{Ur_{t+1}},$$

where $\tilde{\Delta}R_{t+1} = \text{the influence of instruments on performance at time } t + 1$.

The first three terms of this expression refer to the influence of instruments on expected performance, the last term to their influence on risk.

Expression (7) can also be used to clarify the difference between real and financial instruments. Financial instruments often have to be paid for and solely reduce uncertainty, i.e., they solely affect $\Delta a_t$ and $\Delta b_{Ur}$. Real instruments, however, have to be paid for and influence the sensitivity to the level of the risk factor, the expected and the unexpected factor change, hence they influence $\Delta a_t$, $\Delta b_{Lr}$, $\Delta b_{Er}$ and $\Delta b_{Ur}$.

5. Instruments that change the sensitivities

Starting point of the analysis of the influence of instruments on performance at time $t + 1$ is expression (7). As far as the expected level of performance is concerned, instruments affect the first three terms of expression (7): the constant term, the sensitivity to

---

7 See also Footnote 5.

8 In contrast to expected factor changes, unexpected factor changes influence the stock price. Accordingly, the sensitivity to unexpected factor changes is not necessarily equal to zero. Finally, stock prices may also change as a result of a change in the stock’s sensitivity.

9 Using the same method, the change of performance from time $t$ to $t + 1$ when instruments are used can be obtained by subtracting performance at time $t$, i.e. expression (1), from performance at time $t + 1$ when instruments are used, i.e. expression (5) and so on.

10 The terms “expected performance” and “expected level of performance” are interchangeable.

11 Shapiro and Titman (1992, p. 341) make a distinction between financial and real instruments: “The principal risk-reducing techniques that can be categorized as financial include lowering the firm’s debt-equity ratio, buying or selling forward or futures contracts, and buying insurance. Real adjustments include the adoption of production processes that reduce the degree of operating leverage, avoidance of high-risk projects, and abandonment of existing high risk products...” It will be clear that those instruments that are classified as real are likely to affect both the sensitivities to expected and unexpected risk factor changes, whereas those classified as financial only affect the sensitivities to unexpected factor changes.
the factor level and the sensitivity to the expected change of the risk factor. As regards risk, they affect the last term denoting the sensitivity to the unexpected change of the risk factor.

Three different kinds of instruments are distinguished in this paper. The first kind of instruments change the level of the sensitivity at time \( t \), and are called \textit{level changing instruments}. When a level changing instrument is applied the sensitivity change does not depend on the factor value. As a result, application of a level changing instrument leads to either an increase of the sensitivity to both positive and negative risks, or to a decrease of the sensitivity to these risks. The change in level can be denoted as \( \Delta b_t = c_{tL} \cdot \Delta \bar{f}_{U_t} \). Take a change in number of employees as an example of a level changing instrument. This change will probably affect the sensitivity to the wage rate.

Another kind of instruments are \textit{flexibility instruments}. A characteristic of flexibility instruments is that they make the sensitivity dependent on the realization of the unexpected factor change. Therefore, the effects of flexibility instruments are denoted as \( \Delta b_t = c_t \cdot e(\Delta \bar{f}_{U_t}) \). The symbol \( e(\Delta \bar{f}_{U_t}) \) indicates that the sensitivity depends on the factor change. The symbol \( c_t \) is used for scaling purposes. As an example take a machinery that can be used to make different products, so that the different demand in various stages of the business cycle can be met. Should the business cycle increase, it will be advantageous to change production to more luxurious and profitable products in order to benefit from the rise of the business cycle. In the opposite case it will be sensible to shift away from those luxurious products. Thus, it is clear that flexibility increases the possibilities to benefit from positive risks and to avert negative risks.

One important difference between level changing instruments and flexibility instruments is that the latter can be used to react to unexpected factor changes, whereas the decision to apply the first has to be made in advance, i.e. before the realization of the unexpected factor change.

The last category of instruments are \textit{transformation instruments}, which transform the unexpected change of the risk factor. Transformation instruments actually control the risk factor in order to keep the risks manageable. Their effect is denoted as \( \Delta b_t = c_{tF} \cdot T(\Delta \bar{f}_{U_t})/\Delta \bar{f}_{U_t} \). Again, \( c_{tF} \) is used for scaling purposes. The symbol \( T(\Delta \bar{f}_{U_t}) \) denotes that the factor change is transformed. The ratio \( T(\Delta \bar{f}_{U_t})/\Delta \bar{f}_{U_t} \) is used, because the transformed factor change should be related to the actual factor change. A simple example of transformation instruments is a cap. The cap transforms the unexpected changes of the risk factor: all realized values of the risk factor below the level of the cap remain unchanged, whereas those exceeding it are limited by the level determined by the cap. For instance, an interest rate cap of 7% guarantees the buyer of the cap that he pays the variable interest rate on the amount borrowed if the rate is lower than 7%, whereas only 7% interest has to be paid if the rate exceeds 7%. Accordingly, interest rate caps can be used to reduce the risk of a rise in the interest rate.

In order to make the instrument concept more concrete, Table 1 presents some examples of instruments from practice. As a first example of a level changing instrument a change in production level is mentioned. Since such a change similarly affects the consequences of positive and negative risks, it is called a level changing instrument. Similar arguments hold for passing on input price changes to customers; Avoiding high risk projects.

As examples of flexibility instruments, all contingent claims the firm has can be mentioned. Risk is managed by keeping flexible, which enables the firm to react upon the realization of the unexpected factor.

---

12 In this section, \( \Delta b_t \) is used to denote \( \Delta b_{U_t}, \Delta b_{L_t}, \) and \( \Delta b_{U_t} \).
changes. For instance, in case the demand for a factory's product turns out to be far too low, a shut down option may be valuable. In the finance literature, these options are referred to as real options.

Examples of transformation instruments, actually are all financial contracts that serve to transform the future values of the risk factors. Thus, all fixed price contracts, minimum delivery contracts and so on can be seen as examples of them.

6. The impact of instruments on risk

In this section the influence of instruments on the sensitivity to the unexpected change in the risk factor, \( \Delta b_{U+1} \), will be discussed. Probability theory will be used to investigate the way in which risk is changed. First, the probability density function of unexpected, factor related performance \(^{13}\) is assumed to depend through sensitivities on the probability density functions of the risk factors. Then, it is investigated how changing the sensitivity by means of the various kinds of instruments discussed above, affects the probability density function of unexpected, factor related, performance. Finally, two techniques to reduce risks will be discussed. The analysis will be illustrated by an example.

In this example we use a one-period model from time \( t \) to \( t + 1 \). We assume that the interest rate is the only risk factor, that its expected value at \( t + 1 \) is 6\%, and that the probability density function (p.d.f.) of an unexpected change in the interest rate at \( t + 1 \) follows a normal distribution. This distribution is represented by the graph in Fig. 2. Furthermore, suppose someone borrowed $100,000.- at the variable interest rate described above. Accordingly, the sensitivity, \( "b_{Ut}" \), has the value of \(-($1000/1%)\), which implies that the change in interest costs is $1000 per one percent change in the interest rate. The sensitivity is independent of the unexpected change of the interest rate. This sensitivity is shown in the upper picture of Fig. 3. The middle picture presents the relation between the unexpected, factor related, change of performance and the unexpected change of the interest rate – i.e. in symbols, the relation between \( b_{Ut} \Delta f_{Ut+1} \) and \( \Delta f_{Ut+1} \). The lower picture displays the corresponding p.d.f. of the unexpected, factor related, change of performance, which can be obtained from the middle picture and the p.d.f. of the unexpected change of the interest rate.

Let us now investigate the influence of the three kinds of instruments on both the sensitivity and the unexpected, factor related, change of performance. Suppose that the borrower agrees to pay a fixed interest rate on the first $40,000.- borrowed. In fact, this can be seen as the application of a level changing instrument with \( \Delta b_{U+1} = c_1 = $400/1\% \). As a result, the sensitivity is increased from \(-$1000/1\%\) to \(-$600/1\%\), see the upper picture of Fig. 4. It is clear from the middle picture that decreasing the absolute value of the level of the sensitivity makes the linear relation between the unexpected, factor related, change of performance and the unexpected change of the risk factor less steep, and leads to a reduction of the variance of unexpected performance (Fig. 4, lower picture). It is seen that both positive and negative risks are reduced. An unexpected increase in the interest rate will be less harmful (than without application of the instrument). On the other hand, the firm will also benefit less from a drop in the interest rate.

To illustrate how flexibility instruments work, it is assumed that the sensitivity can be adapted to the realized value of the unexpected change of the risk

\(^{13}\) The term unexpected, factor related, performance refers to that part of unexpected performance that is related to unexpected changes of the risk factors. In the present analysis the residual error term, \( \eta_{t+1} \), is left out of consideration.
linear relation between the unexpected, factor related, change of performance and the unexpected change of the risk factor is split (Fig. 5, middle picture), and the p.d.f. of unexpected, factor related, change of performance is skewed to the right (Fig. 5, lower picture), thus increasing the possibility of higher unexpected, factor related, change of perfor-

Fig. 3. Without instruments.

Fig. 4. The influence of a level changing instrument.
Evidently, flexibility instruments avert negative risks, while enabling the firm to profit from positive risks. To clarify the influence of transformation instruments assume that a cap at 7% has been bought, i.e. a contract is made to ensure that the current interest rate has to be paid for all interest rates lower than or equal to 7%, but for all interest rates higher than 7% an interest rate of only 7% has to be paid. The corresponding transformation function is: $c_u = \frac{\$1000}{1\%}$, and $T(\Delta f_{U_{t+1}})/\Delta f_{U_{t+1}} = 0$ if $\Delta f_{U_{t+1}} < (7\% - 6\%) = 1\%$, and $T(\Delta f_{U_{t+1}}) = (1 - (1/\Delta f_{U_{t+1}}))$ if $\Delta f_{U_{t+1}} \geq 1\%$. Accordingly, the sensitivity equals $b_{U_t} + \Delta b_{U_{t+1}} = \frac{\$1000}{1\%}$ if $\Delta f_{U_{t+1}} < 1\%$, and $-\frac{\$1000}{\Delta f_{U_{t+1}}}$ if $\Delta f_{U_{t+1}} \geq 1\%$. 

Fig. 5. The influence of a flexibility instrument.

Fig. 6. The influence of a transformation instrument.
1%. It is seen that, in case of changes of more than 1%, the absolute value of the sensitivity gradually decreases (see the upper picture of Fig. 6), and that the unexpected, factor related, change of performance as a function of the unexpected change of the risk factor becomes constant (middle picture). The result is that the p.d.f. of unexpected, factor related, change of performance is truncated (lower picture). It should be stated that the probability of unexpected performance can also adapt other shapes when transformation instruments are applied. For instance, were the risk factor transformed by closing a contract with fixed interest rate, then uncertainty in unexpected performance would be reduced completely.

7. The impact of instruments on the expected level of performance

As far as the expected level of performance is concerned, instruments can influence the fixed term, \( \Delta a_{t+1} \), the sensitivity to the level of the risk factor, \( \Delta b_{E_{t+1}} \), and the sensitivity to the expected change of the risk factor \( \Delta b_{E_{r+1}} \). As mentioned before, \( \Delta a_{t+1} \) represents a not factor related change in performance. An example of \( \Delta a_{t} \) are the costs to be paid for an instrument that changes the sensitivity.

It is easier to analyze the influence of instruments on \( \Delta b_{E_{r+1}} \) and \( \Delta b_{E_{r+1}} \) than on \( \Delta b_{E_{r+1}} \), because \( f_{U_{r}} \) and \( f_{E_{r}} \) are non-stochastic in contrast to \( f_{E_{r+1}} \). As a result, the consequences for the various probability density functions do not have to be analyzed, and only the value of the function describing the instrument has to be computed given the level of the factor value and/or the expected change of the factor value.

The analyses are simple. Level changing instruments cause \( \Delta b_{E_{r+1}} \) to become \( c_{r} \). Flexibility instruments cause \( \Delta b_{E_{r+1}} \) to become \( c_{r} \cdot e(\Delta f_{E_{r+1}}) \). Transformation instruments cause \( \Delta b_{E_{r+1}} \) to become \( c_{r} \cdot T(\Delta f_{E_{r+1}}) / \Delta f_{E_{r+1}} \). The same holds for \( \Delta b_{E_{r+1}} \).

Especially when real instruments are applied to reduce risks, the consequences of instruments for the expected level of performance may be large. After all, real instruments, such as a production shift, not only affect the sensitivity to the unexpected factor change, but also are likely to affect the level of the sensitivity and the sensitivity to the expected factor change.

8. The trade-off between risk and the expected level of performance

After the analysis of the influence of instruments on risk and the expected level of performance, the question becomes how the decision maker can choose between the different alternatives. The answer depends on the set of alternatives and on the information available on the decision maker’s preferences. Furthermore, it depends on the possible market prices relating to the risk factors. Examples of priced risk factors are the oil price and the interest rate.

However, there may also be risk factors which are not priced and which are nevertheless important to the decision maker. Here one can think of the wage rate and the business cycle. In these cases the decision maker should make a trade-off between the risks and returns of the different alternatives. One may sometimes assume that a Multi-Attribute Utility Function can be used to describe the decision maker’s preferences. The choice between different alternatives then becomes one of choosing the alternative with the highest expected utility (see e.g. Keeney and Raiffa, 1976).

Sometimes it suffices to assume that the decision makers are utility maximizing and risk averse. These decision makers can be shown to:
- always apply an instrument if it increases expected performance and decreases risk;
- never apply an instrument that decreases expected performance and increases risk;
- make a trade-off if both risk and expected performance either increase or decrease simultaneously.

In our framework, risk is reduced when (Vermeulen, 1994)

\[ | b_{U_{r}} + \Delta b_{E_{r+1}} | < | b_{U_{r}} |. \]  

Thus, a reduction in risk implies a decrease in the value of a positive sensitivity and an increase in the value of a negative sensitivity. This situation is also shown in Figs. 3 and 4.

Expected performance is increased when

\[ \Delta a_{t+1} + \Delta b_{L_{r+1}} f_{t} + \Delta b_{E_{r+1}} \Delta f_{E_{r+1}} > 0. \]
In many practical cases $\Delta b_{Lt+1}$, $\Delta b_{Et+1}$, and $\Delta b_{Ut+1}$ may have nearly the same values. Consequently, a change in expected performance often accompanies a change in risk.

Since the method presented in this paper is applied to a multitude of risk factors trade-offs between the increase in expected performance on the one hand and the sensitivities to the various risk factors should be made. This situation becomes much more complicated and it will often be hard if not impossible to define a reliable multi-attribute-utility function. In such case, an abundance of multiple criteria decision methods exists.

9. An illustration

The trade-off mentioned in Section 8 will be illustrated here by a numerical example. The analysis consists of first considering the influence of a replacement decision on the expected level of performance, then on risk, and finally on the trade-off between these two. All relevant terms concerning the analysis can be found in expression (7), which is repeated as:

$$IIR_{t+1} = \Delta a_{t+1} + \Delta b_{Lt+1} f_t + \Delta b_{Et+1} f_{Et+1} + \Delta b_{Ut+1} f_{Ut+1}. \tag{10}$$

Assume that a car factory's management wishes to reduce its energy price sensitivity by buying more efficient machines. Suppose that changing the old machines for new ones costs $100,000, assume furthermore that the new machines use 2 million kilowatt hours (hereafter: kWh) less energy. The consequences of this decision are as follows. The fixed costs connected to the decision are $\Delta a_{t+1} = -$100,000. Secondly, we assume that the change in sensitivity to the factor level, the expected factor change and the unexpected factor change are equal to each other, thus $\Delta b_{Ut+1} = \Delta b_{Et+1} = \Delta b_{Lt+1} = \Delta b_{t+1} = 2$ million kWh. Hence, $\Delta b_{Lt+1} \cdot f_t + \Delta b_{Et+1} \cdot f_{Et+1} = \Delta b_{t+1} \cdot f_{Et+1} = 2$ million$ \cdot f_{Et+1}$. Assume that the expected energy price is $0.15 per kWh, then replacement leads to an advantage of 2 million$ \cdot 0.15 = 300,000$. On balance, replacement increases expected performance by $300,000 - 100,000 = 200,000$.

As regards risk, the negative sensitivity to unexpected changes in the energy price will decrease by $\Delta b_{Ut+1} = 2$ million kWh as well. This change in the level of the sensitivity will cause a decrease in the variance of unexpected performance (refer to Figs. 3 and 4 for an illustration).

The conclusion is that given this analysis the firm should replace old machines by new ones, since this change implies an increase in expected performance and a decrease in risk as far as the sensitivity to the energy price is concerned.

10. Conclusion and discussion

In this paper we presented a framework for analyzing the influence of instruments on risk and the expected level of performance. For this purpose we first developed a basic model that relates the firm’s performance to risk factors through sensitivities.

Next, three kinds of instruments were discussed that can be used to change the sensitivities: level changing instruments, flexibility instruments and transformation instruments. We investigated the influence of the various kinds of instruments on performance by analyzing their impact on the probability density function of performance. It appeared that level changing instruments change the variance of the probability density function of performance influencing the consequences of both positive and negative risks in the same direction. Flexibility instruments distort this probability density function, enabling the firm to take advantage of positive risks and to avert negative risks. The influence of transformation instruments on the probability distribution of unexpected performance depends heavily on the kind of transformation instrument used.

Furthermore, the influence of instruments on expected performance was analyzed. Especially for real instruments, the effect on the sensitivity to the risk factor level and the expected factor change may be large. Naturally, it was seen that, in many cases where instruments are applied, a trade-off has to be made between a reduction in risk on the one hand and a decrease in expected performance on the other. However, if the sensitivity to a risk factor is negative (which was the case in the example presented in
Section 9), a reduction in risk and an increase in performance may go together.

One may wonder whether this approach can also be applied in practice, and how, for example, numerical problems in estimating the sensitivities are solved. Without going into detail we will say something about these problems and their solutions. In Vermeulen (1994) it is described how the sensitivities of Dutch bakeries for various risk factors, can be estimated. To this end, it is assumed that the sensitivities can be explained by firm characteristics. Next, in determining the sensitivities of the bakeries, a data set containing observations of 53 bakeries over 6 years was used. Since the sensitivities were explained by firm characteristics, the data could be pooled and panel techniques could be used to estimate the influence of the characteristics on the sensitivities. Next, also the sensitivities themselves could be computed. The same technique was used to estimate the sensitivities of Dutch manufacturing and retail industries, see respectively Vermeulen et al. (1993) and Vermeulen (1993).

An abundance of similar and related applications exists in performance evaluation (see e.g. Barnea et al. (1975) and Vermeulen et al. (1994), and Sprokon and Vermeulen (1994)) and in accounting (see Lev (1980) for example).
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