Reliability of Railway Systems

Railway transport plays a key role in mobility in the Netherlands and other countries. It has been recognized that the on-time performance is one of the key performance indicators in railway transport. Many different internal and external factors cause the train operations to be disturbed. Moreover, incurred delays are often propagated to other trains and to other parts of the network. The societal, managerial, and scientific relevance of research on the on-time performance of railway systems are eminent. This thesis provides a clear picture of the reliability of railway systems. A railway system can be considered as a very large and complex stochastic dynamic system. “Reliability of Railway Systems” describes mathematical models for the evaluation and optimization of railway timetables. Special attention is given to the allocation of running time supplements. These supplements can be very useful in containing delay propagation. However, the effectiveness of these supplements highly depends on the location within a train line. A surprising, but potentially effective supplement allocation rule is developed to decrease the propagation of delays. Another important subject is the heterogeneity of train traffic, or in other words the speed differences. Besides showing a strong correlation between speed differences and reliability, new measures were developed to capture the heterogeneity. Furthermore, an innovative stochastic linear program is presented that is not only able to evaluate, but also to optimize timetables. It integrates most railway dependencies, and it directly optimizes the average arrival delays. The model shows that considerable improvements are possible with respect to the current timetable in the Netherlands. Several variants of the model are described, such that the model can be used for a wide range of problems.
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Chapter 1

Introduction

The growing mobility in the Netherlands puts pressure on both the road and the railway network (V&W, 2000). High quality railway services are needed to facilitate the increasing numbers of passengers and goods. This is necessary to relieve the already congested roads. Especially in the crowded western part of the Netherlands, public transport plays a key role in the accessibility of urban areas. This is one of the key factors for economic growth. The same situation can be found in other urban areas throughout Europe.

The high costs of railway infrastructure ask for an increased utilization of the existing infrastructure. Since the Netherlands have one of the busiest railway networks in the world (Poort, 2002), this network is very vulnerable to disturbances. Keeping everything else the same, an even higher capacity consumption would only lead to an even larger vulnerability, whereas it is well known from queueing theory that average waiting times increase rapidly when a stochastic system approaches saturation (Tijms, 2003). Furthermore, a higher capacity consumption of the network also increases the snowball effect of delays.

Attractive railway services can only be offered with more reliable rolling stock and a more reliable infrastructure. However, to keep a high quality standard of operations, smarter methods of timetable construction are indispensable, since existing methods have major shortcomings. This thesis is a first step in that direction: this thesis discusses the improvement of railway reliability. More specifically, it studies the development of tools and guidelines which are helpful in the construction of reliable timetables.
Chapter 1. Introduction

1.1 Railway Developments in the Netherlands

1.1.1 The Dutch Railway Industry

In 1988 the Dutch government published the report “Second scheme for the structure of traffic and transport” (V&W, 1988) to give its view on traffic and transport in the long run. Using this report as a reference point, Netherlands Railways (in Dutch Nederlandse Spoorwegen or NS) started the project “Rail 21” that same year (NS, 1988, 1990, 1992). At that time, NS were more or less the only player in the Dutch railway market. It owned and maintained the infrastructure, and it operated both the cargo and passenger trains.

Developing their railway policy, the government and NS had to work in accordance with a directive of the European Union (EC, 1991). This directive states that the operations of railway traffic and the management of railway infrastructure should be separated. The impact of the directive on the Dutch situation was studied by the commission Wijffels and the commission Brokx (Wijffels et al., 1992, Commission Brokx, 1995), and by NS themselves (NS, 1994).

The government decided that NS had to be divided into a train operating and an infrastructure managing part. Moreover, the operating part should gain independence. Furthermore, competition was supported in an attempt to bring more efficiency into public transport. This led to several operators on one hand, and governmental infrastructure managers on the other hand.

The old NS from before this process have been divided into five parts: a reduced NS operating under the old name, Railion, Rail Traffic Control, Rail Infrastructure Management and Railned. The reduced NS are only responsible for operating the passenger trains on the Dutch network. Although it is officially an independent company since 1995, all the shares are still owned by the Dutch government. The former NS Cargo, responsible for freight trains, has merged with Deutsche Bahn Cargo under the new name Railion. Rail Traffic Control is responsible for operating the signals and switches, and for dispatching in case of disturbances. Rail Infrastructure Management is responsible for building new, and maintaining existing infrastructures. In addition to the tracks, this also includes the catenary and the signaling system. Finally, Railned is what could be called the railway capacity coordinator or railway referee. For each operating year, lasting from December to the next December, Railned allocates the network capacity among the operators. Furthermore, Railned is responsible for safety and it performs long term capacity research. These three organizations, Rail Traffic Control, Rail Infrastructure Management, and Railned, are directly working for and on account of the government. Since 2003 they operate
under the common name ProRail, and they officially merged in 2005. The railway safety section was transferred to the Ministry of Transport.

Besides NS and Railion, several other operators have entered the Dutch railway market. Figure 1.1 shows the Dutch railway network and its passenger operators. At present, four passenger operators are active, of which NS are still by far the largest. NoordNed operates a few lines in the northern part of the country, Syntus is active in the east, and Connexxion operates another small line in the east. These lines in the north and the east have been tendered and won by the respective operator. At this moment and in the near future, many more peripheral lines, now operated by NS, have to be tendered. NS will bid on most of these lines as well. Until 2015, NS have the exclusive right of operating passenger trains on the core network, which is the backbone of the Dutch passenger train services. Additionally, NS offer international services in cooperation with foreign railway operators.

Unlike the passenger traffic, cargo operators do not have their own lines. In theory they are allowed to operate on the whole network. Railion, which includes the former NS Cargo, is still the largest cargo operator. The most important other freight operators are ACTS, Rail4Chem and ERS.

After its division, the reduced NS radically increased the number of passenger trains in the western and central parts of the Netherlands in 1996. Aided by a booming economy this led to a large increase in the number of passengers. However, the increased capacity consumption of the tracks is at least partially the reason for a decline in punctuality in 1996 and 1997 (see Figure 1.2, and Section 1.2 for the definition of punctuality). However, during the next few years the punctuality was on the rise again until mid 2000.

Then NS experienced a sudden, but rapid decline in punctuality. This decline was due to a shortage of rolling stock and personnel, newly structured crew schedules disliked by the personnel (see Nordbeck, 2003), bad communication between and within railway organizations, and a deteriorating state of the infrastructure. In January 2002, the CEO of NS had to resign, due to a punctuality figure of 79.9%, just short of the 80% agreed upon with the Ministry of Transport.

New incoming rolling stock, newly recruited train personnel, an agreement about new crew schedules, improved communication, and large investments in the infrastructure have all helped to improve the railway reliability. The 3-minute arrival punctuality was 86.0% over 2004.

Meanwhile, in 2000, the Dutch government published its view on transport, including railway transport, in the National Traffic and Transport Plan (V&W, 2000), which is a result of the “Second scheme for the structure of traffic and transport”, the
Figure 1.1: Dutch network and passenger operators (2004).
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Figure 1.2: Punctuality in the Netherlands: 1995-2004. RailVerkeersleiding, 2004

EC-directive, privatization, competition, and other developments during the 1990’s. It envisages a demand increase of 70% (and 100% in the west) for passenger railway transport, and an increase of 100% for cargo transport until 2020.

This forecasted increase, together with the punctuality problems, forced all parties in the railway sector to cooperate and to work out a plan. Without intelligent solutions it is impossible to facilitate a 70% to 100% demand increase on the already crowded Dutch railway network. The Dutch Ministry of Transport, the governmental organization ProRail, the passenger operator NS, and the cargo operators Railion, ACTS and Rail4Chem now work together in the project “Utilize and Build”. In this project, the participants search for intelligent ways to increase the utilization and to improve the reliability at the same time. A summary of their ideas can be found in NS et al. (2003).

In 2007, several important infrastructure extensions will be finished. The high speed line from Amsterdam (in fact Schiphol Airport) via Rotterdam to Brussels and Paris (HSL-South, see Figure 1.1) will be ready. This line is for passenger traffic only, and will be operated by the High Speed Alliance (HSA), a joint-venture of NS (90%) and Air France-KLM (10%). A new cargo line, the Betuwe Route (see Figure 1.1),
will connect the port of Rotterdam with its German hinterland. The cargo on this line will probably be transported by several operators. A final important project to be finished then, is the doubling of the line Amsterdam–Utrecht from 2 to 4 tracks. As part of the core network, passenger services will be operated by NS on this line. Also the cargo services will continue to be operated on this line. Where a new yearly passenger timetable usually shows a large resemblance with the one of the year before, a complete redesign is expected for the 2007 timetable.

1.1.2 Structure of Netherlands Railways

NS are by far the largest passenger operator in the Netherlands. Because of the particular focus in this thesis on Dutch passenger trains, NS timetables were used for the practical cases worked out in later chapters. A short overview of NS is given here to better understand their role and that of others in reliability improvement.

Officially, NS were transferred into an independent company in 1995. However, 100% of their shares are still owned by the government, but the government has little direct influence on the policies of the company. This is due to the fact that shareholders can not dismiss the Executive Board. However, there are still many financial and political ties between the government and NS, such as the Performance Contract (see later in this section).

The main responsibility of NS involves the passenger railway services on most of the Dutch railway network. As described above, most other tasks and responsibilities have been transferred to other organizations.

To offer high quality railway services for its clients, NS defined five main goals: (i) running on time, (ii) providing information and service, (iii) contributing to personal safety, (iv) creating sufficient transport capacity, and (v) offering clean trains and stations (NS, 2004a).

The organizational structure of NS in 2004 can be found in Figure 1.3. The NS organization is supported by ten corporate departments, such as Finance and Administration, and Corporate Communication, which are part of the NS Holding. The six dark colored organizations at the bottom of the figure form the core of the company. A short outline of these business units is given below. Furthermore there are three supporting companies: NS Education, NS Insurance, and NS Personnel Administration. Finally, NS has many subsidiaries. The HSA, for operating the Dutch high speed line, was already mentioned. Another important subsidiary is Strukton, a railway construction company. Below we briefly list the activities of each business unit.
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• **NS Commerce**  NS Commerce translates the vision of NS and the desires of the passengers into coherent designs and specifications of products. This should lead to a better service for the clients.

• **NS International**  NS International runs, in cooperation with foreign railway companies, trains to Belgium, France, England, Germany and Switzerland.

• **NedTrain**  NedTrain is responsible for the availability, safety and quality of the rolling stock. NedTrain cleans the train units, refuels them if necessary, is responsible for the maintenance, and sometimes refurbishes the rolling stock.

• **NS Passengers**  The core business of NS is transporting passengers from A to B. Having said that, NS Passengers (in Dutch *NS Reizigers* or *NSR*), is without doubt the core of the company. It is responsible for offering train services to its clients. After planning the timetable, the rolling stock and train crew, it is also responsible for operating these plans.

• **NS Stations**  NS Stations manages everything at and around stations. It makes sure that the stations are clean and maintained, it is responsible for ticket sales and services to the passengers, and it exploits the shops and restaurants in the stations. Sometimes they are also responsible for parking lots and other areas around a station.

• **NS Real Estate**  NS own much of the real estate at and around stations. NS Real Estate invests in these areas, and develops attractive new business locations, all at top locations near public transport nodes.

![Organization structure of NS](image-url)

Figure 1.3: Organization structure of NS (NS (Nederlandse Spoorwegen), 2004c).
Each day, NS operate about 5,000 passenger trains on a network of 2,800 km for close to 325,000 train kilometers. There are about 1,000,000 passenger journeys each day, with an average length of 44 km. The crisscrossed network of 100 different train lines along the 380 stations makes sure that almost 80% of the passenger trips is made without transfer. The 2,750 passenger coaches have about 225,000 seats available.

NS have over 24,800 employees and a total turnover of €2.7 billion in 2004. NS as a whole earned a profit of €144 million. The passenger services of NSR earned a profit for the first time in several years (€49 million). The remainder of the profit is mainly generated by NS Stations and NS Real Estate.

Contracts

The so-called Performance Contract between the Ministry of Transport and NS gives NS the exclusive right of operating passenger trains on the core network until 2015. Figure 1.1 shows this core network. In return, NS have to offer a minimal service frequency, and they have to achieve a certain percentage of on-time arrivals of their passenger trains. NS will incur a fine if this percentage is not achieved. On the other hand, they will receive a premium when they can increase the number of passengers during the morning rush hours. Furthermore, upper limits on ticket prices are defined in the contract.

In order to compensate passengers for the mediocre performance by then, NS did not increase its ticket prices on January 1, 2002. Because of improved performance over that same year, NS wanted to implement the 2002 increase on December 31, 2002, followed by the regular increase of 2003 on the next day. Due to protests of the passenger organizations, this was forbidden in court. However, NS reached an agreement with the same passenger organizations: the Agreement on Price Increase. This agreement allows NS to increase its prices (on top of the regular increase) when the punctuality reaches a certain level. Here punctuality is the percentage of trains arriving at a major station with a delay less than three minutes. In fact, a 2.075% increase was allowed, and was already implemented in July 2004, when a punctuality of 84.4% over a twelve month period was reached. A second increase of 2.075% is allowed when NS reach a punctuality of 86.8%.

Both the Performance Contract and the Agreement on Price Increase contain explicit punctuality figures for NS. By reaching those punctualities, NS avoid penalties and further price increases are allowed. Additionally, in December 2004, the Dutch parliament has summoned the Minister of Transport to formulate stricter punctuality goals for NS. This stresses the importance of punctuality.
1.2 Reliability, Robustness, Stability, and Punctuality

The practical railway environment for this research was sketched in Section 1.1. In this section a few more theoretical concepts are discussed, which are important for understanding the thesis. Most of the thesis is built around these concepts. The first concept is reliability.

**Reliability** Reliability is the ability of a system or component to perform its required functions under stated conditions for a specified period of time (IEEE 1990).

Often used measures for reliability are the Mean Time Between Failures and the percentage of the planned processes that is completed in time. However, a wide range of definitions can be found, mainly depending on the system or application. Google (2005) already provides about 25 definitions.

In this thesis, the term reliability is used quite broadly. When a railway system is reliable, the trains run properly most of the time. This means that most of the passengers and goods are transported at the scheduled time. Only a small portion of the trains has delays or is not operated at all. Both the average delay and the variation in the delays are low.

Although reliability is obviously an important characteristic of any transportation system, it is difficult to give an unambiguous quantification for railways. Rietveld et al. (2001) provide the reader with seven possible measures:

1. punctuality, i.e. the probability that a train arrives less than \( x \) minutes late;
2. the probability of an early departure;
3. the mean difference between the expected arrival time and the scheduled arrival time;
4. the mean delay of an arrival given that one arrives late;
5. the mean delay of an arrival given that one arrives more than \( x \) minutes late;
6. the standard deviation of arrival times;
7. the adjusted standard deviation of the arrival times (ignoring the early arrivals), and various other more complex measures to represent the seriousness of unreliability.

However, many more measures for reliability exist. Our reliability objective in most of this thesis is similar to point (3): minimize the positive difference between the arrival times in operations and the scheduled arrival times. Minimizing this aspect has in many cases beneficial effects on all others.

Two other concepts are highly correlated to reliability and need to be introduced as well, viz. robustness and stability.
Robustness  The robustness of a railway system indicates the influenceability of the system by disturbances (see below). A robust railway system can function fairly well under difficult circumstances. When a railway system is not robust, small external influences cause large delays which propagate quickly throughout the system in place and time.

Stability  The formal engineering definition of stability is that a (repetitive) system is stable if it is able to perform its planned jobs within the planned time under undisturbed circumstances. The stability of a railway system is interpreted broader here, because we are also interested in the system’s ability to return to normal circumstances. Therefore, stability is a measure for the time and effort which are needed to return to normal operations after a disturbance. A disturbed situation can, in a stable environment, return to normal operations quickly. When a system is instable, traffic will be irregular for a long time.

Also the following concepts are relevant:

Arrival and departure delays  A delay is the positive difference between the planned time of an event and its actual realization time. In railway systems an event is a departure, an arrival or a passing time.

Disturbances  Disturbances are mistakes, malfunctions or deviating conditions within a railway system or its environment, which can influence the railway traffic. Disturbances have many different causes, for which many different railway organizations are responsible. Moreover, a sizable portion of the disturbances has an external cause. For these external causes it is difficult and expensive to reduce their occurrence. Section 2.4 discusses disturbances in more detail.

Primary delays  Primary delays, also called initial delays or source delays, are those delays which are not caused by other delayed trains. They are caused by a disturbance as described above. Note that slack in the timetable can reduce the size of a disturbance before it is measured as primary delay.

Secondary delays  Secondary delays, or knock-on delays, are delays which are caused by earlier delays. Due to the interdependencies in railway systems, which are described in Section 2.5, a large part of the delays consists of secondary delays. The crowdedness of the Dutch railway network induces strong dependencies between train services. However, to date there is little quantitative insight in these dependencies. The dependencies are created by the timetable and other logistic plans, such as the rolling stock circulation. Because most railway experts in the Netherlands believe
that there are more secondary than primary delays, it is worthwhile to look into them. Costs to reduce the disturbances and primary delays are usually high. Therefore this thesis aims at finding possibilities to reduce the dependencies within the railway plans, and the consequent secondary delays, at much lower costs.

Note that passengers do not see the difference between primary and secondary delays. For them a delay is a delay.

**Punctuality** One of the most used performance measures in railway systems is punctuality. In railway systems this is the percentage of trains arriving within a certain margin from the scheduled arrival time. Several official contracts between NS on one hand, and the government or passenger organizations on the other hand, use the 3-minute arrival punctuality as the key performance indicator. Other performance indicators are discussed in Section 2.7.

Despite the perception of the Dutch public and government, the on-time performance of trains is relatively high in the Netherlands. Figure 1.4 shows a punctuality comparison with other European countries from 2000. This is with a 5-minute margin, as is common in international comparisons. We see that, by then, Switzerland was the champion, but the Netherlands were number two, just ahead of Germany, Denmark, Belgium and France.

![Punctuality in Europe](image)

Figure 1.4: Punctuality in Europe (5 minutes; NS (2000)).
Network utilization This relatively high punctuality is attained despite the high utilization of the Dutch railway network. Here, the utilization is measured as the number of train kilometers per network kilometer per year. Figure 1.5 shows the network utilization in several European countries. When the utilization is high, there is a high probability of delay propagation, which leads to a lower punctuality.

Another utilization comparison could be made with dense metro networks. In fact the London Underground and the Metro of Paris have utilizations, which are 3 and 4 times higher than the Dutch network, respectively (151,000 and 208,000 train kilometers per network kilometer per year). However, metro systems have at least three advantages over national railway networks. First of all, minimal headways are much smaller in metro systems, due to the much smaller maximum speeds and resulting breaking distances. Secondly, metro lines are usually physically independent of each other, which simplifies operations. Furthermore, as opposed to heavy rail systems, most metros are operated with the same stopping pattern. This means that metros can run closely behind each other over longer distances. With the speed differences that exist in national railway traffic, this is impossible.

A utilization comparison of the Netherlands can be made with the German state North Rhine Westphalia. Table 1.1 shows that they have a comparable size and population. The Netherlands has a large population concentration in the western
part of the country, just like North Rhine Westphalia has in the Ruhr area. The number of train kilometers in the Netherlands is 18% higher than in North Rhine Westphalia. However, the railway network of the Netherlands is only 53% of the network of North Rhine Westphalia. This means that the Dutch network is more than twice as crowded.

<table>
<thead>
<tr>
<th></th>
<th>Netherlands</th>
<th>N.R. Westphalia</th>
</tr>
</thead>
<tbody>
<tr>
<td>land area (square kilometer)</td>
<td>34,000</td>
<td>34,000</td>
</tr>
<tr>
<td>population</td>
<td>16,000,000</td>
<td>18,000,000</td>
</tr>
<tr>
<td>large urban area</td>
<td>Randstad</td>
<td>Ruhr area</td>
</tr>
<tr>
<td>train kilometers per year</td>
<td>131,000,000</td>
<td>111,000,000</td>
</tr>
<tr>
<td>railway network length (km)</td>
<td>2,811</td>
<td>5,300</td>
</tr>
</tbody>
</table>

Table 1.1: Comparison of the Netherlands and North Rhine Westphalia.

**Punctuality Improvement**  The foregoing should make clear that it is important for railway companies to achieve high punctuality figures. This is not only to fulfill their contracts, but also to attract passengers for sustainable operations in the future. Several options are open to improve punctuality.

- **External factors**  Much of the unreliability of the railway services is caused by external factors, such as suicides, accidents and bad weather conditions. Unfortunately, these factors can hardly be influenced. However, changing level road-rail crossings into level free crossings is a way to reduce external causes of delay, but it is quite costly.

- **Infrastructure**  To decrease the interdependencies between different trains, it can be helpful to build new infrastructure. Spare infrastructure can also be very helpful in case of disturbed train traffic. However, infrastructure extensions are very expensive. This is not about millions, but about hundreds of millions or even billions of euros.

  Besides the physical presence of the infrastructure, it also has to be dependable. In order to reduce the failure rates of the railway infrastructure, an intensified preventive maintenance process is required.

- **Rolling Stock**  Dependable rolling stock may certainly improve the reliability of a railway system. However, new rolling stock requires large amounts of money, and is not necessarily more reliable. Increased preventive maintenance could lead to more dependable rolling stock.
• **Timetables** Constructing timetables with less dependencies between the train services can also increase the punctuality. However, this must not hurt other important timetable characteristics such as planned travel times. Moreover, it is not at all straightforward how to construct timetables with less dependencies.

This thesis aims at the last point: finding ideas and methods to construct timetables which are more reliable. The precise aim of this research is described in the next section.

A further discussion of punctuality, disturbances, track utilization and passenger perception can be found in Dekker and Vromans (2001) and Palm (2004), among others.

### 1.3 Aim and Scope of the Thesis

The aim of this thesis is to develop planning rules, which explicitly deal with punctuality. For most changes in railway planning it is quite clear whether they have a positive or a negative influence on punctuality. Some of them, however, have both a positive and a negative impact. Then it may be hard to tell which influence is the dominant one. Even more importantly, it is very hard, if not impossible, to quantitatively relate planning characteristics to punctuality and stability.

In addition, a number of planning rules at NS evolved over time to what they are today. Although they are based on 160 years of experience, they have never been verified scientifically.

In the whole search for a high punctuality, the passengers should not be forgotten. Some measures to improve punctuality have no or little effect for passengers besides a better reliability of the timetable. However, other punctuality increasing measures may also have passenger unfriendly effects. It can be imagined, for example, that spreading trains over the hour at a transfer station decreases the interdependence of the trains at that station. In that way, punctuality will probably rise, but transfer times will also increase.

*The central issue in this thesis is to develop rules and instruments for supporting the generation of more reliable timetables.*

This issue is so extensive and complicated, that it should be tackled piecewise. In a later stage small sub-problems can either be extended or combined.

The following five research steps will guide the research towards a better understanding of punctuality, reliability, stability and robustness.
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1. Describe determinants of punctuality  
   Describe the influence of planning rules and other aspects on punctuality.

2. Estimate the impact of different aspects on punctuality  
   Quantify the influences of planning characteristics on delays and punctuality.

3. Compare the quality of different timetables  
   Develop models or tools which can be used to compare timetable scenarios based on stability and robustness.

4. Apply the theoretical models in practical cases  
   Use these models to verify the appropriateness of current planning rules applied by railway companies with respect to punctuality, stability and robustness.

5. Improve the timetable  
   Develop generic models to construct and optimize timetables with respect to delays and other quantitative objectives.

For all practical implications of these steps, the Dutch situation will be studied, and, more specifically, that of NS, as a reference.

Furthermore, note that only “small” disturbances can be taken into account when planning railway traffic. It is impossible to develop a reasonable timetable which is capable of absorbing large disturbances. Additionally, dispatching rules, which are generally applied in case of large delays, are often unpredictable and hard to model. Therefore the research focuses on small delays only.

1.4 Relevance of the Thesis

1.4.1 Scientific Relevance

A railway system can be considered as a very large and complex stochastic dynamic system. This system is already interesting by itself. Theory on stochastic systems commonly concerns simple systems. Large, complex systems are usually analyzed with deterministic methods. Many authors have reported on deterministic optimization of railway systems over the last twenty years. Models including the stochastic behavior of railway traffic are only emerging now. The complicated relations and the uncertainties in railways lead to scientifically challenging problems in the field of transportation science.

One of the objectives of this research project is to give insight into the appropriateness of certain performance indicators for a priori evaluating the logistic plans
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underlying such a stochastic dynamic system. The appropriateness of these performance indicators will be judged on their capability to guide the design of a stochastic dynamic system with a high robustness and a high stability. Since general knowledge on such performance indicators hardly exists, it is a challenging scientific problem to create this knowledge.

Furthermore, a stochastic dynamic system can be modeled based on several alternative modeling approaches, such as simulation or queueing models. Each approach has certain advantages and disadvantages. This research project will give more insight into these advantages and disadvantages. In this thesis, an important criterion will be the practical applicability of the alternative approaches. The final achievement of this thesis is a symbiosis of these methods. The resulting model is a powerful timetable optimization tool.

The scientific relevance of our thesis is stressed by the scientific appreciation of the joint papers Reliability and Heterogeneity of Railway Services (Vromans et al., 2006), and Stochastic Optimization of Railway Timetables (Vromans and Kroon, 2004). These are based on the research described in Chapters 5 and 6, respectively.

1.4.2 Social Relevance

As mobility is increasing and congestion is a large problem in the Netherlands, railway traffic will be increasingly important in the near future. The immense media attention for NS over the last period mirrors the public interest in high quality public transport.

Any improvement in public transport is good for the society as a whole. It will not only be beneficial for the user, but, with an increasing number of passengers, the non-users will find less cars on the road. The accessibility of the urban areas in the Netherlands largely depends on the success of public transport. Besides that, the environment benefits from public transport as well. To attract new passengers, the reliability of trains and buses has to be high. This mainly concerns the punctuality and the upholding of connections. The latter one is a result of the former.

1.4.3 Managerial Relevance

The managerial benefit of this research lies in the possibility for railway management to take better supported decisions concerning punctuality. Punctuality seems to be one of the most important features of railway transport to attract more passengers. But more importantly, NS have to pay millions of euros in fines to the government when they do not reach a certain level of punctuality. Furthermore, an agreement with the passenger organizations allows for additional ticket price increases.
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There are many possibilities for the improvement of punctuality. For example, after the disastrous fall of 2002, when 7% of all trains had to be canceled, a 17 million euro project was initiated to improve the punctuality. However, well-founded cost-benefit analyses are scarce, despite the enormous investments that are involved in some projects aimed at improving the punctuality. Decisions should be based on a quantitatively supported trade-off between the investments and the improvements in punctuality, other services and travel-characteristics.

Furthermore, our research has led to a better understanding of timetabling norms. Applying these insights will lead to more robust timetables, or give the current norms a scientific foundation.

1.5 Outline of the Thesis

Chapter 2 introduces the railway planning process to the reader, and more specifically the Dutch situation. It then also describes disturbances and delay propagation, and how planning can help to improve reliability. Furthermore, performance measures and perception are discussed. Finally a literature review is given.

In Chapter 3, existing timetabling models and timetable evaluation models are discussed. The first part focuses on timetabling models. More specifically, the timetabling tool DONS is discussed. Later, two types of timetable evaluation models are discussed. First, the focus is on models based on max-plus algebra. After that, simulation is addressed as a way to evaluate timetables. In particular, the simulation tool SIMONE is discussed.

In the following chapters several timetabling characteristics are investigated. Chapter 4 focuses on the distribution of running time supplements. This problem is researched by an analytical model, a numerical approach and simulation. All these methods show that the proportional supplement allocation used in practice is not optimal with regard to average arrival delays.

This is followed in Chapter 5 by a closer look at the influences of heterogeneity of railway traffic on the reliability. First, new heterogeneity measures are developed. Then both a theoretical and a practical simulation case are worked out. These cases both analyze the influence of the heterogeneity on reliability, and the appropriateness of the new heterogeneity measures.

In Chapter 6, an innovative stochastic optimization model is introduced. To the best of our knowledge, this is the first optimization model that takes the delay propagation explicitly into account. The model is able to decrease the average delay of existing timetables considerably within the model settings. The model can be used in different settings, of which the standard version can handle a large subnetwork.
Chapter 7 is the concluding chapter. First the results from the earlier chapters are discussed. Then we relate these results to the research questions, that are described in Section 1.3. Finally, some recommendations for further research are given.
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Timetabling and Delays

In a railway system, a timetable is a list of times when trains are supposed to arrive at or leave from a certain location. The timetable is a promise of the operator to the passengers, telling them when and where trains are planned to run.

The time difference between a departure at one station and the arrival at the next station is the running time between these two stations. The time between the arrival at a station and the consecutive departure from the same station is the dwell time. This dwell time enables passengers to alight or board the train. In general, public transport timetables are rounded to minutes.

This chapter starts with an introduction on timetabling. This is followed by a description of timetabling (Section 2.2) and dispatching practice (Section 2.3) in the Netherlands. Section 2.4 deals with disturbances. The interdependencies in railways and their resulting secondary delays are described in Section 2.5. Then Section 2.6 is dedicated to the implication of some important planning principles related to reliability. Furthermore several performance measures are described in Section 2.7. Finally, in Section 2.8 a literature overview on railway planning and timetable reliability is presented.

2.1 Introduction to Timetabling

Both for passengers and operators it is important to have timetables in public transport. The travelers use the timetable to plan their trips. For operators the timetable forms the basis for further planning, such as rolling stock planning and crew planning. For high frequency services, such as metros, timetables are sometimes not published externally, but they do exist internally at the operator for planning purposes. A
possible sequence of planning processes at a railway operating company is given in Figure 2.1. This figure is followed by a brief description of each of these planning phases. The main focus of this thesis is on timetabling.

Figure 2.1: Sequence of interdependent railway planning phases.

**Market demand and line planning** In railway planning it is important that travel demand and travel possibilities match. Starting from an estimated market demand, usually represented by an Origin-Destination Matrix, a line plan is worked out. This line plan includes the train lines, but no departure and arrival times. A train line consists of a departure station, an arrival station and the intermediate dwell stations. In general, a line is also defined for the opposite direction. Depending on the travel demand, it is to be decided how often a line has to be operated.

**Timetabling** When the line plan has been worked out, timetabling can proceed. For all train lines, departure and arrival times are defined at all stations which are passed. When timetabling the train lines, many restrictions and preferences have to be taken into account. A selection is described in the following.

First of all, technically minimal running times and dwell times have to be respected, to be able to operate the timetable. The technically minimal running time from $A$ to $B$ is defined such that the used type and amount of rolling stock can run from $A$ to $B$ in at most this technically minimal running time in at least 95% of the circumstances while obeying the safety system. However, this is hard to determine. In practice, the running time under ‘normal’ circumstances is calculated from the technical characteristics of the train or from test runs. Circumstances that influence the running times include wind speed, deviations in overhead power supply, the number of passengers and the train driver’s behavior. Some examples of these circumstances are described in the following intermezzo (Gielissen, 1983).

---

**Influences on the running time** Many circumstances influence the running time of a train. Although the maximal speed can almost always be reached by a train, several circumstances can have a sizable influence on the acceleration rate of a train. The examples of time losses and time
gains mentioned here are based on an acceleration from 0 to 140 km/h without any speed limitations.

The regular overhead power supply in the Netherlands is 1500 V. However, a decrease of power from 1600 V to 1400 V increases the time for accelerating from 0 to 140 km/h with 15 seconds.

Accelerating from 0 to 140 km/h with a headwind of 40 km/h instead of no wind at all makes a difference of about 5 seconds.

The weight of a train has also a large influence on the acceleration: 105 metric tons instead of 85 metric tons (a difference of about 250 passengers) costs around 10 seconds for accelerating from 0 to 140 km/h.

The accuracy of the top speed is another point of discussion here. Running a train at 130 km/h instead of 140 km/h implies a time loss of 2 seconds per kilometer; running 120 km/h costs even 4.3 seconds per kilometer. At lower speeds, a 10 km/h deviation implies even larger time losses: 30 km/h instead of 40 km/h extends the running time by 30 seconds each kilometer.

Two final notes have to be made. First it has to be recognized that the acceleration loss is incurred every time that the train has to accelerate: for a local train with many stops these acceleration losses can easily add up to several minutes. Secondly, note that a combination of negative circumstances may lead to more time loss than the sum of individual time losses may indicate.

Planned running times, which are rounded to minutes, between large nodes in the network have to be larger than the technically minimal running times. The positive difference between the planned running time and the technically minimal running time is called running time supplement. This difference does not only emerge from rounding, but is also put into the timetable on purpose to absorb possible small delays. Over short distances there are sometimes negative running time supplements. These have to be compensated by positive supplements before a large node is reached. The allocation of running time supplements in timetables is discussed thoroughly in Chapters 4 and 6.

Many infrastructural or safety constraints have also to be respected in timetabling: a track, a switch or a platform can only be reserved and used by one train at a time.
Because of safety, it is necessary to have a certain distance (or headway) between the trains, which is determined by the safety system.

Furthermore, there are many market demands. These are abstracted from the passenger demand. Due to the fact that the line plan does not offer direct connections for all passengers, passengers sometimes have to transfer. Besides the time that is needed to go from one train to another, these transfer times should be scheduled as short as possible, to avoid excessive waiting times.

An additional passenger preference is explained in Figure 2.2. Assume both lines, A-B-C and A-B-D, are operated once per hour. This implies that there are two services per hour from A to B. It is desirable to have these services in 30-minute intervals, and not at, for example, alternating headways of 15 and 45 minutes.

Finally, there are logistic preferences which originate from the operator. For example, to have a more efficient timetable, layover times at line endpoints should not be too long. When the train crew has to stay with the same rolling stock as much as possible, that would not only imply long idle times for the rolling stock, but also for the crew.

In practice, timetabling is made up of two different problems: networkwide timetabling of the tracks and timetabling the platform occupation per station. For timetabling time-distance diagrams, such as in Figure 2.3, are used, which depict the trains over a certain track or set of parallel tracks. Distance is represented horizontally, time vertically, starting from the bottom. The solid vertical lines are stations, the dashed vertical lines are other timetable points. The trains are represented by the diagonal lines: the flatter they are, the faster the train. Vertical jumps in the train paths are dwell times.

For the platform assignment in stations, platform occupation charts, or POCs, are used. A POC only includes one station. An example for Gouda is given in Figure 2.4. Each horizontal line in this graph represents one platform, from minute 0 to 60 for each cycle. All trains occupying one of the platforms in Gouda are depicted.
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Figure 2.3: Example of a time-distance diagram for Rotterdam – Utrecht.

at the corresponding platform. For each train the origin, the destination and train line number are given. Sometimes a platform is separated in an A- and B-part (here platforms 2, 3 and 5). Trains occupying the A-part of the platform are depicted just above the horizontal platform line, the trains occupying the B-part are drawn just below this line. When a train occupies both parts of the platform, see for example line ”020” at platform 5, a double line is used. The trains at platform 11 come from a shunting track.

As argued above, rolling stock and crew planning are kept in mind during the timetabling phase. However, the real rolling stock schedules are based on the finished timetable. Not all consequences of the timetable on the rolling stock circulation can be foreseen in the timetabling phase.

Rolling stock planning For each train in the timetable, rolling stock is needed. In this phase both the amount of rolling stock and the type of rolling stock are important. The amount depends on the expected number of travelers, the type depends on the train service. For example, a local train which has to stop every few minutes needs rolling stock with high acceleration and deceleration rates. For long distance trains with larger travel times more comfortable train units are preferred.
Figure 2.4: Example of a platform occupation chart for Gouda.

**Shunting**  Not all train units are needed all day long. More units are needed during rush hours, and hardly any are used during the night. Therefore, trains are shortened at the end of the rush hours and extended at the start of the rush hours. To execute these shunting movements from platforms to shunting yards and the other way around shunting plans are needed. At the end of the services almost all units are shunted to the shunting yard. At the shunting yard, also all kinds of movements are needed for cleaning and maintenance of the trains, possibly disturbing the system.

**Crew planning**  When all the train and shunting movements have been scheduled, the crew planning can start. Each train needs at least one driver. Depending on the length of the (physical) train and other characteristics, a certain number of conductors has to be assigned to each trip. Additional crew is needed for shunting movements.
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2.1.1 Cyclicity

In the Netherlands and in many other countries, a cyclic timetable is used. This means that all train lines are operated with some fixed interval time, the cycle time. In the Netherlands a cycle time of one hour is used, leading to a timetable based on a One-Hour Timetable or OHT. An OHT is a timetable for one hour, which is constructed in such manner that the trains in minute 60 run exactly the same as in minute 0, thus being able to run the trains precisely the same as one hour before.

The advantage of a cyclic timetable is probably largest for the passengers: they only have to remember at which minute past the hour their train leaves and they know the connection for the whole day. For the operator the main advantage is that only one cycle has to be timetabled. The rolling stock schedules are in principle also cyclic, when the timetable is cyclic. Crew schedules are usually not cyclic.

Cyclicity of the timetable also has some disadvantages. First of all it is very inflexible: demand deviations over the day ask for different train intervals, which are fixed in a cyclic timetable. Secondly, an “easy” cyclic timetable has a cycle time of 30, 60 or maybe 120 minutes. When market demand asks for a deviating cycle time, this leads either to “difficult” cycle times or to large inefficiencies for the operator. Furthermore, the cycle time has to be equal, or an integer multiple, for all lines, to avoid complicating transitions between areas with different cycle times. This is true both for the planning of the operator and for the transfers of passengers.

The timetable for a whole weekday can by created by copying the OHT as many times as desired. This is shown in Figure 2.5. An example of a cyclic timetable for the so-called 800-line from Haarlem to Maastricht on a weekday is given in Table 2.1.

Note that NS use three OHTs already: one general OHT, one for the morning rush hours, and one for the afternoon rush hours. On top of that many deviations from the cyclic pattern are scheduled in practice. First of all, the rush hour OHTs are not applied for the same time intervals at all trajectories. The earliest and latest trains of a day often deviate from the OHT. The transitions from and to the rush hour OHTs need adjustments, too. Furthermore, there are often fewer trains during the quiet hours, such as the late evening or Sunday morning. Additionally in the Netherlands there are a few international train lines, which are operated only several times a day. Many other deviations from the OHT are present in the timetable.

2.1.2 Symmetry

Cyclic timetables are usually characterized by symmetry. For passengers, a symmetric timetable means that they have more or less the same traveling time from A to B as from B to A, they also have to transfer from one train to another at the same
Figure 2.5: From a One-Hour Timetable to a timetable for one day.
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<table>
<thead>
<tr>
<th>train number</th>
<th>817</th>
<th>821</th>
<th>825</th>
<th>829</th>
<th>881</th>
<th>885</th>
<th>889</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haarlem d</td>
<td>6.11</td>
<td>7.11</td>
<td>8.11</td>
<td>...</td>
<td>21.11</td>
<td>22.11</td>
<td>23.11</td>
</tr>
<tr>
<td>Amsterdam Centraal a</td>
<td>6.25</td>
<td>7.25</td>
<td>8.25</td>
<td>...</td>
<td>21.25</td>
<td>22.25</td>
<td>23.25</td>
</tr>
<tr>
<td>Amsterdam Centraal d</td>
<td>6.28</td>
<td>7.28</td>
<td>8.28</td>
<td>...</td>
<td>21.28</td>
<td>22.28</td>
<td>23.28</td>
</tr>
<tr>
<td>Amsterdam Amstel a</td>
<td>6.36</td>
<td>7.36</td>
<td>8.36</td>
<td>...</td>
<td>21.36</td>
<td>22.36</td>
<td>23.36</td>
</tr>
<tr>
<td>Amsterdam Amstel d</td>
<td>6.36</td>
<td>7.36</td>
<td>8.36</td>
<td>...</td>
<td>21.36</td>
<td>22.36</td>
<td>23.36</td>
</tr>
<tr>
<td>Duivendrecht a</td>
<td>6.40</td>
<td>7.40</td>
<td>8.40</td>
<td>...</td>
<td>21.40</td>
<td>22.40</td>
<td>23.40</td>
</tr>
<tr>
<td>Duivendrecht d</td>
<td>6.41</td>
<td>7.41</td>
<td>8.41</td>
<td>...</td>
<td>21.41</td>
<td>22.41</td>
<td>23.41</td>
</tr>
<tr>
<td>Utrecht Centraal a</td>
<td>7.01</td>
<td>8.01</td>
<td>9.01</td>
<td>...</td>
<td>22.01</td>
<td>23.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Utrecht Centraal d</td>
<td>7.04</td>
<td>8.04</td>
<td>9.04</td>
<td>...</td>
<td>22.04</td>
<td>23.04</td>
<td></td>
</tr>
<tr>
<td>’s-Hertogenbosch a</td>
<td>7.32</td>
<td>8.32</td>
<td>9.32</td>
<td>...</td>
<td>22.32</td>
<td>23.32</td>
<td></td>
</tr>
<tr>
<td>’s-Hertogenbosch d</td>
<td>7.34</td>
<td>8.34</td>
<td>9.34</td>
<td>...</td>
<td>22.34</td>
<td>23.34</td>
<td></td>
</tr>
<tr>
<td>Eindhoven a</td>
<td>7.54</td>
<td>8.54</td>
<td>9.54</td>
<td>...</td>
<td>22.54</td>
<td>23.54</td>
<td></td>
</tr>
<tr>
<td>Eindhoven d</td>
<td>6.59</td>
<td>7.59</td>
<td>8.59</td>
<td>9.59</td>
<td>...</td>
<td>22.59</td>
<td>23.59</td>
</tr>
<tr>
<td>Weert a</td>
<td>7.17</td>
<td>8.17</td>
<td>9.17</td>
<td>10.17</td>
<td>...</td>
<td>23.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Weert d</td>
<td>7.17</td>
<td>8.17</td>
<td>9.17</td>
<td>10.17</td>
<td>...</td>
<td>23.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Roermond a</td>
<td>7.31</td>
<td>8.31</td>
<td>9.31</td>
<td>10.31</td>
<td>...</td>
<td>23.31</td>
<td>0.31</td>
</tr>
<tr>
<td>Roermond d</td>
<td>7.32</td>
<td>8.32</td>
<td>9.32</td>
<td>10.32</td>
<td>...</td>
<td>23.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Sittard a</td>
<td>7.47</td>
<td>8.47</td>
<td>9.47</td>
<td>10.47</td>
<td>...</td>
<td>23.47</td>
<td>0.47</td>
</tr>
<tr>
<td>Sittard d</td>
<td>7.48</td>
<td>8.48</td>
<td>9.48</td>
<td>10.48</td>
<td>...</td>
<td>23.48</td>
<td>0.48</td>
</tr>
<tr>
<td>Maastricht a</td>
<td>8.03</td>
<td>9.03</td>
<td>10.03</td>
<td>11.03</td>
<td>...</td>
<td>0.03</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 2.1: Cyclic timetable for the 800-line from Haarlem to Maastricht, with d = departure time, and a = arrival time.

When train lines are defined in both directions, the running times and dwell times are equal in both directions, and all connections are defined in two directions, a timetable will automatically be symmetric.

Symmetry also implies that there are two symmetry times within one cycle for which a train line meets its counterpart in the opposite direction. This can be both at a station or somewhere at an open track. The symmetry time is equal for all lines. The two symmetry times are half a cycle apart. In the Netherlands, the symmetry times are approximately 16 and 46 minutes past the hour. When train lines have a frequency higher than one train per cycle, these lines will meet their opposite counterparts more often. In fact, a train line meets itself twice its frequency per cycle, if the travel time of this train line from begin to end is at least as large as the cycle time. With the One-Hour Timetable in the Netherlands, and many lines operating twice per hour, a train line encounters itself four times per hour, at approximately 1, 16, 31 and 46 minutes past the hour.

These symmetry times are often used to plan passenger transfers at large transfer stations and the transfer times are more or less equal.
stations: all trains from all directions arrive just before the symmetry time and depart just thereafter. This enables transferring from all arriving trains to all departing trains. A station with this kind of transfer possibilities is referred to as a symmetry node. Good examples of symmetry nodes in the Netherlands are Utrecht Central (around 1, 16, 31 and 46) and Zwolle (around 16 and 46). Table 2.2 shows the symmetric arrival and departure times for Zwolle.

<table>
<thead>
<tr>
<th>train line</th>
<th>16-symmetry</th>
<th>46-symmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>from</td>
<td>a</td>
</tr>
<tr>
<td>intercity 500 north</td>
<td>Gvc</td>
<td>15</td>
</tr>
<tr>
<td>splitting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>intercity 500 south</td>
<td>Lw</td>
<td>11</td>
</tr>
<tr>
<td>combining</td>
<td></td>
<td></td>
</tr>
<tr>
<td>intercity 700 north</td>
<td>Shl</td>
<td>46</td>
</tr>
<tr>
<td>splitting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>intercity 700 south</td>
<td>Lw</td>
<td>11</td>
</tr>
<tr>
<td>combing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>interregional 3600 turn</td>
<td>Rsd</td>
<td>09</td>
</tr>
<tr>
<td>(8000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>interregional 3800 turn</td>
<td>Emm</td>
<td>03</td>
</tr>
<tr>
<td>5000 turn</td>
<td>Ut</td>
<td>09</td>
</tr>
<tr>
<td>interregional 5600 turn</td>
<td>Es</td>
<td>12</td>
</tr>
<tr>
<td>local 7900 turn</td>
<td>08</td>
<td>(3800)</td>
</tr>
<tr>
<td>(8000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>local 8500 turn</td>
<td>08</td>
<td>(3800)</td>
</tr>
<tr>
<td>local 9100 turn</td>
<td>08</td>
<td>(3800)</td>
</tr>
</tbody>
</table>

Table 2.2: Symmetry in Zwolle: around 16 and 46. d = departure time, and a = arrival time. The intercity lines have Zwolle as an intermediate stop, going north or south. The other lines have Zwolle as their terminus and turn around onto the same line in opposite direction; only the 3800 and 8000 (from and to Emmen) turn on each other. For the station abbreviations see Appendix A.3.

Traveling times between symmetry nodes have to be just below a multiple of half the frequency interval. The time remaining up to the multiple of half the frequency interval is the time which is available for transfers. For example, both the intercity trains and the interregional trains between Utrecht and Zwolle run every thirty minutes, implying the running time difference to be a multiple of fifteen minutes. Indeed, the intercity trains have a running time (including the intermediate dwell times) of 53 minutes. They leave Utrecht just after 16 and 46, and arrive in Zwolle just before 16 and 46 (one cycle time later). The interregional trains have a running time of 68 minutes; they leave Utrecht just after 01 and 31, and arrive in Zwolle just before 16 and 46. In the opposite direction, all trains leave just after 16 and 46 from Zwolle, such that the intercity trains arrive in Utrecht just before 16 and 46, and the
interregional trains just before 31 and 1.

Small running time and dwell time differences cause the symmetry time to deviate a little bit from location to location. Some lines with only one train per hour have the opposite direction planned in the ‘wrong’ half-hour, which causes the symmetry times to be 1 and 31. As long as all connecting services either also have a symmetry of 1 and 31 or have a frequency of two trains per hour, this does not cause any practical problems for passengers. The choice for the ‘wrong’ half hour mainly originates from the international trains and the symmetry around 0 in Belgium and Germany. The last minute is forced into the timetable by adjusting the running time or dwell time supplements around the border.

2.2 Timetabling at Netherlands Railways

In this section the logistic planning process at NS is described. The basic ideas behind the planning process at other railway operators are similar, but differences in the implementation may occur.

In the Netherlands, railway infrastructure ownership is separated from the railway operators. This means that the operators do not own the tracks, and the same infrastructure is often used by multiple operators, such as the passenger operators NS, Syntus and NoordNed, and the cargo operators Railion, ACTS and Rail4Chem. Furthermore, capacity is reserved for infrastructure maintenance.

The infrastructure is managed and maintained by ProRail. NS are by far the largest operator in the Netherlands. In dialogue with other operators, both for passengers and cargo, a timetable is worked out by NS. ProRail has to settle the last disputes between the different operators, but more importantly, it has to check the feasibility and safety of the proposed timetable.

In the following, only the planning process at NS is described. This planning process starts very roughly, to be worked out in more detail in later stages, as Figure 2.6 shows. These details are added both on the infrastructural level, from national lines to local shunting movements, and in time, from a single One-Hour Timetable to an elaborated plan for each specific hour of each specific day.

2.2.1 Central and Local Planning

Timetable planning at NS is separated between the central planning department in Utrecht and the local planning departments at several locations throughout the country. Centrally, a national timetable is worked out. This step in the planning takes both the capacities of the trajectories and the stations into account. However,
the details of the platform occupation and the routing through the stations have to be worked out locally. Shunting movements have to be scheduled also. When a local office is not able to schedule the proposed timetable, iteration loops with the central planning department take place. Usually only small adjustments are needed in these steps.

2.2.2 From OHT to Daily Plan

The central planning department starts with the development of a One-Hour Timetable (OHT). In practice this OHT is largely based on the OHT of the year before. Still, there will always be changes in the OHT, inspired by shifts in market demand and altered infrastructure. Parallel to the OHT, planners also work on platform occupation charts (POCs) for the appropriate stations (see Section 2.1).

Besides a general OHT, an extended OHT is developed for the rush hours and other OHTs are created for the evenings and weekends. Besides the timetable, these OHTs include information about the standard hourly rolling stock circulations. This may also include the regular splitting or combining process of train-units at a certain station for a certain line.

The different OHTs are then evaluated by the local planners. They mainly focus on the large stations and the shunting movements there. Routing the trains to and from the platforms is sometimes not possible given the OHTs and the accompanying hourly rolling stock circulation. These problems have to be solved in an iterative
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process with the central planning department.

When the OHTs have been approved by the local planning departments and by ProRail, they are worked out to a $7 \times 24$ Plan or Weekly Plan. There have not been rigorous changes to the core of the timetable over the last decade. Therefore, the old Weekly Plan is used as a basis, and transformed into the new Weekly Plan.

Especially the transitions from and to the rush hours require non-hourly shunting movements, or in other words, train movements which were not included in the OHTs. Because these additional movements often have a large impact at the stations, local planning is important in checking the possibilities in this phase.

In the Netherlands, the timetable is usually valid for one year, which means that the Weekly Plan is, apart from certain holiday periods, repeated one year long. However, for every single day of the year adjustments are necessary. The Daily Plan for example includes extra trains for events, altered schedules during infrastructure maintenance, adjustments for national holidays, and reduced traffic during vacation periods. In the end, usually not one pair of identical days or even identical hours can be found anymore. Again, first a rough Daily Plan is created by the central planning department, which is later worked out in detail by the local planning departments with possible iterations between the two.

The Daily Plan is communicated to the Rail Traffic Control at least 36 hours before the actual operations.

2.3 Operations and Dispatching

During the daily operation of trains, stochastic disturbances influence the railway traffic. These disturbances lead to smaller and larger delays.

Dispatching organizations monitor the stochastic railway traffic. In the Netherlands both the infrastructure manager ProRail and the operators have their own dispatching organization.

As long as delays are small, dispatchers will not intervene. Only in some cases two connecting trains will wait to enable passengers to transfer.

However, larger delays and partial or full blocking of tracks do need intervention of dispatchers. The dispatchers will attempt to minimize the consequences of the delays and blockades for the railway traffic and the passengers.

The four Traffic Control Centers (or TCCs) of the infrastructure manager ProRail are responsible for the redistribution of the remaining infrastructure between the operators. For many situations there are standard dispatching strategies. For other situations, solutions have to be created on the spot. The final decisions are made in
consultation with the operators. Initiating and communicating the decisions is the main task of the TCC.

NS has its own four Dispatching Centers, corresponding to the TCCs. They have to analyze the changes in the timetable and make adjustments to the crew and rolling stock schedules. The Information Distribution Center, part of the Dispatching Center, informs train drivers and conductors about the changes.

ProRail also has thirteen Train Regulating Offices, where the decisions taken by the Traffic Control Centers are carried out. They regulate the train traffic by operating the signals and switches. NS has its own thirteen Coordination Organizations to coordinate the changes in train traffic. This mainly includes the arrangement of additional shunting movements and the coordination of the adjusted departures. Service employees of NS are present at the stations to inform passengers.

The separation of responsibilities implies that a good cooperation between the organizations is necessary. Considering the time pressure under which dispatching decisions have to be taken, it is even more obvious that smooth communication between the different parties is important. Olde Hartman (2003) describes the roles of different dispatching organizations in more detail.

This thesis aims at reducing the propagation of delays by using smart planning rules. However, no reasonable railway plan is robust or stable enough in case of large delays or the blocking of tracks. Therefore we only regard small delays in the remainder of this thesis. Traffic control organizations and dispatching strategies do not play a key role in this situation.

2.4 Disturbances and their Causes

Disturbances are mistakes, malfunctions or deviating conditions within the railway system or its environment, which influence the railway traffic. Disturbances have many different causes, for which many different railway organizations are responsible. Moreover, a sizable portion of the disturbances has an external cause.

The delays caused by disturbances are called primary delays. Secondary delays, or knock-on delays, are delays which are caused by delays of earlier trains. Due to the interdependencies in railway systems, which are described in Section 2.5, a large part of the delays are secondary delays.
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2.4.1 Size and Distribution of Disturbances

Obviously not all the disturbances of railway traffic are equal in size. Some just cause a few seconds of delay, whereas others cause a trajectory or node to be blocked for several hours or even more.

A very common small disturbance is where a train departs just a few seconds late from a station. Although most people will not even realize the late departure, those seconds are taken from the scheduled running time, and the probability of on-time arrival will decrease. An energy black-out can cause massive delays and the cancelation of many trains during an extensive period of time. Anything in between is possible as well.

It is very complicated to determine the distribution of disturbances. All train detection data includes both primary and secondary delays. Analysis of total delays is already complicated, but it is even more difficult to separate primary and secondary delays, and to extract the disturbances.

Goverde et al. (2001) performed a detailed analysis of realization data in the Netherlands. They found that late arrivals, departures and dwell time prolongations all fit well to exponential distributions. However, these results are based on a limited period of realization data and on one location, Eindhoven, only. Yuan (2001) performed a similar analysis for another station, knowingly The Hague HS.

Due to the lack of further knowledge about disturbances, we mostly use exponentially distributed disturbances in this thesis.

2.4.2 Sources of Disturbances

Sources of disturbances in railway traffic are plenty. A selection of these sources is given here.

- **Planning**  
  Planning may lead to some disturbances. A first example is just after the release of the new yearly timetable. Small mistakes may have slipped into the plans, because most present day planning systems have hardly any conflict signalling. Another example is where the used characteristics of new types of rolling stock (which are supplied by the manufacturer) overestimate the real possibilities. Another source of disturbances is where longer and heavier trains are planned and operated during rush hours than those on which the running times were based. Also dwell times may be too short for the rush hours. In general, planning only leads to marginal disturbances and primary delays.
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- **Infrastructure**  
  Failures of the infrastructure are a reason for large delays. Infrastructural disturbances include malfunctioning switches, broken catenary, failing signals and non-working automatic barriers. These failures have their effect on all trains which are planned to pass the infrastructure in question. A separate reason for disturbances and canceled trains are maintenance works which take longer than planned. The power supply, not only for the catenary, but also for the Traffic Control Centers, is in hands of energy companies. Power black-outs are not common, but can have an enormous impact on the railway traffic over large areas and a long time span.

- **Rolling stock**  
  When rolling stock breaks down it can block a trajectory or part of a station. Still, many small rolling stock malfunctions only have a minor influence on the railway traffic. Rolling stock problems include engine break-downs, leaks in the hydraulic system, problems with closing the doors, problems with splitting and combining train sets, and so on.

- **Human factors**  
  Operating the trains is still mainly a human process and therefore it can not be flawless. For example, driving a train is a process with a stochastic nature. Each train driver has its own driving behavior, and even the same driver does not realize the same running time for the same track every time. Although one can think of many possible human factors, the frequency and extent of human errors is usually small.

- **Accidents with other traffic**  
  Accidents happen quite regularly at level rail-road crossings, both at guarded and unguarded crossings. Furthermore approximately 200 suicides are committed on railway tracks every year in the Netherlands. Besides their severe direct influence on railway traffic, both accidents and suicides have a large mental impact on train drivers.

- **Vandalism**  
  Also vandalism has to be included in this list. Regularly stones, trash or bikes are found on the tracks. Too often these items are not found until a collision is unavoidable, damaging both the tracks and the rolling stock. Additionally, coins on rail joints can cause signaling problems.

- **Passengers**  
  Although passengers should not be blamed for delays, they can sometimes be seen as a disturbing factor. Passengers arriving on the platform just at the moment that the crew wants to close the doors often causes the conductor to wait a little longer. Also dwell times are sometimes extended because of pushing and pulling at the train doors, or even blocking the people trying to get off the train. Also aggressive passengers can cause delays. Sometimes it
is even necessary for the conductor to call for police assistance. Furthermore, emergency breaks are sometimes pulled for fun.

- **Weather conditions** Weather conditions are another source of problems. An extremely fast temperature increase can cause the track to bend or cause signaling failures. An extremely fast decrease in temperature can cause the tracks to crack. The most problematic weather conditions usually occur during the fall, when a combination of leaves and moist causes the tracks to be very slippery. This causes breaking distances to increase and acceleration rates to go down. Although the resulting delays are usually small, under bad conditions they occur frequently and over large areas.

- **Along the track** Furthermore, playing children, strolling people or escaped cattle along the track force the train traffic to slow down to 30 or 40 km/h.

### 2.5 Interdependencies and Secondary Delays

Many disturbing factors and causes for primary delays were mentioned in Section 2.4, and these have a direct impact on the train services. However, the total number of delays is much larger due to delay propagation. Delay propagation is the spread of delays in the railway system, both in time and space. Delays spread around due to dependencies between train services. When a train is delayed because of another delayed train, this is a secondary delay. The main reasons for delay propagation are discussed in this section.

- **The train itself** If a train incurs a delay early on, and it is not possible to recover this delay, it will have this delay up to its endpoint. In case of long distance trains, delays may be carried along several measuring points. This means that one primary delay can easily be propagated to the other side of the network. However, we are still talking about one train: there is no ‘real’ secondary delay, but the primary delay is measured more than once.

- **Infrastructural use** The capacity of the railway infrastructure is limited. The Dutch railway network is the most heavily used, with on average almost 50,000 train kilometers per network kilometer per year (Poort, 2002). The Netherlands also have the smallest network length per person in Europe.

The high utilization of the infrastructure implies a short headway between the trains. Still, because of safety, there is a minimal time headway between trains. Depending on the situation and location, the minimal planning distance ranges...
from several seconds to ten minutes. Especially at and around large stations and on the busy tracks in the western part of the Netherlands, planned headways between trains are often not much larger than the minimal headways. This is true for the open tracks, platforms at stations and level crossings.

The positive difference between the planned headway and the minimal headway is called buffer. When two trains are planned at a minimal headway, with no buffer time between them, and the first one is just slightly delayed, it will already cause the second train to be late: it incurs a secondary delay. When buffer is included in the planned headway, small delays do not directly lead to secondary delays.

In many cases a train is scheduled very close to many other trains. This means that a small delay can already cause many other trains to be late. These other trains can then cause further propagation of delays through the network.

- **Rolling stock circulation** When a train reaches its terminal station, its rolling stock will be used for a subsequent train. When this layover time is shorter than the delay of the arrival train, the second train will be delayed as well. When the rolling stock of one arriving train is used for more than one departing train, delay propagation may even go faster. When delays are large, and spare rolling stock is available, the rolling stock dependency between consecutive trains can be broken.

- **Crew schedules** Both train drivers and conductors change trains several times in their duties. When a crew member arrives late with a train early-on in his duty, he may transfer this delay to later trains. Note that both the driver and conductor must be in time to have a punctual departure.

  When additional spare crew members are available, they can be used when other personnel is late because of delays. Crew schedule dependencies can be reduced in this way.

- **Traffic control and dispatching** In case of small disturbances, traffic control does not have much work. Trains may run a little late, but nothing else has to be adjusted. Perhaps some local trains have to be retained to give priority to intercity trains. However, when larger disturbances occur, trains may have to be rerouted. Sometimes trains even have to be canceled partially. For a range of disturbed situations there are standard dispatching strategies. However, in many situations, dispatchers have to improvise. The implications of certain decisions are too complex to oversee in the short time span
that dispatchers have. Especially canceling trains leads to additional shunting movements and adjustments in rolling stock and crew schedules. It is almost impossible to dispatch the railway traffic in an optimal way, given the delays which are already present.

- **Passenger connections** Dense railway networks, like in the Netherlands, are characterized by many passenger connections. In the Netherlands, these connections are often not more than 2 to 5 minutes. Within this small time window, passengers have to transfer from the feeder train to the connecting train. When such a connection is missed, passengers often have to wait thirty minutes. Connecting trains will therefore sometimes wait a little while when a feeder train is late. In the Netherlands, these waiting times are established in the WRT, the *waiting time passenger trains* (NS, 2004d). This states exactly for each connection, how long the connecting train should wait when the feeder train is late.

### 2.6 Planning and Reliability

Many timetable characteristics have a direct or indirect influence on the reliability. Furthermore, part of the interdependencies in the railway system are determined by the rolling stock and crew schedules. The ideas in this section are not supported scientifically, but most people in railway practice agree on the notions explained below. However, most of them are not documented, let alone quantified.

#### 2.6.1 Line Plan and Timetable

The line plan and timetable form the basis of the railway planning. This is also the part of the railway plan that has to be communicated to the outside world (the customers), and between different companies in the railway sector.

The important project “Utilize and Build” (NS et al., 2003) within the Dutch railway sector is already mentioned in Section 1.1. This is the sector’s vision and the intended direction for the future up to 2020. To facilitate the ever growing demand for railway traffic, several timetabling ideas are studied in this project. Most of the ideas below are part of this project. However, many of the ideas of Utilize and Build to improve the reliability remain without a specific foundation.

**Homogenization** Speed differences play an important role in railway services. The current combination of local and intercity trains ensures that many stations are served (local trains), and long distances can be traveled in a relatively short
time (intercity trains). This leads to short travel times for the large group of long distance passengers. However, as will be discussed in Chapter 5 and Section 6.8, speed differences often lead to an increased delay propagation. Homogenization of train traffic increases the capacity of the system. Furthermore, there are probably less peaks in the capacity utilization of the platforms at large stations. More discussion on the implications of homogenization can be found in Section 5.5.

Overtaking The capacity of the system can be increased considerably when slow local trains are overtaken more often by fast intercity trains. However, the local train experiences a certain time loss in that case, because it has to wait while it is overtaken. Repetitive overtaking leads to excessive travel times for local trains. Furthermore, this construction leads to a possible delay propagation in both directions: the local train disturbs the intercity train when it is late, but also the other way around. A large financial advantage of overtaking is that only small infrastructure investments are needed. Instead of going from two to four tracks for a certain line, a reasonable capacity increase can be attained by a few additional tracks at the overtaking stations.

Fixed corridors Due to the complicated network of train lines, more than 75% of the railway passengers can reach their destination without transfer in the Netherlands. On the other hand, this implies that when all trains at a certain part of the infrastructure are disturbed, they cause delays all over the network, because train lines that pass the disturbing part of the infrastructure run towards many parts of the network. In a simpler network with independent corridors, such as in metro systems, delay propagation between lines is almost non-existing.

Splitting and combining of trains A subject directly related to the fixed corridors is splitting and combining. The idea behind splitting and combining trains from and to different locations is that more passengers have a direct connection. Two trains partially traveling the same route can also be combined to decrease the use of the infrastructure. Instead of two smaller trains, both occupying their own time slot, there is only one longer train. This has a positive influence on the reliability. However, trains cannot always be split or combined within the scheduled time. Moreover, sometimes they cannot be split or combined at all due to technical problems: splitting and combining can have a disturbing effect on the operations.

Line lengths The length of a train line also has different influences on the qualities of a timetable. First of all, long lines can carry delays over long distances. But on the other hand long lines can provide many direct connections.
Supplements  The analysis of supplements should be separated into two parts. First, it is important to know how much supplement has to be included in the timetable. In short, large supplements lead to longer travel times, but an increased capability to absorb incurred delays. Furthermore note that, given the Dutch safety system, the occupation of the tracks increases when the running times increase. The second question is where, and to which trains these supplements have to be allocated. A more extended discussion on the allocation of supplements can be found in Chapter 4.

Transfer synchronization  Whether the timetable is based on fixed corridors or not, there will always be passengers that have to change trains to reach their destination. To have short travel times for transferring passengers, these transfers are often coordinated. A good connective network often has more than two trains connecting to each other at the same time. For example, in Zwolle six train lines have short connections to each other every 30 minutes (see Table 2.2). Although the station is used to its capacity at these symmetry times, the station is empty for the remainder of the hour: the overall utilization is quite poor. Still, the possible interaction between all trains around the symmetry times can lead to sizable delay propagation. Delays can also be propagated when trains wait for each other to uphold passenger connections. Note that the need for coordination of two connecting train lines decreases when the frequencies of the lines increase.

2.6.2 Rolling Stock Schedules

Besides the timetable, more planning processes influence the robustness of the complete plan. Some of the principles in rolling stock scheduling are discussed here. In fact, several characteristics of the rolling stock plan follow directly from the timetable. This is because the rolling stock schedule is based on the cyclic timetables, and is usually cyclic, too.

Rolling stock layover time  The rolling stock circulation tells for each train trip with which composition of train units it has to be operated. The time between two consecutive train services for the same composition is the layover time. Sizable delays can be absorbed with long layover times at line endpoints. However, this implies that expensive resources are idle for a long time. Furthermore, long layover times require much (platform) capacity at often crowded stations.

Layover locations  Most non-ending train lines occupy a platform for no more than a few minutes. However, at line endpoints, trains have a layover time which
is usually longer than a few minutes. At present, most train lines turn around at large stations. However, most large stations are down town large cities, where infrastructure is even scarcer than at other places. It may be advantageous to look for suitable locations for the line endpoints outside large cities. However, this should not lead to many empty train trips, or line extensions for which there is no or little demand. In the end this may lead to merging two short lines into one long line. In fact, turning around often also includes possible conflicts with other train lines, because the train has to cross several tracks before it can return in the opposite direction. This can be another reason to merge two train lines.

**Spare rolling stock**  
Spare rolling stock can be very useful in case of larger delays or the cancelation of train services. In such situations, the spare rolling stock can be used to operate train services for which the originally planned rolling stock is not available (on time). Large delays can be absorbed in this way. Although the availability of extra rolling stock can be very effective in restricting delay propagation, it is also costly. First of all, the rolling stock is expensive. Secondly, this spare rolling stock has to be available at the right place at the right time. Furthermore, not all types of rolling stock are suited to be used for all lines. Altogether, a good balance has to be found between the effectiveness of the spare rolling stock and its costs.

**Rolling stock types**  
The type of rolling stock that should be used for a train line depends on many characteristics such as service type, line length, expected number of passengers, and so on. Due to varying numbers of passengers over the day, or just the number of available train units of a certain type, two or even three types of rolling stock may be used on one train line. In the first place this may be confusing for the passengers, who often expect a certain type of rolling stock. Furthermore, in case of larger disturbances in the train traffic or a shortage of train units of a certain type, having different train types may lead to additional difficulties in dispatching.

**Shunting**  
Most of the shunting movements in and around stations result from the rolling stock schedule. These shunting movements have to be considered while planning the rolling stock, because they often cross many busy tracks in and around stations.

### 2.6.3 Crew Duties

A crew duty is the work that one crew member has to conduct on one day. In general, this is a sequence of train trips. Various characteristics of the crew duties have their influence on the delay propagation. Moreover, the train crew usually has
its own opinion about the crew duties. This is an additional aspect which has to be taken into account in the crew duties. In 2000 and 2001, a conflict between the management of NS and the train crew, organized in different unions, led to a drop in punctuality, and finally the dismissal of the CEO and others (Nordbeck, 2003).

**Crew transfers** Each transfer within a crew duty is a possible propagation of a delay from one train to another. Therefore it would be advantageous for the punctuality to have as few crew transfers as possible: keep train and personnel together.

If transfers are planned despite this disadvantage, they should be long enough to absorb possible delays. However, this concept leads to long overlays of the personnel. Consequently, not all possible delays can be taken into account. A trade-off has to be made between possible delay propagation and inefficient duties.

**Train team** Both train drivers and conductors can transfer delays from one train to another. When these two crew members come from different trains, there are two sources of delay propagation. When the driver and the conductor have the same duty, i.e. they are a train team, there is only one possible source of disturbance. Therefore it is advantageous to keep the train crew members together.

**Spare crew** Because there will always be disturbances in train traffic it is often helpful to have additional personnel. These spare train drivers and conductors can be scheduled in real time to operate train services for which the originally planned personnel is not available. This can be caused by lateness or illness, but occurs more often in the case of large disturbances in the train traffic. However, having spare crew is costly. The spare crew often only works part of their duty, or even not at all. Again there is a trade-off, this time between the costs of spare duties, and the effectiveness of spare crew in case of disturbed train traffic, and the frequency in which these situations occur.

**Crew satisfaction** In general, crew members will deliver better work when they like their job. Many characteristics of the crew duties effect the crew satisfaction. The NS-project “Je bent erbij” (“You participate”) pointed at a long list of preferences for both train drivers and conductors (Abbink et al., 2004). Several of the positive characteristics for crew satisfaction are mentioned: many different train lines within a duty; different lines in a sequence of duties; a fair division of “nasty” work between crew depots; breaks halfway the duties; new rolling stock; few anticipated passenger aggression; intercity lines; no going up-and-down one line; and so on. Many of these preferences can have a negative influence on the punctuality or will cost additional duties. An additional problem is that every crew member has its own preferences.
2.7 Performance: Measurement and Perception

2.7.1 Reliability Measures

In the Netherlands, the position of all trains is registered in the TNV-database (Trein Nummer Volgsysteem = Train Number Tracing system). The train positions that are logged by the system are based on the signalling and interlocking system. Every passing time is automatically coupled with a train number and its scheduled time. To obtain arrival and departure times at stations, correction terms are applied (see Goverde, 2003).

- **Punctuality** Punctuality is probably the most widely used reliability measure in practice (Schaafsma, 2001), both in the Netherlands and abroad. This measure calculates the percentage of trains arriving within a certain number of minutes from the scheduled arrival time. In practice in the Netherlands, a three-minute margin is used. In most other countries, as well as for international comparisons, a five minute margin is more common.

Besides arrival punctuality, also departure and start-up punctuality can be calculated. Note that, in order to calculate the punctuality figures, measuring points have to be chosen, usually a set of large stations. Computations of punctuality can also be made for a restricted set of trains; for example, long distance trains only.

An improved punctuality measure would be the weighted punctuality, where each train is weighted according to its number of passengers. Note however that an estimate of the number of passengers has to be available in this case.

For the formal punctuality figures in the Netherlands, those that are published and used in contracts with the government, not all trains and stations are considered. Only the arrivals at 34 large stations and only trains on the so-called core network are included, as is shown in Figure 2.7.

- **Transfer punctuality** Missing a connecting train often leads to long travel time extensions. With a frequency of twice per hour and a short transfer time, a small delay of the feeder train causes a delay of 30 minutes for the transferring passenger. For these situations, individual train delays give too little information. Therefore, the arrival times of feeder trains are compared to the departure times of the connecting trains. If the intermediate time is large enough for the passengers to transfer from the feeder train to the connecting train, then the transfer is maintained. The transfer punctuality is the percentage of transfers which is maintained during operations.
Figure 2.7: The network and stations which are included in the official punctuality figures.
Also this measure could be weighted, to represent the importance of the different connections in the measurements. Note that it is more difficult to count the number of transferring people for a certain connection, than just the number of passengers in a certain train.

- **Canceled trains**  Canceled trains usually lead to large passenger delays, especially when frequencies are low.

  Note that canceled trains do not arrive and therefore never arrive on time, nor late: they are not included in the punctuality figures. Furthermore, it is hard to calculate the incurred delays of passengers. The next possible connection is not necessarily the same for all passengers of the canceled train. Furthermore additional transfers may be needed and, in the end, the delays of all the involved trains have to be taken into account.

- **Average train delay**  The average train delay may be the most basic figure which can be applied. The disadvantage is that the few very large delays may have a strong influence on the average delay.

- **Average passenger delay**  The average passenger delay represents what the average passenger experiences. However, to attain this figure, figures on train delays and canceled trains, as well as on the numbers of passengers and transfers have to be available.

All these measures have their advantages and disadvantages. Note that none of the discussed measures includes the variation in day-to-day operations.

Goverde et al. (2001) state that the arrival and departure times, which are derived from the TNV-data are not accurate. This has its origin in the fixed correction terms, which ‘define’ the running time between the last measuring point before the platform and the platform and between the platform and the first measuring point thereafter. Obviously, these fixed running times are not always adhered to. To acquire more accurate arrival and departure times Goverde et al. (2001) developed TNV-prepare. This system uses the passage times of subsections, which are not directly coupled to train numbers. Starting with passage times at section ends which are coupled to train numbers and then following the train subsection-by-subsection, makes it possible to estimate the departure and arrival times more accurately.

Due to a review of the fixed correction terms, the TNV-data are somewhat more accurate now than in 2001.

The reasons for disturbances are registered by the Traffic Control Center. Also this registration is not satisfying. First of all, only a small portion of the disturbances
is administered. Secondly, it is not always easy to verify which disturbance caused a certain delay. Therefore the Ministry of Traffic and Waterworks, ProRail, NS and Railion intend to set up a new registration system (Schulz van Haegen-Maas Geesteranus, 2004).

2.7.2 Other Quality Characteristics

Reliability is one of the key factors in the success of public transport. However, many more characteristics determine the overall quality. Although most of the items below fall outside the scope of the thesis, some of them are influenced by actions taken to improve reliability.

- **Travel time**  
  Travel time is one of the prime determinants of travel mode choice: time is money. It is noteworthy that travel time, in case of public transport, includes waiting times, transfer times, and the time from the origin to the access point of the public transport system, and from the public transport’s exit point to the destination. When traveling by public transport, someone’s opinion will be more positive when travel times are smaller. Especially the travel time ratio between the different travel modes is important.

- **Direct connection**  
  A direct train connection has several advantages for passengers. First of all, time is needed to go from the feeder train to the connecting train. This connection time has to be added to the travel time. Next, waiting times are perceived as worse than travel times (Rietveld et al., 1998). In case of a two-train trip, there are two waiting times instead of one for the direct connection. Furthermore, because of disturbances, there is always a probability of missing a connection, which leads, especially in case of low frequencies, to large delays.

- **Price**  
  The prices in public transport have a large influence on the choice of a transport mode. Every time that tariffs are changed, passenger organizations and passengers are sceptical. Often prices in public transport are bounded or even determined by the government.

- **Frequency**  
  The timetable has to match the desired travel moments of the passengers. But because all passengers are different, not all their desires can be met by a few trains on a certain route. When there are more trains running on this route, the probability that an appropriate departure (or arrival) time is available for the passengers increases. Except for some peripheral lines, the
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frequencies in the Netherlands are usually so high that there is always a train with a planned arrival time around the desired arrival time.

When trains run so often that there will always be a train soon, passengers will stop using the timetable. Such a high frequency can also have other implications. For example, the operator may decide to communicate that there will be a train every 5 minutes. Furthermore, passenger connections do not have to be taken into account anymore in timetabling.

• **Travel information** The accessibility of public transport partially depends on the travel information provided to the public. When a potential passenger is not able to acquire departure and arrival times, he may decide to use his car. Therefore, pre-trip travel information is not only available at stations, but also accessible in several other ways. Examples of sources of pre-trip information at home are a timetable booklet, the internet, and a telephone-service. At the station, information can be acquired at the ticket counters, from the departure tables, from large automatic displays with the oncoming departures, from displays at platforms with the first departing train from that platform, and from automatic signs on the trains. Note that some of the described devices are also used for real-time travel information, as is explained below.

• **Information in case of delays** Especially in case of delays, information to travelers is important, both to inform the passengers about the delays or cancelations and to inform them about alternative travel options. Information should be available at home, at the station and in the train. Furthermore it always has to be up-to-date, and cover all traveling options. In the Netherlands, limited real-time information is available via internet. At stations several types of displays are used to inform the passengers about delays and changes in departure platforms. Furthermore, service personnel keeps the passengers informed.

• **Seating probability** A comfortable journey increases the attractiveness of the train. Especially for long trips it is important that all passengers can be seated. A seating guarantee can only be given with a seat reservation system.

• **Safety** The safety of a train trip has two main aspects: the safety of the railway system with respect to accidents, and the social safety at stations and in trains.

• **Cleanliness** Clean trains and stations increase the traveling pleasure and comfort. A clean environment also increases the feeling of safety.
• **Pre and post transport** The door-to-door trip of a train passenger often includes other modes of public transport, such as bus or metro. The quality of these modes does not only influence the perception of the train traffic, but also the number of passengers.

• **Facilities** Facilities at stations also have a positive influence on the attractiveness of railway traffic. Some of these facilities are really part of going from A to B (bicycle-sheds and waiting rooms), others make the journey more enjoyable (bookshops), and yet others have no direct connection to the train trip, but are easy to use for train passengers (catering and grocery stores).

### 2.7.3 Perception

The public perception of the railway product is subjective and depends on many factors. Not only the travelers’ train trips influence their perception, but also the trips to and from the train station. Furthermore, stories from colleagues and articles in newspapers affect someone’s judgement. When background music is played at the station waiting may seem shorter.

In general, people do not like uncertainty. Therefore it is also important to inform passengers adequately when delays occur. Not only to tell them which train is delayed or canceled, but mainly to tell them what alternative travel options they have. Furthermore delays are less annoying when it is made clear why a train is late. In the car the traveler is in charge, in the train he or she is not, and therefore he or she can blame the railway system.

Many of the travel characteristics in Section 2.7.2 are of a subjective nature. Even the quantifiable delay measures in Section 2.7.1 cannot exactly quantify the perception of the passengers. To attain insight in the passenger perception of the offered train services, NS, the government and passenger organizations support an independent passenger satisfaction inquiry which is held every three months (NS, 2004b).

The story below illustrates that reliability measures are not the only factor determining the passengers’ perception.
Early on the specific day, Sunday the 27th, hardly any train ran on time: on a 3-minute basis, the punctuality was 38.5%. Trains were slipping and sliding along the tracks and the overhead power lines were torn apart on several lines. In the early afternoon, it was decided to suspend all railway traffic for the rest of the day to prevent more damage, leading to 67.2% of the trains to be canceled that day.

The following Monday started in chaos, because train units were not where they were supposed to be and many train units even had so called *square wheels*: flat sides because of slipping on the tracks, mainly at departure and arrival at stations.

The number of trains in repair was so high that NS had to decide to cancel some of their train services for several weeks. The remaining trains were overcrowded, and still had problems with the slippery tracks. November 2002 produced a punctuality of 78.5%. The percentage of canceled trains however was relatively low, due to the fact that cancelation is registered with respect to the timetable which is communicated to traffic control 36 hours in advance. So, only the first few days after the storm showed high cancelation rates.

In an attempt to improve reliability, NS spent €18 million on *fall measures* in 2003. Due to these investments and the absence of extreme weather, performance was much better in November 2003. At least, that was the public opinion. NS did not have to cancel many trains and seating capacity was sufficient.

However, the performance measures showed other figures: punctuality was 74.0% in November 2003, 4.5%-point less than in November 2002, due to many moderate delays (3 to 8 minutes). Furthermore, due to the 36-hour procedure, the planned cancelation of 6% of the trains in November 2002 cannot be found back in the official figures.

The situation described here shows how delicate performance measures are. Although the official performance measures showed a quality decline, client satisfaction research showed an increased overall judgement for the fourth quarter of 2003 with respect to one year before (from 6.3 to 6.6 on a scale from 1 to 10). Even the punctuality of trains was perceived better (from 5.2 in the fourth quarter of 2002 to 5.7 in 2003 (NS, 2004b)).
2.8 A Literature Review

Over the last twenty years, a range of researchers has studied railway timetabling and punctuality issues. Literature reports on different types of railway timetabling research. The overview in this section starts with selected literature that gives an overview of railway practice and research. The main part of this review focusses on timetable construction and evaluation. This part start with timetable construction. Then analytical delay models are discussed, starting with max-plus algebra, followed by stochastic models. Finally, the focus is on railway simulation.

2.8.1 Railway Planning in General

A broad insight in railway systems is provided by Pachl (2002). He starts with the introduction of railway terms. Then he gives an overview of how railway systems work. The second part is more based on modeling railway systems. To that respect he discusses capacity research, scheduling problems and control of the operations.

Assad (1980) gives an extended overview of railway modeling until 1980. He discusses a broad range of railway planning literature. The article mainly focusses on cargo. Cordeau et al. (1998) provide a more recent overview of optimization and planning models for many problems in both passenger and cargo railway problems. Schwanhäußer (1994) discusses the status of German railway research. Amongst others, he discusses models on capacity, timetabling models and timetable evaluation based on simulation.

Huisman et al. (2005) provide an overview of the use of operations research in passenger railway transportation. Besides an overview of international literature on this subject, they pay extra attention to models that are in use by NS. Most of these models are clarified by examples. Kroon (2001) also focusses on the use of operations research models in the planning of NS. Each of the models is illustrated with a practical example.

2.8.2 Railway Line Planning and Timetabling

Given the expected demand for railway transport, the railway operator can start its planning process. For the planning on a tactical level (say 6 to 18 months), the physical infrastructure will be given. However, it should be noted that this infrastructure is the result of earlier, strategic studies. On a societal level, these studies also include other modes of (public) transport. For example, Van Nes (1997) discusses hierarchical public transport networks in a multimodal environment. He
also presents a model that optimizes the line spacing and stop spacing for the network of one mode. Earlier literature on multimodal network design is also described.

This thesis focuses on the tactical planning level. The first step on this level is line planning. An extensive description of the line planning problem is given by Goossens (2004). He describes several models and algorithms to solve these. His models account for different service types (local trains, intercity trains, ...), direct connections, seating capacity, operating costs and other timetable qualities. Further literature related to line planning is also described by Goossens (2004).

When the line plan is known, timetabling can commence. Serafini and Ukovich (1989) developed a mathematical model for the PESP (Periodic Event Scheduling Problem). Using this model, timetabling restrictions can be formulated and, if there is any, a feasible cyclic timetable can be found. Based on PESP, Schrijver and Steenbeek (1994) developed the CADANS module for DONS (see also Section 3.1). DONS is short for Designer Of Network Schedules and is the graphical user-interface for the semi-automatic timetabling system CADANS used by NS and ProRail. In DONS, train lines can be defined, including rolling stock and passenger connections and other characteristics. The CADANS-module then checks whether a timetable respecting all these restrictions is possible. If so, a possible solution is presented (see also Hooghiemstra, 1994).

Assuming certain preferences for the timetable features, some optimization models have been proposed. Nachtigall (1998) extensively studied periodic timetabling models based on PESP. Nachtigall and Voget (1997), use it to minimize waiting times for passengers. Furthermore, Nachtigall (1996) focusses on networks with different line frequencies.

Models by Goverde (1999) and Peeters and Kroon (2001) optimize characteristics like layover times, passenger connection times and inter train distances. Kroon and Peeters (2003) also describe the use of variable running times within the PESP model. Liebchen (2003) extends the PESP model with symmetry constraints. Although this often leads to suboptimal solutions, these constraints can speed up the process of finding a good solution considerably.

Peeters (2003) provides an extended description of the PESP as a generalization of the conventional Cyclic Railway Timetabling Problem. He also reformulates the problem as the Cyclic Periodicity Formulation (CPF), based on tensions. He shows that the CPF performs better on several real life cases.

Caprara et al. (2002) solve the timetabling problem for one line, and optimize with respect to preferred departure and arrival times and other timetable characteristics. The problem is represented by a directed multigraph. Lagrangian relaxation is used
to solve the integer linear programming model derived from the graph.

Although most models use time distances to model the safety distance between trains, most signaling systems in Europe are based on block occupation. Wendler (1995) describes for several safety systems how these block occupations can be modeled.

Gröger (2004) describes how asynchronous simulation is used to construct timetables based on block occupation rather than time distances. Special attention is directed at the conflict resolution of two or more train paths.

In addition to these models that mainly focus on open tracks, several models exist for platform assignment and routing of trains in stations. Zwaneveld et al. (1996b) formulate this problem based on the Node Packing Problem. Carey and Carville (2003) developed constraints and objectives for routing trains in stations. The used heuristics are based on ‘manual’ methods applied by planners. Billionnet (2003) describes the platforming problem as a Graph Coloring Problem. He formulates two different integer linear programs which can be used to solve the problem. The first formulation is a more intuitive formulation, the second one provides better computational results.

### 2.8.3 Railway Reliability, Analyzing Realization Data

Analyzing realization data is quite practical in nature. In many cases locations or train lines with a high unpunctuality level are studied to find bottle-necks. This kind of analysis is often carried out by railway companies themselves. The results often remain hidden for the scientific world.

A more theoretical study of realization data is performed by Goverde et al. (2001), who analyzed realization data for one week for trains around Eindhoven, an important station in the southeast of the Netherlands. They searched for the distributions of arrival and departure times as well as of dwell time elongations. Yuan and Hansen (2004) analyzed the train traffic at and around The Hague HS, a crowded station in the west of the Netherlands, for the same purpose.

Bruinsma et al. (1998) estimate the unreliability in public transport chains. They use gamma, lognormal, and Weibull distributions to fit realization data of different public transport modes. They conclude that much of the unreliability is due to missed connections. In a later paper they also describe options to decrease the unreliability. These include the use of the bicycle as entrance mode, longer planned connection times, and a system to prevent bus drivers from departing early (Rietveld et al., 2001). In the latter paper they use the 64/27 ratio for a minute of unreliability compared to a minute of planned travel time, which they found earlier (Rietveld
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et al., 1998).

A Norwegian study by Olsson and Haugland (2004) studies the correlation between the arrival punctuality on one hand and several factors on the other hand, such as the departure punctuality, the number of passengers, the number of passengers per seat, and the capacity consumption of the infrastructure. Despite the correlations that were found, no timetable improvement strategies were developed.

### 2.8.4 Railway Reliability, Analytical Models

Max-plus algebra is an analytical approach for evaluating timetables on robustness. Some key characteristics, like minimal cycle times, are easily calculated with max-plus algebra (Subiono, 2000, Goverde and Soto y Koelemeijer, 2000, Van Egmond, 1999, De Kort, 2000). PETER, based on max-plus algebra, is a performance evaluator for timetables (Soto y Koelemeijer et al., 2000, Goverde and Odijk, 2002). Current max-plus research in the field of railways focuses on the inclusion of stochastic disturbances in the models. Hansen (2000) uses both queuing theory and max-plus algebra to study the capacity and stability of train movements, but only in stations. Another probabilistic approach by De Kort et al. (2003) uses a max-plus model to assess the capacity of the railway infrastructure. This probabilistic capacity assessment is based on unspecific timetables. This means that train lines are known, but there are no actual departure and arrival times available. For a more detailed description of max-plus algebra and its possibilities, see Section 3.2.

Weigand (1981) develops a model that is able to evaluate delay propagation of exponential disturbances throughout a railway network. He also shows how to determine the minimal amount of running time supplements that is necessary to achieve a certain average arrival delay.

Wakob (1985) introduces a queueing model to assess the capacity for a given subnetwork. His method is known as Wakob’s razor, and is based on random train arrivals without a timetable. Schwanhäußer (1994) describes the use of queueing models for determining the expected value of anticipated delays and other timetable characteristics. These queueing models are based on train frequencies and running times only, not on timetables. Therefore they are better suited for a capacity analysis of the infrastructure than for timetable evaluation, let alone for timetable optimization.

Huisman and Boucherie (2001) and Huisman et al. (2002) developed a stochastic analytical waiting time model for analyzing delays at a double track section. Huisman (2005) is also able to apply these queueing models to scheduled timetables. With his models he also analyzes the consequences of several timetable characteristics for the
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Higgins et al. (1995) come up with a model to quantify so called risk delays for a single track line. Higgins and Kozan (1998) also developed an analytical model to quantify the expected delays of individual passenger trains in an urban rail network.


2.8.5 Railway Reliability, Simulation

Other researchers use simulation as a tool to analyze the influence of delays on the train circulation, given some traffic scenario. SIMON is a Swedish software tool using simulation of the whole network (Wahlborg, 1996, Bergmark, 1996). Amongst others, VirtuOS (König, 2001) and SABINE (Fischer et al., 1995) are used in Germany, and Open Track (Hürlimann, 2001) is a railway simulation program developed at ETH Zürich. UX-SIMU is used for detailed simulation of railway traffic in Denmark (Kaas, 2000).

The literature above is mainly about the simulation software itself and sometimes on a simple comparison of multiple timetables. More thorough research of the impact of timetabling principles on reliability based on simulation is hardly found.

However, Carey and Carville (2000) focus on the evaluation of delay propagation in large stations by simulation, and on the improvement of the underlying timetables (Carey and Carville, 2003).

Rudolph (2004) develops a strategy to improve the running time supplement allocation. She shows that the reallocation of the proportionally distributed supplements to locations just before major railway nodes decreases the average delay. This strategy is based on a theoretical analysis of the timetable and operations. The described method of moving supplements does not lead to a different timetable, at least not for the large nodes and stations. However, Rudolph proposes to move the supplements to the dwell time in the internal plan. This leads to a difference between the internal operator’s schedule and the published timetable. In fact, this distinction is in line with earlier research by Schaafsma (2001) (see Section 3.3.4). Rudolph uses detailed simulation to verify the practical applicability of this strategy.

Rudolph and Demitz (2003) and Demitz et al. (2004) describe the improvement of the timetable for North Rhine Westphalia by use of RailSys. RailSys is used for the (non-automated) construction of timetables based on block occupation, and detailed simulation.

Furthermore, Middelkoop and Bouwman (2000, 2001) describe the use of SI-
MONE for the evaluation of several traffic scenarios in the Netherlands. SIMONE is capable of simulating the entire Dutch railway network. Although most SIMONE studies at NS and ProRail are of a comparative nature, some of them analyze the influence of planning norms on the punctuality. This is described by for example Al-Ibrahim and Oldenziel (2004), and De Klerck-Salm (2004).

Wojtkowski (2004) describes an iterative process of simulation, bottle-neck analysis and timetable adjustments to find a better timetable. Although his method is quite cumbersome, he realizes significant punctuality gains in his simulations.

SIMONE is used later in this thesis to execute theoretical analyses on the basis of simulation. Further details are provided in Section 3.3.
Chapter 3

Timetabling, Max-Plus Algebra, and Simulation

The basic ideas of timetabling are discussed in Chapter 2. In this chapter some of those ideas are formalized. First a mathematical model is formulated for the construction of timetables. Later, two distinct timetable evaluation methods are discussed: max-plus algebra and simulation.

This chapter starts with the introduction of a mathematical model for cyclic timetabling. In particular, the timetabling system DONS is described in Section 3.1. Many of the timetables used later on in this thesis have been created with DONS.

In Section 2.8, max-plus algebra was mentioned as a possible method for timetable evaluation. In particular, the software tool PETER can evaluate DONS-timetables, using max-plus algebra. The principles of this evaluation method are described in Section 3.2.

Another wide-spread method for the evaluation of railway systems is simulation. Section 3.3 starts with a short discussion on simulation in general. The main part of this section is devoted to the simulation tool SIMONE, which is used throughout the remainder of this thesis for evaluation purposes. SIMONE is linked to the DONS timetabling system to facilitate the evaluation of timetables which are constructed with DONS.

3.1 Timetabling and DONS

Constructing a timetable is a very complicated matter with a large number of interrelationships. These relations include infrastructural and safety constraints, passenger connections, and layover times. Due to these relations, timetable modifications on a
peripheral line can have severe impacts on the complete network. Especially at and around large nodes, these relations become very disorderly. This is mainly due to the fact that choices for the timetable made at one place influence the timetable in other parts of the network.

The structure and complexities of timetables are presented in this section on the basis of the software program DONS: Designer Of Network Schedules. DONS (Hooghiemstra, 1996, Hooghiemstra et al., 1999) was developed for NS and ProRail for semi-automatic timetable construction. By supplying this system with the necessary information and preferences, DONS will look at the problem on a network wide scale.

Important to note is the fact that DONS is not an optimization tool: it either provides a feasible timetable or it tells that the user defined restrictions create an infeasible problem. When a feasible timetable is found, this timetable can be post-optimized. The post-optimization process can only shift arrival and departure times a little bit, but the train orders are fixed. When the problem is infeasible, DONS provides some information on conflicting restrictions. In Chapter 6 we develop a new stochastic model which does optimize the timetable with respect to delays.

Cyclic timetables An important principle used by DONS is the cyclicity of the timetable. This means that the timetable may repeat itself over and over again.

The cyclic, or periodic, nature of this problem makes it equivalent to the Periodic Event Scheduling Problem (PESP) described by Serafini and Ukovich (1989). DONS and its solver CADANS are based on the PESP. Some other timetabling models were mentioned in Section 2.8.

DONS can handle cycle times of 60 and 120 minutes, which means that all trains run every hour or every two hours respectively. It is relatively straightforward to adopt the software for other cycle times. DONS is used in later chapters of this thesis to construct cyclic timetables.

3.1.1 The DONS Modules

The DONS system consists of four integrated parts: a graphical user interface, a database, and the solvers CADANS and STATIONS.

- **Database** The DONS database contains all information provided and saved by the users for the definition of the problem, as well as the computed timetables. The database is also the part of DONS which is able to communicate with other software. For example, the simulation tool SIMONE receives most of its input from the DONS database.
• **Graphical User Interface** The Graphical User Interface (GUI) provides a user friendly graphical interface. With graphical representations of the network and the nodes, and a tabular representation of many timetable characteristics, it is easy to enter or adjust the constraints for the desired timetable, which are stored in the database. After a feasible solution has been constructed by DONS, the GUI can also present these results in the form of a time-distance diagram or a platform occupation chart.

• **CADANS-solver** When instances are created with the aid of the GUI and stored in the database, the solvers can be used to create a One-Hour Timetable or a Platform Occupation Chart. The CADANS module (Schrijver and Steenbeek, 1994) is used to create a timetable with feasible arrival and departure times for all timetable points. Although CADANS does not take into account what happens inside a station, conflicting train routes can be specified. To run CADANS, detailed infrastructure information for the nodes is not necessary; defining the tracks that enter and leave a timetable point suffices. More about the restrictions and the modeling in CADANS can be found in Section 3.1.2.

• **STATIONS-solver** The STATIONS module (Zwaneveld et al., 1996a,b), as the name gives away, is used to produce plans for the nodes. Given a network wide CADANS-solution, STATIONS searches for a feasible platform assignment at a station, and a feasible routing between the open tracks and the platforms. STATIONS constructs a feasible solution if possible, or it indicates that, given the user’s preferences and the CADANS-solution, no feasible platform assignment or routing is available. A detailed track and platform layout of the considered station have to be available for this module.

### 3.1.2 CADANS: Constraints, Modeling and Solving

CADANS is able to tell the DONS-user whether the provided constraints can be combined into a feasible timetable. In case of feasibility, CADANS will also provide such a timetable.

**Decision variables** The timetable which has to be constructed is made up of departure and arrival times at timetable points. By means of distances and speed characteristics of the chosen rolling stock and running time supplement settings, running times are calculated. Although the running times can be adjusted manually, they are provided to CADANS as fixed numbers. Therefore it is easy to derive arrival
times when departure times are known. Consequently, it suffices to only have the
departure times as decision variables.

Departure and arrival times are integers in the cycle interval. From here on, let
us assume that DONS is used to develop a One-Hour Timetable with a one-minute
precision and a cycle time of 60 minutes. This gives the departure time

\[ d^t_n \in [0, 59], \]

with \( t \) the number of the train line, completed with a digit for direction and possibly
a sequence number when running more than once per cycle, and \( n \) the timetable
point or station.

**Constraints**  
There are several types of constraints in timetabling. The first type
consists of *process* constraints, which are the restrictions on running times and dwell
times of the defined train lines. Secondly there are *safety* constraints. These make
sure that there is at least a certain time distance between the trains. Then there
are *market* constraints which emerge from passenger preferences. Finally, there are *logistic* constraints which formulate the operator’s desire to construct an efficiently
operable timetable.

The process constraints define the running times and dwell times. Running times
are always fixed, but dwell times can either be fixed or chosen in some interval.
Constraints on the running times themselves are only needed for the calculation of
the arrival times afterwards. When, for train line \( t \), \( n' \) is the timetable point following
timetable point \( n \), a running time constraint would look like

\[ a^t_{n'} - d^t_n = r^t_{n,n'} \mod T, \]

where \( r^t_{n,n'} \) is the fixed running time and \( T \) is the cycle time. The *modulo* \( T \) is
included to ensure the validity of the constraint when the departure time is in an
earlier cycle than the arrival time.

Equation 3.2 can also be written as

\[ a^t_{n'} - d^t_n = r^t_{n,n'} + p \cdot T, \quad p \in \mathbb{Z}. \]

An example for a one-hour timetable \( (T = 60) \), and a running time of 25 minutes
is a departure at .47 every hour and an arrival at .12. Simply subtracting the arrival
time from the departure time would give \( 12 - .47 = -35 \), while the running time is
25. So the equation above corrects for this: \( -35 + 1 \cdot 60 = 25 \).
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In the remainder of this thesis, the following notation will be used,

\[ a^t_{n'} - d^t_n = [r^t_{n,n'}]_T. \]  

(3.4)

Still, as reasoned above, these restrictions have not been incorporated in the mathematical model. The fixed running times are used to construct constraints, which are formulated in such a way, that only departure times are used as variables.

The other type of process constraints are the dwell time constraints. When the dwell time \( s^t_{n'} \) is fixed, these constraints look like

\[ d^t_{n'} - d^t_n = [r^t_{n,n'} + s^t_{n'}]_T. \]  

(3.5)

or, when the dwell time has to be at least \( m s^t_{n'} \) and at most \( M s^t_{n'} \):

\[ d^t_{n'} - d^t_n \in [r^t_{n,n'} + [m s^t_{n'}, M s^t_{n'}]]_T. \]  

(3.6)

An example will be given for the 3000-line, an intercity line running from Den Helder via Amsterdam, Utrecht (Ut), Ede-Wageningen (Ed), and Arnhem (Ah) to Nijmegen. The 3000-line runs twice per hour, leading to a 3001 and 3003 train in the forward direction (from Den Helder to Nijmegen), and a 3002 and 3004 train in the opposite direction (from Nijmegen to Den Helder).

Assume that the running time between Utrecht and Ede-Wageningen is 21 minutes and between Ede-Wageningen and Arnhem 9 minutes. Now, if the dwell time in Ede-Wageningen should be 1 minute, this generates the following restriction:

\[ d^{3001}_{3001} - d^{3001}_{3001} - d^{3001}_{3001} - d^{3001}_{3001} = [r^{3001}_{3001} + s^{3001}_{3001}]_T = [22]_T. \]  

(3.7)

When the dwell time in Arnhem should be at least 2 minutes and at most 5 minutes this gives

\[ d^{3001}_{3001} - d^{3001}_{3001} - d^{3001}_{3001} - d^{3001}_{3001} = [r^{3001}_{3001} + m s^{3001}_{3001}, M s^{3001}_{3001}]_T = [11, 14]_T. \]  

(3.8)

Safety constraints, which can also be viewed as infrastructural constraints, make sure that two trains do not use the same infrastructure at the same time. When the departure of train \( t' \) from station \( n' \) is not allowed to be in between \( l \) minutes and \( u \) minutes after the departure of train \( t \) from station \( n \), the following constraint can be constructed:

\[ d^t_n - d^{t'}_{n'} \notin (l, u)_T. \]  

(3.9)
Note that the use of parenthesis ‘( )’, as opposed to brackets ‘[ ]’, indicates that a time difference of exactly \( t \) minutes or exactly \( u \) minutes is allowed.

The time difference required between two train departures, and the resulting lower and upper bounds \( l \) and \( u \), can result from quite different situations, as can be seen from the following examples. The nodes \( n \) and \( n' \) can be the same timetable point.

First, to obtain inclusion intervals for all constraints, we rewrite (3.9) as:

\[
d_{n}^{t} - d_{n'}^{t'} \in [u, l + T].
\] (3.10)

Besides the 3001-train, there is also a local 7501-train from Utrecht to Ede-Wageningen. These two train lines share the same infrastructure, for which the safety system requires a 3-minute distance between each pair of trains. This leads to

\[
d_{7501}^{Ut} - d_{3001}^{Ut} \in [3, 57].
\] (3.11)

A comparable safety constraint applies to the arrival in Ede-Wageningen. The running time from Utrecht to Ede-Wageningen is 22 minutes for the 3001-train and 30 minutes for the 7501-train, resulting in an 8-minute difference:

\[
d_{7501}^{Ut} - d_{3001}^{Ut} \in [3 + 8, 57 + 8].
\] (3.12)

However, this could lead to a conflicting situation: for example \( d_{7501}^{Ut} = 0 \) and \( d_{3001}^{Ut} = 4 \) satisfy both restrictions. These departure times from Utrecht would imply that the 3001-train overtakes the 7501-train, which is impossible on the available infrastructure. To prevent this from happening, the two restrictions are combined to

\[
d_{7501}^{Ut} - d_{3001}^{Ut} \in [3 + 8, 57].
\] (3.13)

In general terms, this can be written as

\[
d_{n}^{t} - d_{n'}^{t'} \in \left[ u + (\rho_{n,n'}^{t,t'})^+ + l + (\rho_{n,n'}^{t,t'})^- + T \right].
\] (3.14)

where \( \rho_{n,n'}^{t,t'} \) is the running time difference of trains \( t \) and \( t' \) between \( n \) and \( n' \) (with \( \rho_{n,n'}^{t,t'} < 0 \) when train \( t \) is faster than train \( t' \) ). Furthermore, \( (\rho_{n,n'}^{t,t'})^+ \) and \( (\rho_{n,n'}^{t,t'})^- \) represent \( \max(\rho_{n,n'}^{t,t'}, 0) \) and \( \min(\rho_{n,n'}^{t,t'}, 0) \), respectively.

The market constraints represent passenger preferences. This includes for example passenger transfers and an even distribution of trains over the hour. It would be
preferable to run the 3001 and 3003 in approximately a 30-minute frequency:

\[ d_{Hdr}^{3001} - d_{Hdr}^{3003} \in [29, 31]_{60} \]  (3.15)

and likewise for the opposite direction.

When dwell times are not fixed, the total time to reach Nijmegen from Den Helder can differ several minutes between the 3001 and the 3003. To avoid this problem, the same constraints should be added for other departures on the line.

For passenger transfers it is important that passengers do not have to wait too long between arrival and departure. On the other hand they need time to alight their feeder train, be able to go from the arrival platform to the departure platform, and board the connecting train.

For example, passengers arriving with the intercity train from Amsterdam in Utrecht (train 3001) want to transfer to the local service towards Ede-Wageningen and Arnhem (train 7501). The transfer time should be at least 4 minutes and at most 7 minutes. The travel time from Amsterdam (Asd) to Utrecht is 28 minutes.

\[ d_{Ut}^{7501} - d_{Asd}^{3001} \in [32, 35]_{60}. \]  (3.16)

But as we have seen before, the 3000-line runs twice per hour. Here we assume that it runs exactly every 30 minutes. For train 7501 it does not make any difference to which of the two trains in the hour it connects, the 3001 or the 3003. This means that the 7501 leaves Utrecht either 4 to 7 minutes after arrival of the 3001 in Utrecht, or 4 to 7 minutes after the arrival of the 3003 in Utrecht. Assuming that trains 3001 and 3003 are exactly 30 minutes apart, and because of the cyclicity, this can be modeled as the intersection of two larger intervals, \([32 - 30, 35]_{60}\) and \([32, 35 + 30]_{60}\):

\[ d_{Ut}^{7501} - d_{Asd}^{3001} \in [2, 35]_{60}, \]  (3.17)

\[ d_{Ut}^{7501} - d_{Asd}^{3001} \in [32, 65]_{60}. \]  (3.18)

When train 7503 also exists, we still need to model the connection in the same way. That is because it is unsure whether train 3001 connects to the 7501 and the 3003 to the 7503, or the other way around.

Besides desires of the passengers, logistic constraints can be added to make the timetable more efficient for the operator. One possibility consists of short layover times of rolling stock at the end of the train lines. There is a minimum time required for these layovers to enable personnel to prepare the train for running in the opposite direction. When the running time of the 3000-line from Arnhem to Nijmegen is 12
minutes and the layover time has to be at least 4 minutes, but at most 12 because of efficiency, this would give
\[ d_{N}^{2002} - d_{Ah}^{2001} \in [16, 24]_{60}. \] (3.19)

Furthermore, absolute departure times can be defined. This option is mainly used for international trains. For example, the ICE-train from Frankfurt to Amsterdam (train 122) passes the border at Zevenaar-grens (Zvg) at 36 minutes past the hour:
\[ d_{122}^{Zvg} = 36. \] (3.20)

Note that the modulo 60 is not necessary in this case. To represent all constraints as the difference between two departure times the dummy departure \( d^0 \equiv 0 \) can be introduced, and we have
\[ d_{Zvg}^{122} - d^0 = 36. \] (3.21)

**Solving** CADANS does not optimize the timetabling problem. In case the problem is solvable, CADANS will only provide a feasible solution. Otherwise it will produce an indication which constraints are too tight.

CADANS is based on constraint programming (Schrijver and Steenbeek, 1994). The different types of constraints (described above) define the restrictions which a solution has to satisfy. A feasible solution is a set of departure times \( d^t \) which satisfy all constraints. Every integer \( \tau \), with \( 0 \leq \tau \leq 59 \), is called a *clock value*, and a set of clock values is called a *clock set*. The difference between two clock values is always computed modulo 60, unless indicated otherwise.

The input for CADANS is the set of all preferences, as explained earlier in this section. CADANS translates these preferences into constraints. The constraints are represented by a constraint graph, where the nodes represent the decision variables, or departure times, and the directed edges represent the constraints, or time differences. More precisely, the edge values represent the lower and upper bounds \( l \) and \( u \).

Several edges between the same pair of nodes are combined into one edge if possible. When two nodes are connected by an edge that only allows one unique value, one of both nodes and the edge can be removed. The edges to this node are now reconnected to the other node, while the edge values are adjusted for the value of the removed edge.

Combining all paths between two nodes often leads to tighter constraints. It may even lead to conflicts. In other words: the problem may appear to be infeasible.

In the beginning of the solution process, every decision variable \( d^t \) has its own
clock set $D^i_n = \{0...59\}$. If no absolute departure times have been defined (see equation (3.20)), then one of the departure times can be fixed; i.e., its clock set will have only one element. This will not have any consequences for the feasibility, because without absolute times the whole solution can be shifted by an integer between 0 and 59, modulo 60.

Starting from the fixed departure time, or from an earlier defined absolute departure time, the constraint edges will be used to tighten the clock sets. This is called constraint propagation.

Then a tight clock set $D^i_n$ is chosen and its decision variable $d^i_n$ is fixed to one of the values in the set, $\tau \in D^i_n$. Again, the clock sets can be tightened. When one of the clock sets is empty, the fixation leads to infeasibility and $\tau$ will be removed from the clock set. All other clock sets are reset to their size before fixing $d^i_n$ to $\tau$. Then the same $d^i_n$ is fixed to another $\tau' \in D^i_n$, or another $d^i_n'$ is fixed and the procedure starts again.

In the case that a fixation does not lead to empty clock sets, a next departure time can be fixed. When all departure times have been fixed in this way, a feasible timetable has been found.

When a fixed departure time $d^i_{n''}$ leads to an infeasibility, while $d^i_{n''}$ was the last element of the clock set $D^i_n$, one of the other fixations has to be undone. An intelligent way of back-tracking is applied. If there is no other fixed departure time, the problem is infeasible. This means that no timetable exists which satisfies all restrictions. In that case, CADANS does provide the user with a set of specified constraints which are in conflict with each other. Then it is up to the user to relax one or more of these, or possibly other, constraints, and CADANS can be run again.

STATIONS Although many relations between trains in and around stations can be defined within the network environment of DONS, detailed modeling and analysis of the stations does not fit in CADANS. The STATIONS module within DONS is able to assign trains to platforms, and to route trains through stations. The simulation tool SIMONE (see Section 3.3) only considers the modeling of the open tracks, corresponding to the CADANS part of DONS. The simulation model FRISO (see Section 3.3.4) is currently (2005) in development for more detailed simulation of station areas and smaller parts of the network.

3.2 Max-Plus Algebra for Timetable Evaluation

Many events, in railway and other systems, cannot take place before the preceding event has finished. In many cases, even more than one preceding process must have
been finished before a certain event can take place. In that case, the event cannot start before the latest, or maximum, completion time of its predecessors.

In mathematics, such problems can be represented by for example precedence graphs or Petri nets. When a time factor is introduced into a Petri net, it is called a timed event graph. To facilitate calculations for these graphs, a new kind of algebra has been developed: max-plus algebra. A timetable can be represented as a timed event graph and therefore also in max-plus algebra. Using this algebra, several characteristics of the timetable can be calculated.

A thorough description of precedence graphs, Petri nets, timed event graphs and max-plus algebra is given by Baccelli et al. (1992).

### 3.2.1 Principles of Max-Plus Algebra

Max-plus algebra only uses two operators: taking the maximum and addition. The $\oplus$-symbol, $\oplus$, is used for taking the maximum and the $\otimes$-symbol, $\otimes$, is used for addition. For example, $a \oplus b$ and $c \otimes d$ in max-plus algebra, refer to $\max(a, b)$ and $c + d$ in classical algebra. The neutral element for taking the maximum is $-\infty$, which is denoted by $\varepsilon$ in max-plus algebra: $a \oplus \varepsilon = a$, $\forall a$. For addition, the neutral element is 0, in max-plus algebra denoted by $e$: $c \otimes e = c$, $\forall c$. Furthermore $\bigoplus_i a(i)$ denotes the maximum of all elements of $a(i)$ with respect to all appropriate indices $i$. Similarly, $\bigotimes_j c(j)$ is the sum of all elements of $c(j)$ with respect to all appropriate indices $j$.

The max-plus operations can also be extended to matrices. For the matrices $A, B \in \mathbb{R}^{m \times n}$ and $C \in \mathbb{R}^{n \times p}$ (with the matrix elements $a_{ij}, b_{ij}$ and $c_{jk}$ for $i = 1, \ldots, m$, $j = 1, \ldots, n$ and $k = 1, \ldots, p$) the following max-plus operations are defined:

\begin{equation}
(A \bigoplus B)_{ij} \equiv a_{ij} \oplus b_{ij}, \tag{3.22}
\end{equation}

\begin{equation}
(A \bigotimes C)_{ik} \equiv (a_{i1} \otimes c_{1k}) \oplus \ldots \oplus (a_{in} \otimes c_{nk}) = \bigoplus_{j=1}^{n}(a_{ij} \otimes c_{jk}). \tag{3.23}
\end{equation}

### 3.2.2 A Cyclic Railway Timetable in Max-Plus Algebra

The events in a railway system are the departures and arrivals. The departure of a train usually depends on one or more preceding arrivals and often also on another departure. For example, the departure of a train depends on the arrival time of the same train at the same station. When there are passenger transfers, the departure also depends on the arrival of the feeder trains. Furthermore, it has to wait for the preceding train that uses the same infrastructure. The timetable also provides an event: the planned departure time. Together this leads to a departure time that is
equal to the *maximum* of the preceding event times *plus* the time needed for the process between the preceding event and the departure. This can be modeled as a system of max plus equations, as described by Goverde (2002).

For example, observe the departure of train 2024 from Utrecht (Ut) towards Gouda and The Hague. The train is not allowed to leave Utrecht before its planned departure time $d_{2024}^{Ut}$. Train 2024 already comes from Nijmegen, with a planned arrival time $a_{2024}^{Ut}$ in Utrecht. There is a minimal dwell time of two minutes. Train 5624 coming from Zwolle acts as a feeder train for train 2024. Passengers need at least 4 minutes for this transfer. Furthermore, right after departure, train 2024 shares the same infrastructure with the earlier scheduled train 2824, running from Utrecht towards Gouda and Rotterdam. This means that train 2024 has to respect a two-minute headway after the departure of train 2824.

However, for the preceding activities the realization has to be observed and not the plan. The realized arrival and departure times are represented by $\tilde{a}$ and $\tilde{d}$ respectively.

Now, four restrictions for the realized departure time of train 2024 can be formulated in classical algebra:

\[
\begin{align*}
\tilde{d}_{2024}^{Ut} & \geq d_{2024}^{Ut}, \\
\tilde{d}_{2024}^{Ut} & \geq \tilde{a}_{2024}^{Ut} + 2, \\
\tilde{d}_{2024}^{Ut} & \geq \tilde{a}_{5624}^{Ut} + 4, \\
\tilde{d}_{2024}^{Ut} & \geq \tilde{d}_{2824}^{Ut} + 2.
\end{align*}
\] (3.24) – (3.27)

Now, equations (3.24) – (3.27) can be reformulated in max-plus algebra:

\[
\begin{align*}
\tilde{d}_{2024}^{Ut} &= d_{2024}^{Ut} \oplus (2 \otimes \tilde{a}_{2024}^{Ut}) \oplus (4 \otimes \tilde{a}_{5624}^{Ut}) \oplus (2 \otimes \tilde{d}_{2824}^{Ut}), \text{ or } (3.28) \\
\tilde{d}_{2024}^{Ut} &= \left( e \ 2 \ 4 \ 2 \right) \otimes \begin{pmatrix} d_{2024}^{Ut} \\ \tilde{a}_{2024}^{Ut} \\ \tilde{a}_{5624}^{Ut} \\ \tilde{d}_{2824}^{Ut} \end{pmatrix}, \text{ but more natural } (3.29) \\
\tilde{d}_{2024}^{Ut} &= \left( 2 \ 4 \ 2 \right) \otimes \begin{pmatrix} \tilde{a}_{2024}^{Ut} \\ \tilde{a}_{2024}^{Ut} \\ \tilde{a}_{5624}^{Ut} \\ \tilde{d}_{2824}^{Ut} \end{pmatrix} \oplus \tilde{d}_{2024}^{Ut}. \quad (3.30)
\end{align*}
\]

Because the timetable is cyclic with a period of 60 minutes, these restrictions are similar for every hour. To be able to represent these restrictions in a general manner, not the actual train number, but the train line number and the cycle number are used. An additional distinction is made for the two directions of the line, with for example 2001 indicating all 2000-trains in the *odd direction* (from The Hague to
Arnhem/Nijmegen) and 2002 for the even direction (from Nijmegen/Arnhem to The Hague). In fact, the 2000-line runs twice per hour. Therefore additional numbers 2003 and 2004 could be used for the second half hour in the odd and even direction respectively.

The planned departure time of the 2024 from Utrecht is 9:03. Assuming that the train services start at 5:00 in the morning, 9:03 is just after the start of the 5th cycle and therewith \(a_{2002}^{5602}(k) = 9:03\), but more generally in terms of minutes past the start of services:

\[
d_{2002}^{2002}(k) = 3 + (k - 1) \cdot 60,
\]

which is 243 for the 2024. The planned arrival of the 2002 trains, which is exactly at the hour, can be written as

\[
a_{2002}^{2002}(k) = 0 + (k - 1) \cdot 60.
\]

Furthermore, the arrival of the 5602-line is at 3 minutes before the hour (\(a_{5602}^{5602}(k) = 57 + (k - 1) \cdot 60\)) and the planned departure of the 2802 is 1 minute past the hour: \(d_{2802}^{2802}(k) = 1 + (k - 1) \cdot 60\).

Regarding the planned departure and arrival times within the hour, the following has to be observed: the departure from Utrecht of train line 2002 in period 5 depends on the arrival of the same train in period 5 and on the departure of train 2802 in period 5. However, it does not depend on the arrival of train 5602 in period 5, but on its arrival in period 4. Now equations (3.30) can be written in a cyclic format:

\[
\tilde{d}_{2002}^{2002}(k) = \begin{pmatrix} 2 & 4 & 2 \end{pmatrix} \otimes \begin{pmatrix} a_{2002}^{2002}(k) \\ a_{5602}^{2002}(k - 1) \\ a_{2802}^{2002}(k) \end{pmatrix} \oplus d_{2002}^{2002}(k).
\]

(3.31)

For an easier distinction between the cycles and an easier expansion of the model, the equations with different cycle offsets are separated. Note that the entry is filled with \(\varepsilon\) (equivalent for minus infinite) when the left-hand-side departure does not depend on the corresponding event.

\[
\tilde{d}_{2002}^{2002}(k) = \begin{pmatrix} \varepsilon & 4 & \varepsilon \end{pmatrix} \otimes \begin{pmatrix} a_{2002}^{2002}(k - 1) \\ a_{5602}^{2002}(k - 1) \\ a_{2802}^{2002}(k - 1) \end{pmatrix} \oplus \begin{pmatrix} 2 & \varepsilon & 2 \end{pmatrix} \otimes \begin{pmatrix} a_{2002}^{2002}(k) \\ a_{5602}^{2002}(k) \\ a_{2802}^{2002}(k) \end{pmatrix} \oplus d_{2002}^{2002}(k).
\]

(3.32)

In fact, it is also possible that events depend on other events of 2 or even more periods earlier. In those cases, the number of terms in equation (3.32) can be increased until the maximum number of cycle offsets is reached. From hereon we assume that events only depend on events of at most 1 period earlier. Goverde and Soto y Koelemeijer (2000) also describe how the zero-order term can be eliminated from the equations.
The left hand side of equation (3.32) can be extended to a vector which includes multiple departures and arrivals, in particular all departures and arrivals throughout the network within one cycle. Let us call this vector with \( n \) elements \( \tilde{x}(k) \). The two right-hand-side vectors containing the earlier events will also contain all the events for the appropriate cycle: \( \tilde{x}(k-1) \) is introduced and \( \tilde{x}(k) \) is repeated. Also the last term in the example, the planned departure time, will be extended and form a vector of planned arrival and departure times of size \( n \): \( x(k) \). Finally, the vectors containing the minimal time differences are replaced by matrices, which contain a column for each event time: \( A(0) \) and \( A(1) \), both of size \( n \times n \). Element \( A(0)_{ij} \) represents the minimal time that has to elapse between the event \( j \) in period \( k \) and event \( i \) in period \( k \); \( A(1)_{ij} \) represents the minimal time between event \( j \) in period \( k-1 \) and event \( i \) in period \( k \). This leads to

\[
\tilde{x}(k) = A(1) \otimes \tilde{x}(k-1) \oplus A(0) \otimes \tilde{x}(k) \oplus x(k). \tag{3.33}
\]

Goverde and Soto y Koelemeijer (2000) show that this equation can be rewritten as a purely first order equation:

\[
\tilde{x}(k) = \hat{A}(1) \otimes \tilde{x}(k-1) \oplus x(k). \tag{3.34}
\]

Now the state matrix, which relates two consecutive periods of the timetable, is defined as \( A = \hat{A}(1) \). The state matrix \( A \) follows from the dependencies in the timetable and the minimal process times. Although the train order, passenger transfers and rolling stock circulation are taken into account in the state matrix, this matrix is independent of the actual timetable.

### 3.2.3 Timetable Evaluation Using Max-Plus Algebra

Several reliability measures for timetables can be determined with max-plus algebra. These are described by Goverde (2002), Soto y Koelemeijer et al. (2000), Subiono (2000), and others. A short summary of the most common measures is given here. The software tool PETER (Goverde and Odijk, 2002) integrates these measures in a max-plus evaluation tool for timetables.

**Minimal cycle time**  The minimal cycle time of a timetable is the time needed to complete the longest cyclic chain of processes in the periodic timetable. The minimal cycle time is equal to the eigenvalue \( \lambda \) of the state matrix \( A \) in terms of max-plus algebra:

\[
A \otimes \underline{x} = \lambda \otimes \underline{x}. \tag{3.35}
\]
The eigenvector $x$ represents the corresponding timetable with cycle time $\lambda$. The timetable structure defined by the state matrix $A$ can only be operated within a cycle time $T$ when the minimal cycle time $\lambda$ is less than $T$. When $\lambda < T$, the timetable corresponding to $A$ is considered to be stable.

To determine the eigenvalue $\lambda$, several algorithms have been developed. Karp (1978) describes a polynomial algorithm, which only computes the eigenvalue $\lambda$. The power-algorithm (Braker and Olsder, 1993, Subiono et al., 1998) also calculates the eigenvector $x$. Braker (1993) also reports on the extended Karp algorithm, which is both faster than the original algorithm of Karp, and faster than the power algorithm. However, this extended algorithm can not handle zero-order terms. Cochet-Terrasson et al. (1998) describe the policy iteration algorithm, which, although not proven, seems to outperform the other algorithms. Therefore the policy iteration algorithm was implemented in PETER.

**Critical Circuit** A critical circuit with respect to the minimal cycle time is a circuit through the timed event graph representing the timetable, for which the minimal cycle time $\lambda$ is needed to complete the circuit. When there is a unique critical circuit, the minimal cycle time will decrease if one of the process times in the critical circuit is shortened or one of the dependencies in this circuit is canceled.

**Throughput** A measure derived from the minimal cycle time is the network throughput $\rho$. This measure indicates the percentage of the cycle time necessary to operate one cycle of the timetable.

$$\rho = \frac{\lambda}{T}. \tag{3.36}$$

The network throughput (applicable to a whole network) is comparable to the capacity consumption measure for a corridor described by the International Union of Railways (UIC, 2004).

**Stability margin** Another reliability measure is the stability margin $\Delta$. This is the largest simultaneous increment of all processes for which the system is still stable, i.e. it can still be operated within the cycle time $T$.

The stability can be seen as the difference between the available time and the necessary time for all paths through the network. Note that many of these paths are longer than one timetable cycle. In classical algebra this can be written as

$$\max_{k=0,\ldots,M} (A(k) - k \times T), \tag{3.37}$$
where \( M \) is the maximum order of the \( A \)-matrix, i.e. the number timetable cycles elapsing for the longest path.

Now a max-plus definition has to be given for the polynomial matrix of a finite matrix series, \( A(0) \ldots A(M) \):

\[
P(A(y)) = \bigoplus_k (A(k) \otimes y^k).
\]  
(3.38)

Then we can rewrite (3.39) in max-plus algebra:

\[
\max_{k=0, \ldots, M} (A(k) - k \times T) := \bigoplus_{k=0}^M (A(k) \otimes T^{-k}) = P(A(T^{-1})).
\]  
(3.39)

The stability margin \( \Delta = -\mu \) can now be found by solving the eigenvalue problem given by

\[
P(A(T^{-1})) \otimes \underline{x} = \mu \otimes \underline{x}.
\]  
(3.40)

The critical circuit with respect to the stability margin is not necessarily the same as the critical circuit with respect to the minimal cycle time. This is because the stability margin also depends on the number of running trains in the circuit. The new critical circuit is the circuit with the least average buffer time \( \Delta \).

**Recovery time** The recovery time \( R_{ij} \) between events \( j \) and \( i \), is the maximal delay of event \( j \), which can be recovered before it has propagated to event \( i \). In other words, it is the smallest amount of slack over all paths in the network from event \( j \) to event \( i \). Or rephrasing it once more, it is the difference between the event times \( x_j \) and \( x_i \) minus the sum of the minimal process times for the longest path between the events \( j \) and \( i \).

\[
R_{ij} = x_j - x_i - P(A(T^{-1}))_{ij},
\]  
(3.41)

where \( M \) is the maximum order of the \( A \)-matrix, and \( P(A(T^{-1}))_{ij} \) is the longest path between the events \( j \) and \( i \).

**Delay Propagation** The propagation of pre-determined delays can be analyzed using max-plus algebra. Inserting an initial delay vector in equation (3.34), the delay propagation can be determined recursively.

**PETER** The timetable evaluation tool PETER (Performance Evaluation of Timed Events in Railways) is based on max-plus algebra. This tool is described by Goverde and Odijk (2002), and is used by ProRail. PETER is able to analyze the critical
circuit, to calculate the cycle time and throughput, to determine the stability margin, and to analyze recovery times and delay propagation. A link with the DONS database facilitates these analysis. Interaction with other timetabling tools and an interface including network graphs assist in the timetable analysis. Goverde and Odijk (2002) present an evaluation of the Dutch intercity network 2000-2001, consisting of 317 departure events.

**Disadvantages of PETER** Although the minimal cycle time and its critical circuit point at the timetable circuit with the smallest amount of slack, there is no direct relation with the stability of the network timetable. First of all, this critical circuit may consist of processes which are not or hardly disturbed. Other circuits with more slack, but larger disturbances, may perform worse. Secondly, the critical circuit may be the result of a peripheral train line which hardly influences other parts of the network.

The analysis of delay propagation is only possible for delays which are present at the start of the evaluation. No further disturbances are incurred over the evaluation period. The evaluated situations are very specific and do not represent real world situations.

Furthermore, PETER only evaluates a timetable with respect to the characteristics described above. No indications are given of how to improve this timetable, and an analysis with random disturbances is not possible at all.

### 3.3 Railway Simulation and SIMONE

Simulation is an evaluation method based on the repetitive imitation of a system, using a simplified model of that system. Simulation is especially interesting for analyzing complicated and heavily interrelated processes, foremost in combination with stochastic disturbances. These are exactly the characteristics of busy railway networks.

Some advantages of the use of simulation for the quality assessment of railway systems are discussed in Section 3.3.2.

In this thesis SIMONE is used as simulation tool to evaluate the quality of a railway timetable. Therefore SIMONE is discussed in Section 3.3.3. Note, however, that SIMONE is one of many railway simulators (see Section 2.8). These different simulation tools usually have a lot in common, but can be different on many points as well.
3.3. Railway Simulation and SIMONE

3.3.1 Types of Simulation

Simulation models are applied to many different systems with many different characteristics. Therefore simulation models appear in many different forms. Law and Kelton (2000) describe three different classifications, which are briefly given here.

**Static versus dynamic**  A static simulation model is a model in which time does not play a role. An example is Monte Carlo simulation (see also Law and Kelton (2000)). A dynamic simulation model shows how a system evolves over time.

**Deterministic versus stochastic**  A deterministic simulation model does not contain any random components. In this case simulation is still very helpful, when the deterministic relations are too complex to be evaluated analytically. Many systems have some random influences. Simulation models including random components are called stochastic simulation models.

**Continuous versus discrete**  In continuous simulation models, state variables change continuously over time, while in discrete simulation models state variables change instantaneously at a countable number of points in time. For discrete simulation models, also called discrete-event simulation models, two time advance mechanisms can be distinguished: next-event time advance and fixed-increment time advance. The names already give away the working of these mechanisms.

Furthermore, a distinction between synchronous and asynchronous simulation is found in the literature. In fact, it is used for two different classifications.

**Synchronous versus asynchronous**  The terms synchronous and asynchronous simulation are first used to indicate the order of simulation (see e.g. Ghosh (1984)). In synchronous simulation models an event-list is maintained. Using this event-list, the model processes all events in chronological order. The time and memory costs of maintaining the event-list is saved in asynchronous simulation. In that case, events are not always processed in their natural order.

A more common use of the terms synchronous and asynchronous indicates the distinction between the simulation of planned timetables and randomly generated timetables (see e.g. Pachl (2002)). With synchronous simulation, predetermined timetables are evaluated. In asynchronous simulation, train paths are stochastically generated. Possible conflicts are solved by scheduling rules.
3.3.2 Advantages and Disadvantages of Simulation

Compared to other research methods of complicated stochastic systems, simulation has advantages and disadvantages. Some of the disadvantages are described below, but some of the advantages of simulation are discussed first.

- **Detailed modeling**  Analytical models are often unable to include many details, because these details are incompatible with the model. Simulation models have the flexibility to incorporate virtually any level of detail. However, new details will increase the running time of the simulation.

- **Whole network**  Analytical models often consider only one line or a restricted network; others have very restrictive assumptions about the model. Simulation, however, can deal with whole networks without these restrictive assumptions.

- **Complicated disturbance distribution**  Most analytical models are based on very restrictive assumptions about primary disturbance distributions. Simulation offers the possibility to have any arbitrary distributions. It is also easy to use different distributions for different trains or locations.

- **Artificial situations**  The main disadvantage of analyzing realization data is that only past situations can be considered. The reliability implications of new timetables or new infrastructure cannot be analyzed beforehand. The use of real life experiments is also impossible. Analytical models and simulations have more possibilities to look into the future.

- **Detailed output**  The output of analytical models is often restricted to a few basic figures. The practical reasons and model characteristics behind the figures is often lost. Simulation models have the ability to create output in almost any desired format, giving information about the smallest modeled detail. However, the output of analytical models sometimes gives more information about relations in the railway system.

- **Animation**  Animation is not only used because it looks fancy. It can also be very useful in detecting reasons for secondary delays. Furthermore, it makes both the model and the results easier to understand.

- **Computer speed**  Computer speeds and capacities have improved so much over the past decades that it is possible to simulate much more and much faster than in the past. Consequently, the scientific possibilities have increased too.
Certainly, simulation has several disadvantages as well. A few are given here.

- **Only evaluation** The output of simulation models is just an evaluation of the simulated timetable. The results do not tell what a good timetable should look like, nor how to improve the involved timetable. In other words: it does not provide the user with analytical relations between parts of the system.

- **Very complex** The complexity of railway systems asks for high level programming for railway simulation tools. Moreover, the users of a simulation tool are required to have much knowledge about both the real life railway traffic and the simulation tool itself, to be able to use it adequately. Furthermore, often cumbersome preparations are needed before simulation runs can be carried out.

- **Input disturbances** Simulation models evaluate the timetable by calculating delay propagation throughout the network. This delay propagation is based on the disturbances which are defined by the user. However, the size and frequency of disturbances is usually not known. This means that simulation results are based on the assumptions made about the disturbance distributions, and not on real life disturbances.

### 3.3.3 The SIMONE Model

SIMONE (SImulation MOdel of NEtworks) is a simulation tool developed for ProRail, the Dutch railway infrastructure capacity planner, and NS, the main Dutch passenger railway operator. Since 1999, it is regularly used by these organizations in punctuality research. This includes both the comparison of different timetables as well as studies to assess the effects of new infrastructure. Moreover, it is used for the simulations which are discussed later on in this thesis. SIMONE is able to receive input from the timetabling tool DONS (see Section 3.1).

For a more formal and detailed description of all functionalities of the latest SIMONE version one is referred to the conceptual model (Bouwman et al., 2004)

**Discrete-event simulation** One of the main characteristics of SIMONE is that it is a discrete-event simulation model. When a train leaves one timetable point it is directed to the next one. There it appears as much later as the timetable indicates, adapted for possible disturbances or recoveries. This feature saves much time compared to continuous time simulation and offers the opportunity to simulate a whole railway network, like that of the Netherlands.

It also means that many complex details in railway systems can be taken into account. Interactions between trains, such as headway times on the tracks, platform...
occupations in the stations, and connections for travelers, are present in SIMONE. Also complicated disturbance distributions, depending on train type, infrastructure, time and other characteristics can be incorporated. Every desired infrastructure layout can be built, which allows one to research artificial situations as well.

Using the simulation classification given in Section 3.3.1, SIMONE can be characterized as a dynamic, stochastic, discrete and synchronous simulation model with next-event time advance.

**The infrastructure** A simulation-run with SIMONE starts with building the infrastructure, which is made up of timetable points and open tracks. This infrastructure layout is imported from DONS.

Timetable points exist in several forms, but most of them are either a station or a junction. Although these two have different functions in reality, they are identical for SIMONE.

Every timetable point has a set of platform groups. Each platform group has a capacity in length and in number of trains. Super platform groups can be present, to define the platform capacity more specifically. Every train that arrives at or passes a station is assigned to a platform group or super platform group in the timetable. At the moment of entering a platform group, it is checked whether capacity is available.

Open tracks are defined by their length, their number of tracks, and their capacity in number of trains. The latter needs some explanation: the block safety system, as it is used in the Netherlands and other European countries, has not been incorporated in SIMONE. Instead of space distances, time distances (or headways) and a limit on the number of trains per track are used.

Timetable points are situated at the end of one or more open tracks. Every parallel track of an open track has its own in-out point at the edge of a station, as shown in Figure 3.1. These in-out points are situated at a specific side of the platform groups (i.e. the A- or B-side of the station) and have a relative geographical location. This enables the software to detect possible conflicts between trains. For all in-out points minimal time-distances between trains are defined. Usually these headway times are defined network wide, but deviations can be defined for a specific station or track. Headway times can also be train type or even train line dependent. Note that these headway times at the in-out points are in fact also headway times for entering an open track.

**The timetable** The timetable for SIMONE is based on the cyclic timetable from DONS, and (in the sixty-minutes cycle situation) only specifies the minutes within the hour. For each train line, for both directions, the timetable specifies the arrival, departure and passing times at all timetable points. The timetable defines, besides
these times, for each arrival the arrival in-out point and arrival platform group. The platform group and the departure in-out point are defined for each departure. Furthermore the timetabled time for the next process (a dwell time for arrivals or a running time for departures), and the accompanying dwell time supplement or running time supplement are given. For passing times, the incoming and outgoing in-out points are defined, as well as the upcoming running time and running time supplement.

**Additional features** The SIMONE simulation incorporates more than only the infrastructure and the timetable. Much operational information is defined on network level, timetable point level or train level.

- **Train length** The physical train length for each train line is defined to determine the occupation of platforms.

- **Passenger connections** For passenger connections it can be defined that certain departing trains have to wait for certain delayed arriving trains. This is to enable passengers to transfer. A maximum waiting time is also included.

- **Rolling stock layovers** For the rolling stock of each train line, a sequential train line can be defined. In the case that there is such a layover, a minimal layover time has to be respected.

- **First and last dwelling time** For trains without a layover at the start, the first dwelling time determines at which time the train arrives at the starting station and occupies (part of) its platform group. Likewise, the last dwelling
time determines the time at which time the arrival platform group at the final station is left.

- **Conflicts within timetable points** In SIMONE trains do not have an exact route through a station, but are assigned to an arrival in-out point, a platform group and a departure in-out point. Therefore, stations are referred to as grey boxes. Conflicts within the station area are imported from DONS. There they are deduced as shown in Figure 3.1: for each train a routing is drawn from the in-out point to the appropriate platform group and on to the in-out point. When these lines cross each other, a conflict will emerge, when both movements take place at the same moment.

**Disturbances** In SIMONE, the disturbances have only one cause: the user definition of the simulation run. A disturbance can be either a *dwell time disturbance*, a *departure disturbance*, or a *running time disturbance*. For all disturbances, a probability of occurrence and a distribution are defined. Furthermore a choice has to be made between *absolute* and *relative* disturbances. Without further specifications, the disturbances apply to all dwellings, departures, or running times, but they can also be more specific.

Every time a train enters an open track, there is a defined probability for a running time disturbance. If there is a disturbance, the size is randomly picked from the specified distribution. If an absolute disturbance is chosen, the running time is increased by this random disturbance. In the case of relative disturbances, the disturbance-percentage is multiplied with the minimal running time for the track where the train is disturbed. A disturbance on a certain trip can be compensated by the running time supplement on the same trip.

Dwell time and departure disturbances are almost always absolute disturbances. Like running time disturbances, there is a probability of occurrence and a probability distribution for the size of the disturbance. The difference between a dwell time disturbance and a departure disturbance is that a dwell time disturbance extends the dwell time, while a departure disturbance only effects the departure: the latter is not incurred until the train is ready to leave the station.

**Secondary delays** Secondary delays do not occur in an undisturbed simulation experiment; at least not when the timetable is conflict free. Secondary delays only appear because other trains are delayed already. Both primary delayed trains and secondary delayed trains can cause additional secondary delays.
Secondary delays occur when:

- there is no capacity in the assigned platform group, either in the number of trains or in the total train length;
- there is a conflict with another train between the platform and the in-out point (or vice versa);
- the headway of the previous train at the beginning of the track has not yet elapsed (on entering the track);
- the maximum number of trains on a track was already reached (on entering the track);
- the headway of the previous train at the end of the track has not yet elapsed (on leaving the track);
- the feeder train for a passenger connection has not yet arrived;
- the preceding train in the rolling stock circulation has not yet arrived.

**Use of supplements**  Time supplements can be available both in the dwell times and in the running times. Running time supplements at a certain track can already be used to compensate for delays incurred at the same track. Likewise, dwell time supplements at a certain station can be used to make up for dwell time disturbances incurred at the same station, but they cannot be used to make up for departure disturbances. Supplements will only be used when a train is delayed. Trains will therefore never arrive or depart early.

When the planned running (or dwell) time is smaller than the minimal running (or dwell) time, we speak about negative supplements. Negative supplements create disturbances, which have the (absolute) size of the supplement. Negative supplements do occur sometimes because of rounding to full minutes. When timetables are created in an acceptable manner, these negative supplements are small, and are compensated by larger positive supplements not much later.

**Dispatching and limited disturbances**  Unless dispatching rules have been implemented, which has to be done per timetable point, SIMONE follows the first-come-first-serve principle.

Only a very limited traffic control function has been included in SIMONE. This has two reasons. Traffic control is most important when disturbances of the railway traffic are large. However, no traffic scenario is so robust that it can absorb very
large disturbances. Therefore it is less interesting to compare scenarios for such circumstances. Besides that, it is very hard to define general traffic control rules, because these are very situation specific. On top of that, different dispatchers may act differently in comparable situations. This also implies that all research done with SIMONE is based on experiments with relatively small disturbances.

**Animation** Another important feature of simulation is animation. However, it should only be used for visual verification and presentation, because it slows down the simulations considerably. Animation in SIMONE is available on two levels. Figures 3.2 and 3.3 show the Netherlands and greater Amsterdam on a network level. On the network level it is also possible to show updated punctuality figures on the map.

![Figure 3.2: A screenshot of a SIMONE animation of the whole Dutch network.](image)

On the lower level one can view the more detailed animation of the timetable points and open tracks. For a timetable point one can choose between animation of the platform group consumption and animation of conflicting routes in the timetable point area.
3.3. Railway Simulation and SIMONE

Some disadvantages Although many features are available in SIMONE, not everything can be modeled. Some characteristics which have not been modeled, but can have their influence on the punctuality are given here.

- **Stations are not modeled in detail**  The exact infrastructure layout of stations has not been modeled in SIMONE. This means that not all relations and dependencies between train routes and platform occupations have been modeled in full detail. This implies that delay propagation can be under- or overestimated. The new simulation tool FRISO, described in the next section, is developed to analyze stations in more detail.

- **No personnel schedules**  Simulations in SIMONE are based on one-hour timetables, which is in line with the real timetable in the Netherlands. The circulation of rolling stock is taken into account in SIMONE. This is straightforward, because rolling stock schedules are mostly cyclic as well. However, personnel schedules do not show these cyclic patterns. This makes it most difficult to implement.

- **No dispatching**  The first-come-first-serve principle has been implemented in almost all circumstances. This means that no dispatching rules have been
implemented. However, this choice was made, because SIMONE has been developed for the analysis of small delays, and dispatching only plays an important role when delays are larger. Besides the passenger connections which can be modeled in SIMONE, some more waiting and dispatching rules are implemented in the DVM-mode of SIMONE, which is described in the next section.

3.3.4 SIMONE-DVM and FRISO

The SIMONE-simulation software was developed to tackle a wide range of problems. Besides scenario comparisons, it can also be used for scientific research of timetable characteristics. Still, one simulation tool is never able to answer all questions satisfactorily. Two specific wishes of SIMONE-users have led to a functional extension of the original SIMONE, SIMONE-DVM, and the development of the more detailed simulation tool FRISO. Although they are both not applied in this thesis, they are shortly described here.

**SIMONE-DVM**
Dynamic Traffic Management (Dynamisch VerkeersManagement or DVM) is an innovative planning principle to improve the reliability of highly utilized railway networks such as in the Netherlands. In DVM, trains are not scheduled as a straight line in the time-distance diagrams with exact times for departures and arrivals, but as *time windows*. The lower bound of this window indicates the earliest departure and arrival times, the upper bound the latest departure and arrival times. The published timetable should state the earliest departure times and latest arrival times. A clear distinction between the operational plan and the published timetable arises here.

It is even possible to schedule overlapping time windows, which means that timetables are not necessarily conflict free anymore. Schaafsma (2001) describes the DVM-ideas and its technical details more precisely. A DVM-mode has now been incorporated in the standard SIMONE software. SIMONE-DVM can therefore classified identically as SIMONE.

**FRISO**
For more detailed simulations of large railway nodes, a detailed version of SIMONE, FRISO, is being developed. FRISO stands for Flexibele Rail Infra Simulatie Omgeving (in English: Flexible Rail Infrastructure Simulation Environment). The main difference between SIMONE and FRISO is the level of detail of the infrastructure. The regular SIMONE only has tracks and stations (or nodes), and only models time distances between trains. FRISO incorporates the block occupation safety system, and monitors train speeds and acceleration rates continuously. This means that every switch and every signal is present in the model. Due to the level
of detail and the accompanying increased simulation time, FRISO is only applicable to a restricted network. A precise description of the working of FRISO is given by Loeve et al. (2005).

As opposed to SIMONE-DVM, which is integrated in SIMONE, the detailed simulations with FRISO are executed with the separate FRISO software. Still, the availability of FRISO increases the possibilities of researchers. Foremost it enables them to look in more detail at, for example, bottlenecks in the network.

FRISO can be classified as a dynamic, stochastic, continuous and synchronous simulation model with next-event time advance.
Chapter 4

Running Time Supplements

To attain an acceptable level of punctuality of the train services, technically minimal running times are increased with running time supplements in the published timetables. These supplements are used to decrease, or even eliminate, incurred delays. For the operation of the timetable, it is both important to have sufficient running time supplements, and to have the supplements at the right location and at the right moment.

In the first section of this chapter, general ideas about running time supplements are discussed. An analytical approach to optimize the supplement allocation is presented in Section 4.2. For larger problems, a numerical allocation model is described in Section 4.3. Then a practical case for the Haarlem–Maastricht corridor is worked out in Section 4.4. Some concluding remarks and a discussion on practical implications can be found in Section 4.5.

4.1 General Ideas behind Running Time Supplements

4.1.1 Total Size of the Supplements

To obtain a high reliability of train services, it is desirable to be able to run faster than scheduled, to make up for earlier delays. This means that scheduled running times should be longer than the technically minimal running times. The (positive) difference between the scheduled running time and the technically minimal running time is called running time supplement.

The International Union of Railways (UIC, 2000) has published Leaflet 451-1 on the size of running time supplements. In their recommendations, the supplements are the sum of a distance dependent supplement and a percentage of the technically...
minimal running time. The distance dependent supplement is 1.5 min/100 km for locomotive-hauled passenger trains and 1 min/100 km for multiple unit passenger trains. The running time dependent supplements vary between 3% for relatively slow trains and 7% for faster trains. For locomotive-hauled trains, this percentage also depends on the total weight of the train. Supplements for cargo trains are generally higher. Furthermore, the running time dependent supplement can be replaced by a second distance dependent supplement in some cases.

In the Netherlands, running time supplements are approximately 7% of the technically minimal running times. This percentage is used nationwide, for all types of passenger services. However, due to roundings (because of the integer timetable) and local circumstances, the actual percentage may deviate slightly. Furthermore, cargo trains are planned differently. First of all, there is a difference between the (lower) planning speed and (higher) possible speed of cargo trains. On top of that, the planned acceleration and deceleration are based on conservative numbers of the locomotive power and the train weight. Usually trains are less heavy than planned, and can therefore accelerate and decelerate faster. In any case, the supplements are, more or less, proportionally allocated with respect to the minimal running time.

In Switzerland, running time supplements have several components (see Halde-
man, 2003). First of all, there is a relative running time supplement, which is 7% of the running time for passenger trains and 11% for cargo trains. Secondly, Special Operational Supplements are added at, for example, highly utilized nodes. Addition-
ally, one minute of supplement is added for each 30 minutes of running time. For trips with high average speeds the supplements have to be larger.

In the United Kingdom, planned running times are based on past performance on the particular railway section (Rudolph, 2003). Supplements are not explicitly defined, but included in the running times.

In general, higher running time supplements lead to a better reliability of train services. However, higher supplements also lead to higher planned running times. This means for the passengers that travel times increase. Furthermore, given the present day block system in the Netherlands, which is comparable with most safety systems in Europe, longer running times increase the block-occupation time and therewith the track or station consumption. Additionally, longer running times require more personnel and rolling stock.

### 4.1.2 Allocation of Supplements

In this section different ideas about the allocation of running time supplements are discussed. It is assumed that the total size of the supplements over the network is
always the same. This means that larger supplements at one place always have to be compensated by smaller supplements at another place. Always remember that trains with decreased supplements will experience more delays and can cause many secondary delays, also to trains that have increased supplements.

Additionally, the measuring locations of punctuality and average delay can have their influence on the supplement allocation. For passenger satisfaction, one intuitively has to weigh the arrival delays with respect to the number of arriving passengers. Still, official performance measures are usually based on the arrivals at certain large stations only, and they are not weighted for the number of passengers. Timetable optimization with respect to the passengers is in this case quite different from optimization with respect to the official performance measure.

Below some general considerations are given for the allocation of running time supplements, both between lines and within one line.

- **More supplements for trains with more passengers**  It is obvious that more passengers will arrive punctually when trains with most passengers are given more running time supplements. But these same passengers are supplied with higher planned travel times.

- **More supplements just before nodes**  In this situation all supplements between two nodes are shifted to the last part of this track. This means that the first supplements are not lost when no disturbances occur in this part. They can still be used for disturbances later on. When disregarding secondary delays, the expected delay will decrease at the nodes. This has the advantage that the probability of causing secondary delays is smaller at the nodes. A consequence is that, when disturbances occur earlier on the track, trains cannot catch up with their schedule until just before the nodes. This implies that more lateness is expected at intermediate, usually smaller, stations. This shift in supplements can even be extended to the whole train line. In this case, it can be argued that the smallest possible delays are achieved at the endpoint of the line, if secondary delays are not taken into account. This also means that sequential services, performed by the same rolling stock, have the smallest expected departure delay. However, when this principle of collecting supplements is used on tracks which include junctions or important nodes, there is an increased probability for secondary delays due to the increased intermediate lateness. So shifting supplements past junctions or nodes can have negative implications. Shifting supplements past measuring points has a comparable result: the intermediate lateness, at the measuring points, increases.
• More supplements for long lines  It is often argued that long lines need more running time supplements. One reason is that long lines have a higher probability of accumulating delays. Additionally, incurred delays are propagated over longer distances. This means that more other trains can be disturbed as well.

• More supplements for intercity trains  Intercity and high speed services are the backbone of a railway system. Therefore the quality of these services is considered more important than that of other services. As punctuality is one of the most important quality measures, increased supplements for these trains can help to achieve this goal. On the other hand, the increased supplements lead to longer travel times, not only decreasing the quality of the train itself, but also decreasing the speed or quality difference with other services. Still, these decreased running time differences have an additional positive influence on punctuality. This homogenizing effect can be used to increase headways between trains, which decreases the effect of secondary delays, as described in Chapter 5. Finally it should be mentioned that intercity lines are often the longer lines and usually carry more passengers. Therefore the deliberations here overlap with those of long lines and more passengers.

• More supplements on intensively utilized tracks  Where the capacity consumption of the network is high, there is an increasing risk for secondary delays. Not only the headways are smaller, which increases the probability of knock-on delays, but also the number of affected trains is higher in case of disturbances. Therefore, a high punctuality is more important on these tracks. This reasoning can also be applied to intensively utilized stations in the network.

• More supplements during rush hours  Longer boarding and alighting times cause additional delays during rush hours. Due to the higher weight of the longer and more crowded trains, acceleration and breaking also takes more time. Therefore longer planned running times during rush hours are preferred. Furthermore, during rush hours there are also more trains. This means that more secondary delays are expected.

• More supplements where disturbances are larger  The analysis of historical data of railway traffic can provide information on where disturbances occur. To minimize propagation of delays, it would be best to absorb these disturbances immediately with supplements. Therefore, to decrease total delays, it is most useful to match the supplements with the disturbances. However,
4.2 Analytically Minimizing Average Delay

In this section we consider one train, from 0 to \(N\), which travels along \(N\) sequential trips, as in Figure 4.1: trip 1 from station 0 to station 1, trip 2 from station 1 to station 2, and so on until trip \(N\) from station \(N-1\) to station \(N\). Each trip has its own disturbance distribution and the total amount of running time supplements is given. It is assumed that these distributions are known. The objective is to allocate the supplements in such a way, that the average delay is minimal. At the intermediate stations 1 to \(N-1\) there are neither disturbances, nor dwell time supplements. This implies that the departure delay from a certain station is equal to the arrival delay at the same station. We assume that departures from the first station are on-time.

![Figure 4.1: A train line from station 0 to station N is regarded, where trains incur a disturbance \(\delta_i\) on the running time from station \(i-1\) to station \(i\). The running time supplement \(\sigma_i\) can be used to recover (part of) this disturbance.](image)

The trips can be viewed in several ways. First of all, one can consider the intermediate points as minor stations on a short train line. Secondly the problem can be considered as a long train service for which only the large stations are considered and the other intermediate stations are skipped for evaluation. Depending on how the problem is viewed, the average delay can be weighted for the different intermediate stations. Note that the following important assumption is made: disturbances incurred on a certain trip can already be reduced by the running time supplement on that same trip.

4.2.1 Results for Exponentially Disturbed Trains on Two Trips

Consider a train consisting of two trips: from station 0 via station 1 to station 2, as shown in the left part of Figure 4.1. The train incurs a disturbance from an historical data usually only provides information on the actual delays, not separated in primary and secondary delays.
exponential distribution with an average size of $\frac{1}{\lambda_1}$ on the first trip and $\frac{1}{\lambda_2}$ on the second trip. This choice for an exponential distribution facilitates further analysis, and leads to the disturbance density functions

$$f_1(\delta) = \lambda_1 e^{-\lambda_1 \delta}, \quad \text{for } \delta \geq 0, \quad 0 \text{ otherwise,}$$

$$f_2(\delta) = \lambda_2 e^{-\lambda_2 \delta}, \quad \text{for } \delta \geq 0, \quad 0 \text{ otherwise,}$$

(4.1)

for the first and second trip respectively. The total running time supplement $\sigma_T$ has to be divided between the two trips in such manner that the average arrival delay at stations 1 and 2 is minimized. Define $\sigma_1$ and $\sigma_2$ as the supplements for the two trips. Then $\sigma_1$ and $\sigma_2$ should be non-negative, and, of course, $\sigma_2 = \sigma_T - \sigma_1$.

First, the probability that the arrival delay $\Delta_1$ at station 1 is less than $\Delta$ is derived. This is the case when the disturbance $\delta_1$ is smaller than $\Delta$ plus the supplement $\sigma_1$ on this trip:

$$P(\Delta_1 \leq \Delta) = \int_0^{\sigma_1 + \Delta} \lambda_1 e^{-\lambda_1 x} dx = 1 - e^{-\lambda_1 (\sigma_1 + \Delta)}, \quad \text{for } \Delta \geq 0, \quad 0 \text{ otherwise.}$$

(4.2)

Differentiation leads to the density function $h_1(\Delta) = \lambda_1 e^{-\lambda_1 (\sigma_1 + \Delta)}$ for the arrival delay at station 1, and an average arrival delay at station 1 of

$$E\Delta_1 = \int_0^{\infty} x \cdot \lambda_1 e^{-\lambda_1 (\sigma_1 + x)} dx = \frac{1}{\lambda_1} e^{-\lambda_1 \sigma_1}.$$  

(4.3)

For evaluation of the second trip, both disturbance distributions and running time supplements have to be taken into account. Figure 4.2 shows the integration bounds which have to be used to find the delay density at the second station: a disturbance on the first trip can be recovered by the supplements on both trips, but a disturbance on the second trip can only be recovered by a supplement on the second trip.

This leads to the following equation for the probability that the arrival delay at station 2 is less than or equal to $\Delta$:

$$P(\Delta_2 \leq \Delta) = \int_0^{\sigma_T - \sigma_1 + \Delta} \lambda_2 e^{-\lambda_2 y} \int_0^{\sigma_T - \sigma_1 + \Delta - y} \lambda_1 e^{-\lambda_1 x} dx dy$$

$$= 1 - e^{-\lambda_2 (\sigma_T - \sigma_1 + \Delta)} + \frac{\lambda_2}{\lambda_1 - \lambda_2} e^{-\lambda_1 (\sigma_T + \Delta)} \left[ 1 - e^{(\lambda_1 - \lambda_2)(\sigma_T - \sigma_1 + \Delta)} \right]$$

(4.4)
4.2. Analytically Minimizing Average Delay

Differentiation with respect to $\Delta$ leads to the density function of the arrival delay at station 2:

$$h_2(\Delta) = \lambda_2 e^{-\lambda_2 (\sigma_T - \sigma_1 + \Delta)} + \frac{\lambda_2}{\lambda_1 - \lambda_2} \left[ -e^{-\lambda_1 (\sigma_T + \Delta)}(\lambda_1 - \lambda_2)e^{(\lambda_1 - \lambda_2)(\sigma_T - \sigma_1 + \Delta)} - \lambda_1 e^{-\lambda_1 (\sigma_T + \Delta)}(1 - e^{(\lambda_1 - \lambda_2)(\sigma_T - \sigma_1 + \Delta)}) \right]$$

$$= \lambda_2 e^{-\lambda_2 (\sigma_T - \sigma_1)}e^{-\lambda_2 \Delta}(1 - e^{-\lambda_1 \sigma_1}) - \frac{\lambda_1 \lambda_2}{\lambda_1 - \lambda_2} \left[ -e^{-\lambda_1 \sigma_T}e^{-\lambda_1 \Delta} - e^{-\lambda_2 (\sigma_T - \sigma_1)}e^{-\lambda_1 \sigma_1}e^{-\lambda_2 \Delta} \right].$$

Then $E\Delta_2 = \int_0^\infty \Delta \cdot h_2(\Delta) \, d\Delta$ or

$$E\Delta_2 = \frac{1}{\lambda_2} \left( 1 - e^{-\lambda_2 \sigma_1} \right) e^{-\lambda_2 (\sigma_T - \sigma_1)} - \frac{\lambda_2}{\lambda_1 (\lambda_1 - \lambda_2)} e^{-\lambda_1 \sigma_T} + \frac{\lambda_1}{\lambda_1 (\lambda_1 - \lambda_2)} e^{-\lambda_2 (\sigma_T - \sigma_1) - \lambda_1 \sigma_1}.$$

To minimize the unweighed expected average arrival delay at stations 1 and 2, we have to minimize $E\bar{\Sigma}$ or $\frac{1}{2}(E\Delta_1 + E\Delta_2)$. Differentiation and solving the resulting equation for $\sigma_1$ only leads to an implicit equation for the optimal value of the supplement on the first trip $\sigma_1^*$:

$$e^{(\lambda_1 + \lambda_2)\sigma_1} = e^{\lambda_2 \sigma_1} = e^{\lambda_2 \sigma_T}. \quad (4.5)$$
The value of \( \sigma^*_1 \) cannot be derived from this equation explicitly, but it can be approximated iteratively. To do this, rewrite equation (4.5) as

\[
X^p = Q + X \quad \text{or} \quad X = \sqrt{Q} + X,
\]

with \( Q \equiv e^{\lambda_2 \sigma_T}, X \equiv e^{\lambda_2 \sigma_1}, \) and \( p \equiv 1 + \lambda_1 / \lambda_2. \)

If we then take \( k_0 = \sqrt{Q} \) and \( k_{i+1} = \sqrt{Q + k_i} \) we obtain an increasing and bounded sequence, with \( \lim_{i \to \infty} k_i = X, \) so \( \sigma^*_1 = (\ln X) / \lambda_2. \) This approximation algorithm has a fast convergency to \( X. \)

A lower bound for \( \sigma^*_1 \) can also be calculated. Equation (4.5) tells that \( e^{(\lambda_2 + \lambda_1) \sigma_1} > e^{\lambda_2 \sigma_T}, \) which means that \( (\lambda_1 + \lambda_2) \sigma_1 > \lambda_2 \sigma_T. \) This gives us a lower bound on \( \sigma^*_1 \) and an upper bound on \( \sigma^*_2: \)

\[
\sigma^*_1 > \frac{\lambda_2}{\lambda_1 + \lambda_2} \sigma_T, \quad \text{and} \quad \sigma^*_2 < \frac{\lambda_1}{\lambda_1 + \lambda_2} \sigma_T.
\]

**Optimizing Punctuality** Instead of minimizing the average delay, it is also possible to maximize the average punctuality. A train is considered punctual when its arrival is at most \( D \) minutes delayed. Therefore we try to maximize \( P(\Delta_1 \leq D) + P(\Delta_2 \leq D) \). These two cumulative distribution functions are already given in equations (4.2) and (4.4). To maximize the sum of these equations, we take the derivative and solve the respective equation with respect to \( \sigma_1. \) This leads to almost the same equation as for the delay minimization objective. There is only a new factor included in the right hand side:

\[
e^{(\lambda_1 + \lambda_2) \sigma_1} - e^{\lambda_2 \sigma_1} = \frac{\lambda_1}{\lambda_2} e^{(\lambda_2 - \lambda_1) D} \cdot e^{\lambda_2 \sigma_T}.
\] (4.6)

The optimal value for the supplement on the first trip can be found with the same approximation algorithm as before, but now with \( Q \equiv \frac{\lambda_1}{\lambda_2} e^{(\lambda_2 - \lambda_1) D} \cdot e^{\lambda_2 \sigma_T}. \)

Moreover, when \( \lambda_1 = \lambda_2 \) equations (4.5) and (4.6) are identical. Even more surprisingly, the maximization of the punctuality is independent of the punctuality margin \( D \) when the exponential distributions are equal.

**Two trips with equal disturbances** Next consider the same problem again, but now with the same exponential disturbance distribution with average \( \frac{1}{\lambda} \) on both trips. This implies \( \lambda_1 \equiv \lambda_2 \equiv \lambda. \) When using the equations above, one gets \( E\Delta_1 = \frac{1}{\lambda} e^{-\lambda \sigma_1} \) and a division by zero for \( E\Delta_2. \) However, an explicit function for \( E\Delta_2 \) can be found
by applying De l’Hôpital’s rule (Apostol, 1967):

\[ E\Delta_2 = \frac{1}{\lambda} e^{-\lambda \sigma_T} [e^{\lambda \sigma_1} + \lambda (\sigma_T - \sigma_1) + 1].\]

To find the optimal \( \sigma_1^* \), equation (4.5) can be used again to find

\((e^{\lambda \sigma_1})^2 - e^{\lambda \sigma_1} - e^{\lambda \sigma_T} = 0\), and the abc-formula can be applied to solve for \( e^{\lambda \sigma_1} \).

The optimal supplement for the first trip is now found to be

\[ \sigma_1^* = \frac{\ln(1 + \sqrt{1 + 4 e^{\lambda \sigma_T}}) - \ln 2}{\lambda}, \]

and for the second trip \( \sigma_2^* = \sigma_T - \sigma_1^* \). From this, the following insights can be deduced:

- When \( \sigma_T \) is less than \( \frac{1}{\lambda} \ln 2 \), \( \sigma_1^* > \sigma_T \), and \( \sigma_2^* < 0 \). To avoid negative supplements, \( \sigma_1^* = \sigma_T \) and \( \sigma_2^* = 0 \), when \( \sigma_T < \frac{1}{\lambda} \ln 2 \).
- For any \( \sigma_T > 0 \), \( \sigma_1^* > \sigma_2^* \)
- For \( \sigma_T \rightarrow \infty \), \( \sigma_1^* \downarrow \frac{1}{2} \sigma_T \) and \( \sigma_2^* \uparrow \frac{1}{2} \sigma_T \).

**General results** Furthermore, the following results can be found easily with these equations. Assume that \( \lambda = 1 \) and the total supplement is equal to the total average disturbances, so \( \sigma_T = 2 \). Then the optimal supplements are \( \sigma_1^* \approx 1.183 \) and \( \sigma_2^* \approx 0.817 \). This leads to \( E\Delta_1 \approx 0.306 \), \( E\Delta_2 \approx 0.688 \), and an overall average expected delay of 0.497. When we compare this with the situation where \( \sigma_T = \sigma_1^* = \sigma_2^* = 1 \), a slight reduction of the average delay is found: -1.2%. When \( \sigma_T \) is doubled to 4, \( \sigma_1^* \approx 2.068 \). This already indicates a fast convergence of \( \sigma_1^* \) to 50% of \( \sigma_T \): it was 59.1% for \( \sigma_T = 2 \) and already decreased to 51.7% for \( \sigma_T = 4 \). On the other hand, \( \sigma_1^* \approx 0.799 \) (or 79.9%) for \( \sigma_T = 1 \), and as remarked earlier, 100% of \( \sigma_T \), for \( \sigma_T \leq \ln 2 \).

The solid line in Figure 4.3 shows the optimal supplement size for the first trip, \( \sigma_1^* \), as a function of the total supplement \( \sigma_T \), given an average disturbance of 1 on both trips. Additionally the broken line shows \( \sigma_1^* \) as fraction of \( \sigma_T \). For a small value of \( \sigma_T \), \( \sigma_1^* \) is 100% of \( \sigma_T \), but this percentage decreases when \( \sigma_T \) exceeds \( \ln 2 \), and when \( \sigma_T \) goes to infinity, \( \sigma_1^* \) drops to 50% of \( \sigma_T \). The asymptote \( \sigma_1^* = 0.5 \cdot \sigma_T \) is also shown.

In Section 4.3, a numerical model is introduced to optimize the supplement allocation for more than 2 trips. It is shown that the delay decreases are much larger in the case of more trips.
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For a general number of trips, we can calculate the optimal supplement allocation by discretization of the disturbances. When the disturbances are discretized, and a maximum delay is introduced, probability vectors can be calculated. The discretization steps should be small enough for the desired precision. The maximum delay has to be so large that the probability of larger delays is negligible. For each trip there is a disturbance vector. This vector contains the probabilities for the disturbance to have a certain size. Taking the convolution of the disturbance vector with the arrival delay of the previous trip leads to the total delay vector. After correcting for the supplement on the trip, the arrival delay vector at the end of the trip is found. Recursive calculations give the arrival delay distributions at all stations.

The accuracy of the result mainly depends on two parameters: the maximum delay $\Delta^{\text{max}}$ which is taken into account, and the size of the discretization-interval, $V$. These two parameters together give the total number of intervals: $I = \Delta^{\text{max}} / V$, excluding the on-time category. $\Delta^{\text{max}}$ should be chosen such that the probability of delays larger than $\Delta^{\text{max}}$ is 0 or negligible.

For the optimization of the supplement allocation over these trips, 2-OPT is used. For the initial allocation, the average supplement or any better guess for the allocation can be chosen. The approximation described here is $O(I^2)$.
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Determining the expected average delay for a given supplement allocation

First, we must be able to calculate the average expected delay for any supplement allocation. For now assume that the supplements per trip are known and equal \(\sigma_1, \sigma_2, ..., \sigma_N\), with \(N\) the number of trips.

Secondly the disturbance density functions \(f_j(i)\) for the different trips \((j = 1, ..., N)\) are discretized as follows:

\[
\begin{align*}
  f_j(0) &= P(\delta_j \leq \frac{1}{2}V), \\
  f_j(i) &= P((i - \frac{1}{2})V \leq \delta_j \leq (i + \frac{1}{2})V), \quad \text{for } i = 1, ..., I,
\end{align*}
\]  

(4.7)

with \(\delta_j\) the disturbance on trip \(j\).

Now the density functions of the arrival delay \(h_j(i)\) at station \(j\) have to be calculated for \(j = 1, ..., N\). To do so, the density functions \(g_j(i)\) are introduced, which represent the delay densities before the reduction by the supplement \(\sigma_j\).

The arrival delays can be calculated in an iterative process, where each \(g_j(i)\) is based on the arrival delay probability density \(h_{j-1}(i)\) of the preceding measuring point. Indeed,

\[
g_j(i) = \sum_{k=0}^{i} h_{j-1}(k) \cdot f_j(i - k).
\]  

(4.8)

Note that all departures from station 0 are on-time under the model assumptions, leading to \(h_0(0) = 1\), and \(h_0(i) = 0\) for \(i = 1, ..., I\). However, any discrete departure distribution can be assigned to the vector \(h_0(i)\).

Next, the supplement is deducted from the density \(g_j(i)\), to obtain the arrival density \(h_j(i)\) at station \(j\):

\[
\begin{align*}
  h_j(0) &= \sum_{k=0}^{\sigma_j/V} g_j(k), \\
  h_j(i) &= f_j(i + \sigma_j/V), \quad \text{for } i = 1, ..., I - \frac{\sigma_j}{V}, \\
  h_j(i) &= 0, \quad \text{for } i = I - \frac{\sigma_j}{V} + 1, ..., I.
\end{align*}
\]

Now \(g_{j+1}(i)\) can be computed.

Per trip, the expected arrival delay \(E\Delta_j\) is given by

\[
E\Delta_j = \sum_{i=0}^{I} h_j(i) \cdot i \cdot V.
\]
Finally the average expected delay over the different measuring points is calculated as

$$E\Delta = \frac{1}{N} \sum_{j=1}^{N} E\Delta_j,$$

or a weighted average as

$$E\Delta_w = \sum_{j=1}^{N} w_j \cdot E\Delta_j,$$

with $w_j$ the weight for the arrival delay at the end of trip $j$ and $\sum_{j=1}^{N} w_j = 1$.

**Optimization** To reach the optimal supplement allocation, a 2-OPT strategy is applied. The algorithm is started with some initial allocation of the supplements. The total amount of supplement should be the desired amount, but the initial allocation is not important, although the algorithm will find the optimal solution faster when the starting values are closer to the optimum.

For each pair of trips, it is evaluated whether an exchange of some supplement is beneficial. If the average delay decreases due to the supplement exchange, the supplements are adjusted, otherwise not. The comparison of supplement-exchanges is continued until no improvement can be found anymore.

To reach the optimal allocation faster, the comparisons are started with the exchange of a large amount of supplement. When no improvement can be found anymore, the exchange-size is decreased. This is repeated until the desired precision is reached. Note that an exchange-size smaller than the interval size $V$ does not increase the precision of the solution. Furthermore, in the finally reached optimal supplement allocation, each trip can have one exchange-size supplement less or more than in the optimum. However, such small deviations are not of any practical importance. To reach the theoretical optimum, $N$-OPT exchanges for $N > 2$ can be used.

### 4.3.1 Numerical Results

The model described in Section 4.3 can be used for any number of trips and for any combination of disturbance distributions. This section shows the results for cases which are based on equally weighted and identically, exponentially, disturbed trips.

**Two trips** In the first case, a train run consisting of two trips is evaluated. Both trips are exponentially disturbed with an average of 1 minute. A total supplement of 2 minutes has to be divided over the 2 trips. This means that the total average incurred disturbances equal the total supplement. Due to the variability of the disturbances there will be a positive average delay. The optimum is equal to the optimum found
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by the analytical deduction in Section 4.2.1: \( \sigma^*_1 \approx 1.183 \) and \( \sigma^*_2 \approx 0.817 \), leading to \( E\Delta_1 \approx 0.306 \), \( E\Delta_2 \approx 0.688 \), and \( E\overline{\Delta} \approx 0.497 \). This solution was found by discretizing the disturbance distribution and delays into intervals of 0.001 minute. In each iteration 0.001 minute of supplement was transferred to another trip. A maximal delay of 20 minutes was taken into account.

Note that the problem is scalable: when increasing both the average disturbances and the total running time supplements by the same percentage, the optimal supplements for both trips are increased by that same percentage.

Looking at two trips and keeping the distributions exponential, we can compare the analytical results with the model computations for other total amounts of supplement. They appear to be the same. Here two additional results are given for the situation where both trips are exponentially disturbed with an average of 1. First for \( \sigma_T = 4 \) or twice the average disturbances, and then for \( \sigma_T = 1 \), or half the average disturbances. For \( \sigma_T = 4 \), \( \sigma^*_1 \approx 2.068 \) and \( \sigma^*_2 \approx 1.932 \), leading to \( E\Delta_1 \approx 0.126 \), \( E\Delta_2 \approx 0.199 \), and \( E\overline{\Delta} \approx 0.162 \). The increase of \( \sigma_T \) leads to a much more proportional allocation of supplements between the two trips. For \( \sigma_T = 1 \), \( \sigma^*_1 \approx 0.799 \) and \( \sigma^*_2 \approx 0.201 \), leading to \( E\Delta_1 \approx 0.450 \), \( E\Delta_2 \approx 1.260 \), and \( E\overline{\Delta} \approx 0.855 \). The supplements are now very much concentrated on the first trip.

When we compare these results with the case where \( \sigma_1 = \sigma_2 = 1/2 \cdot \sigma_T \), the decrease of \( E\overline{\Delta} \) is 3.1%, 1.2% and 0.2% for \( \sigma_T = 1, 2 \) and 4, respectively. So for two trips, the gain of redistributing the supplements does not seem to be substantial. However, in reliability every step forward is appreciated, and, as explained in the following intermezzo, a 3.1% average delay decrease leads to approximately a full percent-point increase of the 3-minute punctuality.

Punctuality gain

It takes little mathematical effort to calculate the punctuality gain of a 3.1% decrease in average arrival delay. We make the assumption that the 3'-punctuality was 80% before the decrease and that arrival delays are exponentially distributed. This implies \( 1 - e^{-3\lambda} = 0.8 \), with \( \frac{1}{\lambda} \) the average delay size. Then \( \ln(e^{-3\lambda}) = \ln(0.2) \) leads to \(-3\lambda = -1.609 \) or \( \lambda = 0.536 \) and an average delay of \( 1/0.536 = 1.864 \) minutes.

A 3.1% decrease in average delay would then lead to an average delay of \( 1.864 \times 0.969 = 1.806 \) minutes. This implies that the new \( \lambda^* = 1/1.806 = 0.554 \), and the 3'-punctuality equals \( 1 - e^{-3 \times 0.554} = 0.810 \) or 81%. This is a gain of a full percent-point in the 3'-punctuality or a 5% decrease in the 3'-unpunctuality.
Total average disturbances equal to the total supplements  In this section, the following problem has been solved: each trip of a train run is disturbed exponentially with average 1 and the total running time supplement equals the total number of trips, i.e. it is equal to the expected total average disturbances. Now allocate the total supplement to the trips, such that the average arrival delay of all intermediate points is minimal.

This question was answered by running the above model for a range of different numbers of trips. All these cases were discretized in intervals of 0.01 minute, and delays were cut off at 20 minutes. In each iteration, 0.01 minute of supplement was transferred to another trip. The results of the 10- and 25-trips cases are given in Figures 4.4 and 4.5. The vertical lines represent the Weighted Average Distance, or WAD. To calculate the relative distance of a supplement from the start of the line, the horizontal axis in Figure 4.6 (with the trips) is scaled such that the trips nicely fit into the 0-1 interval. The supplements are represented in the center of their respective trips. For example, for the case with 4 trips, the trips run from 0 to 0.25, from 0.25 to 0.5, from 0.5 to 0.75 and from 0.75 to 1. This leads to a representation of the accompanying optimal supplements at 0.125, 0.375, 0.625, and 0.875. In general terms, in the \(N\)-trip case, the \(j\)th supplement is depicted at \(2j - 1\) of the line.

Now we can define the \(WAD\) as the weighted average distance of the supplements from the starting point of the train line. It is calculated as

\[
WAD = \frac{1}{\sigma_j} \sum_{j=1}^{N} \frac{2j - 1}{2N} \cdot \sigma_j.
\]  

(4.9)

Not only for the 10-trip and 25-trip cases, but in all considered cases, with 2 to 25 trips, a similar shape of the supplement allocation was found. Collecting the results for 10 different cases, with 3, 4, 5, 6, 8, 10, 12, 15, 20, and 25 trips, results in Figure 4.6.

On the first trip, a relatively small supplement is added to the technically minimal running time. In Figure 4.6 this leads to the seemingly distinct observations on the left. After the first trip, the supplement increases to a level of around 1.35 minutes per trip. For the final trips the supplement rapidly decreases to 0.

Foremost, one has to realize that delay reductions do not only reduce the delay on the respective trip, but on all remaining trips. This means that a delay reduction is measured at all remaining measuring points. Consequently, a delay reduction early on weighs more heavily than a reduction later on, because it is measured more often. Only regarding this principle, one would expect to have most or all supplements very early on. But there is a counterweight: if there are no early delays, then early
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Figure 4.4: The optimal amount of running time supplement for 10 trips.

Figure 4.5: The optimal amount of running time supplement for 25 trips.
supplements are useless. These two reasonings together give a good explanation of the shape found in Figure 4.6.

As a consequence of the similar allocation of the supplements, the WAD is almost equal in all cases. To be more precise, it is close to 0.425.

Although the shape of the supplement allocation and the average location of the supplements is similar for any number of trips, the relative decrease in average delay increases with the number of trips. In Figure 4.7 the average delay of the optimal situation is compared to the situation with proportionally allocated supplements. The average delay decrease is only 1.2% for 2 trips, but the decrease is already 9.5% for 5 trips and 20.1% for 15 trips.

The optimal situations clearly show a large reduction in average delay compared to the situation with proportionally allocated supplements. However, during the optimization process it has also become clear, that small deviations in the supplement allocation hardly have any influence on the average arrival delay. The deviations in the objective value remain relatively small as long as there is little supplement on the first trip and no supplements on the last trips.

**Used supplements** The decrease in average delay is accomplished by a better allocation and a better utilization of the running time supplements. The total supplement usage in the optimal situation is less than in the case of a proportional
4.3. Numerical Optimization

It may be counter-intuitive that the use of supplements in the optimal allocation is less than for the proportional allocation. The better performance in the optimal situation is accomplished by the earlier usage of these supplements. The early use of supplements implies an early delay decrease. That means that the smaller delay is measured more often than when the delay is decreased later on. This effect is made clear in Table 4.1 with the numerical outcomes of the case with ten trips.

The average used supplements (in columns 5 and 9) decrease the average delay on all subsequent trips. In other words, the delay decrease on trip $i$ accomplished by the supplements equals the cumulatively used supplements up to trip $i$ (columns 6 and 10). The arrival delay at the end of trip $i$ equals the cumulative disturbance (column 3) minus the cumulatively used supplements (columns 7 and 11). Thus, the optimal allocation of supplements is better than the proportional allocation, because the average cumulatively used supplements are larger.

Total average disturbances unequal to the total supplements

In this section we look both at a case where the total average disturbances are double the
### Table 4.1: The used supplements and their effectiveness.

<table>
<thead>
<tr>
<th>Trip</th>
<th>Disturbance</th>
<th>Optimal Allocation</th>
<th>Proportional Allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>planned supplement</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>average used supplement</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>cumulative used supplement</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>delay at end of the trip</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>cumulative supplement</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>average used supplement</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>cumulative supplement</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>delay at end of the trip</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.00 1.00</td>
<td>0.72 0.51 0.51 0.49</td>
<td>1.00 0.63 0.63 0.37</td>
</tr>
<tr>
<td>2</td>
<td>1.00 2.00</td>
<td>1.26 0.89 1.40 0.60</td>
<td>1.00 0.73 1.36 0.64</td>
</tr>
<tr>
<td>3</td>
<td>1.00 3.00</td>
<td>1.36 0.95 2.35 0.65</td>
<td>1.00 0.78 2.14 0.86</td>
</tr>
<tr>
<td>4</td>
<td>1.00 4.00</td>
<td>1.39 0.96 3.31 0.69</td>
<td>1.00 0.80 2.94 1.06</td>
</tr>
<tr>
<td>5</td>
<td>1.00 5.00</td>
<td>1.37 0.96 4.27 0.73</td>
<td>1.00 0.82 3.77 1.23</td>
</tr>
<tr>
<td>6</td>
<td>1.00 6.00</td>
<td>1.34 0.95 5.21 0.79</td>
<td>1.00 0.84 4.61 1.39</td>
</tr>
<tr>
<td>7</td>
<td>1.00 7.00</td>
<td>1.24 0.91 6.12 0.88</td>
<td>1.00 0.85 5.46 1.54</td>
</tr>
<tr>
<td>8</td>
<td>1.00 8.00</td>
<td>1.02 0.80 6.92 1.08</td>
<td>1.00 0.86 6.32 1.68</td>
</tr>
<tr>
<td>9</td>
<td>1.00 9.00</td>
<td>0.30 0.28 7.20 1.80</td>
<td>1.00 0.87 7.19 1.81</td>
</tr>
<tr>
<td>10</td>
<td>1.00 10.00</td>
<td>0.00 0.00 7.20 2.80</td>
<td>1.00 0.87 8.06 1.94</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.00 5.50</td>
<td>1.00 0.72 4.45 1.05</td>
<td>1.00 0.81 4.25 1.25</td>
</tr>
</tbody>
</table>
size of the total supplements, and at a case where the disturbances are half this size.

The first case that is presented here is a case with 10 trips, where each trip is still exponentially disturbed, but now with an average of 2 minutes. There is, on average, still 1 minute of supplement available per trip.

In these new cases, a discretization interval of 0.01 minute was used again, and delays were cut off at 20 minutes. In each iteration 0.01 minute of supplement was transferred to another trip.

The optimal supplement allocation is now more concentrated on the earlier trips. This is understandable, since early supplements are still weighted more often, but the probability for excessive supplements decreases when the disturbances increase. The shift of the supplements to the left is quantified by the \( WAD \) which decreases from 0.42 to 0.32. The delay reduction is slightly larger than in the case where the supplements equal the average disturbances.

When considering the opposite situation, where the total average disturbances are only half as large as the total supplements, the results also shift into the opposite direction. The weighted average distance of the supplements approaches 0.5 (0.492). The delay decrease with respect to the case with proportionally allocated supplements is about 3%.

The results for the case with 10 trips and 5, 10 and 20 minutes of total disturbances are shown in Figure 4.9. The optimal supplement allocation obviously depends on the disturbance distribution.

![Figure 4.9: The optimal supplement allocation for different disturbances.](image)
4.3.2 Alternative Objectives

The optimizations so far were all based on the same objective: a minimal average arrival delay. Harrod (2003) introduces a threshold, below which delays are considered ‘non-objectionable’. In line with this threshold, he uses two other objectives: minimize the number of passenger arrivals with a delay larger than the threshold, and minimize the passenger arrival delays in excess of the threshold. In fact, the first objective mentioned above is the same as maximizing the (weighted) punctuality.

The model described in Section 4.3 is also able to optimize with respect to the punctuality, and the average excess delay above the threshold can also be handled.

To investigate the influence of the threshold on the optimal supplement allocation, ten trips are regarded. Each of the trips incurs an exponentially distributed disturbance with an average of 1 minute. The total supplement for the ten trips is 10 minutes.

First, unpunctuality was minimized with thresholds of 1, 2, 3, 4 and 5 minutes. Again, a discretization interval of 0.01 minute was used, and delays were cut off at 20 minutes. In each iteration 0.01 minute of supplement was transferred from one trip to another. The optimal supplement allocation for these cases is depicted in Figure 4.10. The shape is comparable with the shape in Figures 4.4 and 4.6. However, some features of the optimal supplement allocation for punctuality maximization with different thresholds have to be mentioned.

First of all, the amount of supplement on the first trip decreases when the threshold increases. This can be explained by the fact that small delays are not taken into account in large-threshold measurements. Secondly, the differences in supplement on the first trip are compensated almost only by trips 6 and 7: here the large-threshold cases have the largest supplement. Finally, note that in the 5-minute threshold situation, the optimal amount of supplement is larger on the seventh than on the sixth trip. We are unable to explain this phenomenon.

The objective values for the supplement allocations in Figure 4.10 are shown in Table 4.2. The punctuality increase which can be reached by optimizing the supplement allocation (compared to a proportional allocation) increases with the size of the threshold. Still, the weighted average distance of the supplements goes towards 0.5 when the threshold goes up.

The average excess delay was minimized for the same thresholds. The discretization intervals were 0.01 minute in these cases also. Delays were cut off at 20 minutes again, and 0.01 minute of supplement was transferred from one trip to another in each iteration. In addition, the case with no threshold is included in Figure 4.11. This corresponds to the ‘regular’ situation where average delay is minimized.
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Figure 4.10: Supplement allocation in case of punctuality maximization for different thresholds.

Table 4.2: Unpunctuality decrease compared with a proportional allocation for different thresholds.
The remarks made about Figure 4.10 can also be made here. The increasing amount of supplement for the seventh trip is now more dominant and also true for the 4-minute case. Furthermore, note that on the ninth trip the amount of supplement is reversed again, and the supplements on the ninth trip are largest for the cases with the smallest thresholds.

The average excess delays for a proportional and optimal supplement allocation are presented in Table 4.3.

### 4.3.3 The Numerical Model Evaluated

The model described in this section provides a good insight into the optimal allocation of supplements. Some important properties of the model are summarized below.

- **Discretization** The model uses small intervals to evaluate the delay propagation over a train line. This implies that the disturbance distribution has to be discrete (or discretized) as well. However, any kind of discrete disturbance distribution can be used in the model. Moreover, different distributions can be used for different trips.
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Table 4.3: Excess delay decrease for different thresholds.

<table>
<thead>
<tr>
<th>Threshold in minutes</th>
<th>Excess delay in minutes</th>
<th>Proportional allocation</th>
<th>Optimal allocation</th>
<th>Delay decrease (%)</th>
<th>WAD for the optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.253</td>
<td>1.049</td>
<td>16.3</td>
<td>0.423</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.747</td>
<td>0.596</td>
<td>20.2</td>
<td>0.437</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.436</td>
<td>0.332</td>
<td>23.9</td>
<td>0.444</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.250</td>
<td>0.181</td>
<td>27.5</td>
<td>0.449</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.141</td>
<td>0.098</td>
<td>30.6</td>
<td>0.452</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.078</td>
<td>0.052</td>
<td>33.3</td>
<td>0.454</td>
<td></td>
</tr>
</tbody>
</table>

- **Model running time** The running time of the model presented in this section mainly depends on three factors. First of all the number of trips is important, since the possible pairwise exchange of supplements is quadratic in the number of trips. Secondly, the number of discretization intervals $I$ has a large influence, since the model multiplies $I \times I$-matrices to determine the delays. Furthermore, starting values of the supplements close to the optimal allocation decrease the running time considerably. For two trips, 2000 intervals (i.e. discretization in 0.01 minute intervals and a maximum delay of 20 minutes), and a proportional starting allocation of the supplements, the running time is a few minutes. For 25 trips, ceteris paribus, the model has to run for a day.

- **Flat objective function** The average arrival delay over all trips is relatively insensitive to small deviations in the supplements. The transition of a small amount of supplement to another trip often changes the objective with a much smaller fraction. Because of the discretization of the disturbance distributions, this can lead to ‘optimal’ solutions which deviate from the ‘real’ optimum for the continuous disturbance distribution.

- **No secondary delays** The model only regards primary delays and their propagation on the same train line. Secondary delays from and to other lines are left out.

- **Only one line** Because only one line is considered by the model, it is not able to observe any influences for an entire network timetable.
• **Departure delay**  Despite the use of the assumption, that the departures from station 0 are not delayed, the model can handle any finite discretized distribution for this first departure.

• **Objective functions**  Due to the fact that the objective function is only used to compare possible outcomes of the model, it can be of any mathematical form and is not restricted to linearity.

In the next section, the model is applied to determine the optimal supplement allocation for the real life corridor Haarlem–Maastricht/Heerlen.

### 4.4 A Practical Case

To support the theoretical results from Sections 4.2 and 4.3, a practical simulation case has been worked out. Two long lines (the 800 from Haarlem to Maastricht and the 900 from Haarlem to Heerlen) are the backbone of the case. In practice, the arrival times of each train in the 800- or 900-line are measured eight times per direction. The distance from Haarlem to Maastricht or Heerlen is close to 250 km, which is covered in just under three hours.

#### 4.4.1 Case Description

The case includes all passenger trains on the tracks from Haarlem (Hlm) via Amsterdam Central (Asd), Utrecht Central (Ut) and Eindhoven (Ehv) to Maastricht (Mt) and Heerlen (Hrl). All these lines are depicted in Figure 4.12. The international train, the long distance trains, the interregional trains and short distance trains are represented by double (—), solid (——), broken (— — —), and dotted (••••••) lines, respectively. Each line represents one train per hour.

The timetable is executed on a double track, one for each direction. In Haarlem, Amsterdam Central, Abcoude (Ac), Utrecht Central, Geldermalsen (Gdm), ’s-Hertogenbosch (Ht), Eindhoven, Roermond (Rm), Sittard (Std), Maastricht and Heerlen, more tracks are available for starting and ending lines, and for overtaking. The train lines and train order are identical to those of the 2004 NS rush hour timetable. This includes overtaking in Abcoude, Geldermalsen and ’s-Hertogenbosch twice per hour per direction. The resulting timetable, given in Appendix B is not exactly the same as the NS-timetable, but the structure is comparable.

The simulated timetable was constructed with the timetabling tool DONS. The running time supplements were adjusted for both situations. Note that for the different situations, the planned running times were kept the same. Varying the running
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Figure 4.12: Train lines and dwelling patterns of the practical case. All abbreviations indicate a station; delays are measured at the rectangular stations.
time supplements implies that the assumed technically minimal running times differ between the situations. This would be exactly the other way around in reality, where one has to deal with a fixed technically minimal running time and varying timetabled running times.

The average running time supplements in the original DONS timetable are 7.92% on top of the technically minimal running times. No dwell time supplements were timetabled, except for the trains which are overtaken. Exceptional running time supplements of five minutes are included in the running time of the long distance train from Amsterdam Central to Eindhoven between Duivendrecht and Utrecht Central, and also in the opposite direction. This line is slowed down in the timetable because of a local train on the same track.

The large stations, where the delays are measured, such as depicted in Figure 4.12, are now stations 0 up to 8 as in Figure 4.1: train lines 800 and 900 consist of 8 trips each. For the simulations, all running time supplements are situated just before these large stations.

The optimization model in Section 4.3 was used to determine the optimized situation. Only the supplements for the 800- and 900-lines were reallocated; the other lines keep the same supplements as in the reference situation. This is mainly based on the results from the theoretical cases which showed that punctuality gains are small for lines with only a few trips.

### 4.4.2 Experimental Design

The optimization of the running time supplement allocations is based on exponential disturbances with an average equal to the running time supplements from the reference case. This is comparable to the theoretical cases in Section 4.3, with different average delays for different trips. These disturbances are also applied in the simulations.

The optimization has been performed four times: both the 800- and 900-lines northbound and southbound. This is because the disturbances for these lines, and therefore also the optimal supplement allocations, are different. As in the theoretical cases, a discretization interval of 0.01 minute was used, and the maximal delay was 20 minutes. In each iteration 0.01 minute of supplement was transferred to another trip.
4.4.3 Results

The results of the optimizations are presented in Table 4.4.

<table>
<thead>
<tr>
<th>trip</th>
<th>planned running time (min)</th>
<th>average disturbance (min)</th>
<th>running time supplements (min)</th>
<th>proportional 800 &amp; 900</th>
<th>optimal 800 &amp; 900</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hlm-Asd</td>
<td>14</td>
<td>1.03</td>
<td>1.03</td>
<td>0.85 0.87</td>
<td></td>
</tr>
<tr>
<td>Asd-Dvd</td>
<td>11</td>
<td>0.81</td>
<td>0.81</td>
<td>1.02 1.03</td>
<td></td>
</tr>
<tr>
<td>Dvd-Ut</td>
<td>17</td>
<td>1.25</td>
<td>1.25</td>
<td>1.46 1.48</td>
<td></td>
</tr>
<tr>
<td>Ut-Ht</td>
<td>28</td>
<td>2.05</td>
<td>2.05</td>
<td>2.60 2.65</td>
<td></td>
</tr>
<tr>
<td>Ht-Ehv</td>
<td>18</td>
<td>1.32</td>
<td>1.32</td>
<td>1.70 1.74</td>
<td></td>
</tr>
<tr>
<td>Elv-Rm</td>
<td>31</td>
<td>2.27</td>
<td>2.27</td>
<td>2.55 2.55</td>
<td></td>
</tr>
<tr>
<td>Rm-Std</td>
<td>15</td>
<td>1.10</td>
<td>1.10</td>
<td>0.75 0.83</td>
<td></td>
</tr>
<tr>
<td>Std-Mt</td>
<td>15</td>
<td>1.10</td>
<td>1.10</td>
<td>0.00 -</td>
<td></td>
</tr>
<tr>
<td>Std-Hrl</td>
<td>18</td>
<td>1.32</td>
<td>1.32</td>
<td>- 0.00</td>
<td></td>
</tr>
<tr>
<td>Hrl-Std</td>
<td>18</td>
<td>1.32</td>
<td>1.32</td>
<td>- 1.00</td>
<td></td>
</tr>
<tr>
<td>Mt-Std</td>
<td>16</td>
<td>1.17</td>
<td>1.17</td>
<td>0.86 -</td>
<td></td>
</tr>
<tr>
<td>Std-Rm</td>
<td>15</td>
<td>1.10</td>
<td>1.10</td>
<td>1.19 1.19</td>
<td></td>
</tr>
<tr>
<td>Rm-Ehv</td>
<td>30</td>
<td>2.20</td>
<td>2.20</td>
<td>2.69 2.73</td>
<td></td>
</tr>
<tr>
<td>Elv-Ht</td>
<td>19</td>
<td>1.39</td>
<td>1.39</td>
<td>1.88 1.88</td>
<td></td>
</tr>
<tr>
<td>Ht-Ut</td>
<td>28</td>
<td>2.05</td>
<td>2.05</td>
<td>2.55 2.55</td>
<td></td>
</tr>
<tr>
<td>Ut-Dvd</td>
<td>18</td>
<td>1.32</td>
<td>1.32</td>
<td>1.50 1.47</td>
<td></td>
</tr>
<tr>
<td>Dvd-Asd</td>
<td>12</td>
<td>0.88</td>
<td>0.88</td>
<td>0.47 0.47</td>
<td></td>
</tr>
<tr>
<td>Asd-Hlm</td>
<td>14</td>
<td>1.03</td>
<td>1.03</td>
<td>0.00 0.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: The running time supplements for the proportional allocation (7.92% of the minimal running time) and the optimized situation. The top half represents the southbound trains, the bottom half the northbound trains.

The table shows that, in line with the results for trips with equal disturbances, the supplements are moved towards the start of the line in comparison with a proportional allocation. To calculate the Weighted Average Distance or \( WAD \), the distance is now expressed relatively with respect to the technically minimal running time. This is in line with the disturbances, because these are also a fraction (7.92%) of the technically minimal running time. This leads to the following equation:

\[
WAD = \frac{1}{\sum_{j=1}^{8} r_j} \left( \sum_{k=1}^{8} r_k \right) + \frac{1}{\sum_{j=1}^{8} r_j} \cdot \sigma_j, \tag{4.10}
\]

where \( r_j \) and \( \sigma_j \) are the technically minimal running time and the running time supplement, respectively, for trip \( j \). Note that (4.10) is equivalent to (4.9) when
\( r_j = r_{j'} \text{ for all } j \neq j' \text{ and } j, j' \in 1, \ldots, 8. \) Now the WAD for the reference cases, where the average disturbance is equal to the running time supplement on the respective trip, is 0.5. For the optimal supplement allocations, the WAD is between 0.431 and 0.454.

The optimal supplement allocation for the 800- and 900-lines decreases the arrival delays at the measuring points with 9.8\% to 10.8\% with respect to the reference case. However, this result includes only primary delays. The question is which influence the reallocation of supplements has on the delay propagation. To investigate this question a SIMONE simulation has been carried out.

In the simulations, every train incurs a ‘relative’ disturbance between each pair of large stations. These disturbances are randomly picked from an exponential distribution with an average equal to 7.34\% of the planned running time. When the running time supplements are distributed relative to the running times, this is 7.92\% of the technically minimal running time.

In line with the optimization model, the simulations showed a sizable decrease in average delay. The average arrival delay of the 800- and 900 lines decreased from 3.15 minutes to 2.69 minutes: an improvement of 14.70\%. This is more than the model results without secondary delays. Apparently, the 800- and 900-lines incur less secondary delays when they are more punctual themselves.

Figure 4.13 shows the delays of the 800- and 900-lines in southern direction. At the bottom one can see the model results: the small squares represent the average arrival delay in the numerical model for the reference case; the small diamonds show the delays for the optimal supplement allocation. The larger squares and diamonds represent the simulation results for the two situations. These simulation results include secondary delays, which are not present in the model of Section 4.3. The same representation for the northern direction is given in Figure 4.14.

Most secondary delays are incurred if a fast intercity train leaves a large station just behind a local train, and is not able to overtake it. In that case, the fast train incurs several minutes of secondary delay for each small station that is passed. This happens most frequently when an intercity train has a sizable delay before leaving a large station, where it is timetabled just before a local train. The highest density of local trains can be found between Geldermalsen and Amsterdam Central. For the 800- and 900-lines, the northbound passing of Geldermalsen and the departure from Utrecht Central are very critical, being planned just before a local train. Note that the 800- and 900-trains have already traveled for almost two hours before passing Geldermalsen and over two hours before reaching Utrecht Central. Therefore, they may be heavily disturbed already. The same holds for Roermond in southern direction, but the consequences are smaller, because the (planned) running time differ-
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Figure 4.13: Results for the 800- and 900-lines Southbound. The simulation results for the optimal (large diamonds) and reference (large squares) situations. The model results, not including secondary delays, are also given for both situations.

ences between the intercity and local train are smaller. This explains the large delay increase, for both situations, between Geldermalsen, Utrecht Central, and Duivendrecht in northern direction. However, the increase for the optimized situation is more moderate, since the expected delays before reaching Geldermalsen and Utrecht Central are smaller.

The large increases in delay at the last trips (Sittard-Heerlen/Maastricht southbound, and Amsterdam Central-Haarlem northbound) in the optimized situations are due to the absence of any running time supplements on these trips.

Besides the better performance of the 800- and 900-lines, the other lines are also doing better: the average arrival delay of all other lines decreased by 3.25%. This implies that the optimized and more punctual 800- and 900-lines also cause less secondary delays to the other trains than in the reference situation. A small summary of the decrease in delays is given in Table 4.5.
4.5 Conclusions and Discussion

4.5.1 Results

The results in this chapter indicate that a proportional allocation of the running time supplements does not lead to a minimal average delay. The supplements on the earliest and especially the last trips have to be below the average supplement as is shown in Figure 4.6.

The supplements on the earlier trips have to be relatively small, because the incurred delay of the train at the start of its journey is still small as well. The

<table>
<thead>
<tr>
<th></th>
<th>southbound</th>
<th>northbound</th>
<th>south &amp; north</th>
</tr>
</thead>
<tbody>
<tr>
<td>800 and 900</td>
<td>12.46%</td>
<td>16.20%</td>
<td>14.70%</td>
</tr>
<tr>
<td>other lines</td>
<td>2.56%</td>
<td>3.66%</td>
<td>3.25%</td>
</tr>
<tr>
<td>all lines</td>
<td>8.44%</td>
<td>10.79%</td>
<td>9.87%</td>
</tr>
</tbody>
</table>

Table 4.5: Decrease in average arrival delay for the different directions. The table indicates the relative gain of the optimized situation compared to the reference case.
supplements on the earlier trips which are not used to decrease the delay are lost.

The supplements on the last trips decrease the delay on the last trips only. This decrease is now only measured at the last arrival station. Delay decreases, which are realized by supplements earlier on, will be measured several times. Early supplements, which are smaller than the delays, have therefore a larger influence on the average delay than later supplements. Indeed, if it would be certain that the total supplement can be used to decrease the delay on the first trip, then all supplements should be concentrated on the first trip.

Figure 4.6 illustrates that the allocation of the supplements is almost insensitive to the number of trips. When the total expected disturbances are equal to the total amount of supplement, there is no supplement on the last trips, and in the middle part supplements are about 30% above the average. The delay decrease is 1.2% for two trips, but already 10% for five trips and 20% for fifteen trips.

When the disturbances are relatively large compared to the total supplements, a relatively larger portion of the supplements is moved towards the earlier trips. This is because the probability that supplements remain unused is small. The difference in average delay between the optimal supplement allocation and the proportional supplement allocation increases. The opposite is true for relatively small disturbances.

### 4.5.2 Practical Considerations

Reallocation of supplements does not only influence the average delay. A few other factors are discussed here.

- **Rounding** In practice, departure and arrival times are rounded to minutes. However, the supplement shifts indicated by the optimization in this section concern at most a few tenths of a minute. So exactly realizing the optimal supplement allocation in the timetable may be impossible. Still, the reallocation can imply that roundings will be downwards instead of upwards, or the other way around.

- **Running time differences** A first trip for one train may be on the same open track as the last trip for another train. This implies that some trains receive less than average supplements, while other trains receive above average supplements on the same open track. This leads to other running time differences between trains. Especially when running time differences increase, timetabling possibilities decrease, or it is even impossible to find a timetable. As will be explained in Chapter 5, large running time differences also lead to a punctuality decrease. An integrated approach is to be preferred, see Chapter 6.
• **Symmetry** The symmetric nature of a timetable depends on ‘symmetric’ running times: for each trip the running time must be equal for both directions of a train line. When supplements are reallocated, this may break the symmetry of the timetable. However, the size of the shifts in supplements are so small, that the practical impact on the symmetry is negligible.
Chapter 5

Heterogeneity of Railway Traffic

Railway traffic is considered homogeneous if all trains have similar characteristics; especially the same speed, resulting from running times and stopping times. Good examples of homogeneous railway traffic are metro systems where all trains have the same running times and stop at all stations. However, for national railway networks, railway traffic cannot be fully homogeneous. Usually cargo trains and passenger trains share the same infrastructure. But probably more important, there is a large differentiation in passenger services, ranging from short distance trains (which dwell at all stations underway) to international high speed connections (with high speeds, only stopping at a few large stations), partly sharing the same infrastructure. When there are large differences in timetable characteristics for trains on the same track, the railway traffic is called heterogeneous.

Heterogeneous railway traffic leads to small headways in the timetable. These small headways tend to increase the delay propagation. Therefore we analyze the relation between the heterogeneity and the reliability of timetables in this chapter.

After an introduction on homogenization in Section 5.1, two new heterogeneity measures, SSHR and SAHR, are introduced in Section 5.2. A theoretical case in Section 5.3 and a practical case in Section 5.4 do not only show the impact of speed differences on delay propagation, but they also point out the usefulness of the SSHR and SAHR for quantification of the heterogeneity problem. Some additional consequences of homogenization are discussed in Section 5.5. Section 5.6 gives some concluding remarks.
Chapter 5. Heterogeneity of Railway Traffic

5.1 Homogenization

Homogenization of a railway system means that differences in running times of different trains along a railway line are decreased. There are several alternative options for homogenization:

- **Slowing down intercity trains**  Decreasing the speed of an intercity train means longer running times for these, usually considered more prestigious, services. On the other hand, besides the homogenization effect, the extra running time supplement created in this way will increase reliability.

- **Speeding up local or stopping services**  Decreasing running times can only be achieved by decreasing running time supplements or by using faster rolling stock. The first option can be very hurtful for reliability and is very restricted in size, the second option is probably very costly.

- **Overtaking**  When slower services are overtaken by faster services, running time differences should only be regarded from or up to this overtaking station. An important prerequisite is the presence of an overtaking track: a second track for the same direction is needed. One of the disadvantages of overtaking is the interdependency between both trains at the overtaking station. It also leads to a time loss for the stopping service.

- **Shorter lines for the stopping services**  By decreasing the length of stopping services, stopping and intercity services share the same infrastructure for shorter distances and the difference in number of stops decreases. Unfortunately, this leads to more passenger transfers. In theory, shorter stopping services have almost the same effect as overtaking, if the shorter services have the overtaking stations as start and ending points. The difference is found in the rolling stock circulations. At first glance, shorter services lead to less dependencies in the network, but turning around at line-endpoints can also lead to additional delays and additional conflicting routes.

- **Equalizing the numbers of stops**  Adding some stops to the intercity services leads to smaller differences between services. The small stations which are now serviced by the intercity trains, can be skipped by the stopping services. When repeating this until the number of stops of the stopping trains is equal to that of the intercity services, a maximal homogenization can be reached. One cannot speak about stopping trains and intercity trains anymore! A very harsh way to equalize the number of stops is to close down some minor stations. These could be serviced by busses.
In this chapter, the last option is chosen: we equalize the number of stops to create more homogeneous timetables. Using different amounts of running time supplements or different kinds of rolling stock makes comparisons between heterogeneous and homogeneous timetables unfair. This discards the options of slowing down intercity trains or speeding up local trains. Additional overtaking or shortening local services is often impossible without large investments for new sidings, where trains can be overtaken or turn around. The final option, equalizing the number of stops, seems the easiest to implement on the short term and is, maybe together with additional overtakings, the most promising on the long term.

When heterogeneous services share the same infrastructure over large distances, timetabling becomes very complicated. Heterogeneity usually leads to many small headway times, which increases delay propagation in the operations. This chapter provides a scientific analysis of this problem area. To that end, we first develop two heterogeneity measures. Then simulation of both theoretical and practical cases is used to show the importance of homogeneity of a timetable. Besides the fact that we use the heterogeneity measures to compare different timetables, it is also intended to be useful for the development of timetables for real world operations. In this chapter we assume cyclic timetables again.

5.2 Heterogeneity Measures

The most commonly used measure for line capacity in railways is capacity consumption. This measure is described in UIC Leaflet 406 (UIC, 2004). For any chosen time interval it measures the percentage of time necessary to operate the planned trains at technically minimal headway and at technically minimal running times. The disadvantage is that this measure does not make a difference between some very distinctive situations. For example, the individual headways do not play a role in the capacity consumption, only the total of the headways. This means that the capacity consumptions of the two timetables in Figure 5.1 are the same. Furthermore, the capacity consumption is also indistinctive between a situation with thirty trains per hour, and the situation in Figure 5.1(b) (given that the minimal headway is two minutes). Therefore we attempt to develop new measures based on headways.

Given the frequency of a line, the average headway at a location along that line is simply equal to the cycle time divided by the frequency. More useful headway measures are described by Carey (1999). He shows that equalizing scheduled headways for one station has a positive influence on punctuality, when disturbance distributions are sloping downward and are equal for all trains. The measures he describes
are based on this principle. These include

- the percentage of headways smaller than a certain size;
- the percentiles of the headway distribution;
- the range, standard deviation, variance, or mean absolute deviation of the headways.

The further description of these measures implies that the headways are measured at one single location.

Above, several possible measures with respect to the spread of headways are given. However, the measures with percentages or percentiles only regard part of the headways, in particular the smallest. But in the Netherlands even the largest headways are small enough to be considered. The other measures, knowingly range, standard deviation, variation and mean absolute deviation of headways, can only be used for a given number of trains per time interval. Furthermore, all these measures focus on one specific location only, and not on a track.

An important disadvantage of measuring headways at only one location is that it does not tell anything about the train behavior on the surrounding tracks. Therefore, we take the smallest headways between two consecutive trains on a certain track section instead of at one certain location. When all trains on a certain track section are one hundred percent homogeneous, the sum of the smallest headways on this track section is equal to the cycle time. When traffic on a certain track is very heterogeneous, the short distance trains depart just after the long distance trains at the start of the track section, and the long distance trains arrive just after the short distance trains at the end of the track section, leading to a small total sum of smallest headways.

The disadvantage of just taking the sum of the smallest headways in a linear way is that it does not take into account how the trains are spread over the cycle time. With a cycle time of sixty minutes with four homogeneous trains, one will always have a total sum of (smallest) headways of 60', whether these trains are nicely spread, such as in Figure 5.1(a) with four 15-minute intervals, or not, as in Figure 5.1(b) with headways of 5, 25, 5 and 25 minutes, respectively. However, taking the sum of reciprocals gives a clear distinction between these situations. In particular, the examples in Figure 5.1 lead to \( \frac{1}{15} + \frac{1}{15} + \frac{1}{15} + \frac{1}{15} \approx 0.27 \), and \( \frac{1}{5} + \frac{1}{25} + \frac{1}{5} + \frac{1}{25} \approx 0.48 \), respectively.

This leads to our first heterogeneity measure, based on both the heterogeneity and the spread of trains over the hour. This measure is applicable to railway tracks
between two neighboring railway nodes. For $N$ trains per cycle, the Sum of Shortest Headway Reciprocals (SSHR) is defined as:

$$SSHR = \sum_{i=1}^{N} \frac{1}{h_i^{-}}$$

with $h_i^{-}$ the smallest scheduled headway between trains $i$ and $i+1$ on the track section, and train $N$ is followed by train 1, due to the cyclicity of the timetable.

As stated earlier, the SSHR is not only capable of representing the distribution of trains over the hour on a track, but also of including the heterogeneity of these trains on this track. The homogeneous situation in Figure 5.1 gives an SSHR of 0.27. The slightly heterogeneous situation in Figure 5.2(a) leads to an SSHR of $\frac{1}{6} + \frac{1}{6} + \frac{1}{6} + \frac{1}{6} \approx 0.44$. Figure 5.2(b) represents a very heterogeneous situation with an SSHR of $\frac{1}{4} + \frac{1}{4} + \frac{1}{4} + \frac{1}{4} = 2$.

A disadvantage of the SSHR is that headways at departure are penalized as heavily as headways at arrival. However, in practice headways at arrival seem to be more important than headways at departure. The first reason is that delays at arrival are, on average, larger than at departure. Secondly, faster long distance trains can be caught behind short distance trains towards the end of a railway section, which implies a sizable secondary delay. Therefore we developed a second measure, which
only depends on the arrival headways between every pair of subsequent trains, the Sum of Arrival Headway Reciprocals (SAHR):

\[
\text{SAHR} = \sum_{i=1}^{N} \frac{1}{h^A_i}
\]

with \(h^A_i\) the scheduled headway at arrival between trains \(i\) and \(i + 1\).

In homogeneous cases, the SAHR is equal to the SSHR, so the SAHR is 0.27 in Figure 5.1(a) and 0.48 in Figure 5.1(b). In a specific heterogeneous case, the SAHR is always smaller than the SSHR. The timetables represented in Figure 5.2 have an SAHR of \(\frac{1}{\frac{1}{20}} + \frac{1}{\frac{1}{20}} + \frac{1}{\frac{1}{20}} \approx 0.32\) and \(\frac{1}{\frac{1}{28}} + \frac{1}{\frac{1}{28}} + \frac{1}{\frac{1}{28}} \approx 1.07\), respectively.

Unfortunately, the SAHR does not take the track into account anymore and is in fact a single location measure. Still, the arrivals can only be evenly spread over the hour if the timetable is not too heterogeneous. This means that heterogeneity is implicitly taken into account. However, an improved measure may be attained by taking the weighted average of the two measures above.

The two measures developed above are not absolute measures, but are mainly meant to be able to compare different timetables for the same track or as an indication of how to produce a reliable timetable for a certain track.
5.2. Heterogeneity Measures

### Minimal headways

The new heterogeneity measures SSHR and SAHR were discussed without referring to the technically minimal headways. However, during the operations, it does not matter what the absolute size of a headway is, but what the buffer in this headway is: the difference between the planned headway and the minimal headway. Using headway buffers instead of planned headways for the SSHR would lead to the Sum of Shortest Buffer Reciprocals (SSBR) with the following formula:

$$SSBR = \sum_{i=1}^{N} \frac{1}{(h_i - h_{i\text{min}})^-} = \sum_{i=1}^{N} \frac{1}{b_i}$$  \hspace{1cm} (5.3)

where \((h_i - h_{i\text{min}})^-\) is the smallest difference between the planned headway and the minimal headway between trains \(i\) and \(i + 1\). This equals the minimal buffer time \(b_i^-\) between these two trains.

Although this measure seems more fair, one or two small buffers will increase the SSBR tremendously, because the reciprocal of the buffer tends to infinity when the buffer goes to zero. The difference between a small and a very small headway would be too large. The SSBR even becomes useless when the headway buffer is zero or even slightly negative.

A way of increasing the applicability of the SSBR is increasing the denominator of all \(i\) terms with a fixed number \(q\). Let us call the resulting measure the Adjusted SSBR (ASSBR):

$$ASSBR(q) = \sum_{i=1}^{N} \frac{1}{b_i^- + q}$$  \hspace{1cm} (5.4)

A natural choice for \(q\) would be the average minimal headway \(h_{\text{min}}\), leading to the following:

$$ASSBR(h_{\text{min}}) = \sum_{i=1}^{N} \frac{1}{b_i^- + h_{\text{min}}} = \sum_{i=1}^{N} \frac{1}{(h_i - h_{i\text{min}})^- + h_{\text{min}}}$$  \hspace{1cm} (5.5)

Indeed, under the assumption that the minimal headway is the same everywhere, we find that \(ASSBR(h_{\text{min}}) = SSHR\). In fact, in the remainder of this chapter we assume a minimal headway of two minutes everywhere.

A similar reasoning holds for the SAHR and the related SABR and ASABR\((q)\)-measures.

### Double track

When researching heterogeneity, it is quite obvious that one has to look at double track sections. The timetable for single-track lines is mostly dictated by distances between passing points. In the case of four tracks, which means two tracks per direction, trains with different speeds are already separated, and each track
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has its own speed: one track for slow traffic, one for fast traffic. The interesting part
is where all trains for one direction run on one track: double track lines. Notice that
many of Europe’s main lines are double track lines indeed.

Experiments For the experiments in this chapter we have chosen for the option
of shifting stops from the short distance services to the long distance services in order
to equalize the number of stops for more homogeneous timetables.

The cyclic timetables are developed with the timetabling tool DONS, which is
described in Section 3.1. For the comparison of the timetables, simulation of railway
traffic has been used. The simulations reported on are performed with SIMONE.
This simulation tool was portrayed in Section 3.3.

5.3 A Theoretical Case

The first case that we are looking at is a theoretical case. Both the simple network and
the timetable are artificial and have been developed especially for the heterogeneity
comparison.

5.3.1 Case Description

The network consists of two intersecting double-track lines of 192 kilometer each,
which intersect at a Central Station (CS). This creates four identical branches of
96km: northwest (NW), northeast (NE), southwest (SW), and southeast (SE). The
layout of the network is shown in Figure 5.3(a), where the lines do not represent
tracks but train lines. The four branches are equal and have three intermediate large
stations, where all trains stop. These stations are represented by the rectangles in
Figures 5.3(b) and 5.3(c). Each branch also has ten smaller stations, where half of
the trains stop. These small stations are closer to each other around CS and around
the endpoints. One can consider these areas as denser populated. The distances were
chosen such as to resemble the average station distance in the Netherlands. Only
the stations where a train line stops are shown: in Figure 5.3(b) the heterogeneous
situation, and in Figure 5.3(c) the homogeneous situation. Note that the number of
trains and the number of stops per station are equal for these two situations.

The intersecting lines at Central Station have free-level crossings only. This means
that only trains going to or coming from the same direction can interfere with each
other. Still, delays can be transferred throughout the network because of the long
distance trains, which alternate in destination. Figure 5.3(a) shows which direct
connections exist in the experiments: each line represents two trains per direction per
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Figure 5.3: (a) shows the different train connections in the theoretical network, with the heterogeneous dwelling pattern in (b) and the homogeneous dwelling pattern in (c).

hour. There are four short distance trains on each branch from CS to the endpoint. Additionally, there are four long distance trains per hour on each branch, but they alternate in destination: there are two trains per hour from NW96 to SW96, two from NW96 to SE96, two from NE96 to SE96, and two from NE96 to SW96.

Although generally different types of rolling stock are deployed for short distance trains and long distance trains in real life, only one type of rolling stock is used for simplicity in this case.

**Heterogeneous situation**  In the heterogeneous situation, the short distance trains stop at all stations and the long distance trains only dwell at the large stations. This dwelling pattern is shown in Figure 5.3(b). All trains are nicely spread over the hour, which means that a short distance train leaves from every station in the system exactly every 15 minutes in both directions. At the large stations, one can also catch
a long distance train exactly every 15 minutes, where the individual long distance lines (for example NW96-SW96), run exactly every 30 minutes. A time-distance diagram created by DONS is given in Figure 5.4. This timetable includes exactly 7% running time supplement on each trip.

![Time-distance diagram of the heterogeneous situation for the branch NW96-CS](image)

Figure 5.4: Time-distance diagram of the heterogeneous situation for the branch NW96-CS: there is an apparent difference between the long distance trains (the flatter lines) and the short distance trains (the steeper lines). Vertical jumps in the lines depict stops at stations. Due to acceleration, deceleration and roundings, running times on tracks of equal length may differ. The other three branches have identical time-space diagrams.

The SSHR between CS and one of the endpoints is 5.33 for the heterogeneous case. The SAHR can only be defined for single locations, leading to multiple values. At CS the SAHR is 2.31 from all directions. Coming from CS, the SAHR is also 2.31 at NW48, NE48, SW48 and SE48. Coming from the endpoints, the SAHR is 1.67 at NW48, NE48, SW48 and SE48. Finally, the SAHR is 1.36 at the endpoints.

It should be noted that in heterogeneous situations, overtaking may have to take place, depending on the frequency, the difference in numbers of stops and the time loss per additional stop. In the presented case, overtaking is necessary indeed: the short distance trains are overtaken by the long distance trains in NW48, NE48, SW48 and SE48. Furthermore, the dwell time of the long distance trains is extended at NW24, NE24, SW24 and SE24 to decrease the travel time differences. Otherwise no feasible timetable would exist for these trains, these dwellings, and this train order.

**Homogeneous situation** In the homogeneous situation, the same number of lines, the same number of stops per station, and the same line-endpoint connections are applied as in the heterogeneous situation. Also the same type of rolling stock is
used. However, a more homogeneous situation is created by decreasing the number of stops of the short distance services and increasing the number of stops of the long distance services until both are as equal as possible. The newly created services are shown in Figure 5.3(c).

Per branch, starting from the endpoints, the long distance lines dwell at the 2nd, 4th, 6th, 8th, and 10th small station, whereas the short distance lines (NW96-CS and so on) dwell at the 1st, 3rd, 5th, 7th, and 9th small station. Again, every small station is served four times an hour, exactly every 15 minutes, and each intercity station is served eight times per hour, as is shown in Figure 5.5. Also this timetable includes exactly 7% running time supplement on each trip.

The homogeneous situation reduces the headway measures significantly. The SSHR goes down from 5.33 to 1.24. At CS the SAHR decreases from 2.31 to 1.11. At NW48, NE48, SW48 and SE48, we see the SAHR dropping from 2.31 to 1.07 (from CS), and from 1.67 to 1.11 (from the endpoints). The SAHR at the endpoints decreases from 1.36 to 1.07.

### 5.3.2 Experimental Design

Sixteen experiments with different disturbance distributions were carried out. Disturbances were generated randomly by SIMONE, following the specifications given in Table 5.1. Dwell times and running times are disturbed with a certain probabil-
ity. These disturbances are exponentially distributed with a given average. Earlier research (Goverde et al., 2001) shows that exponential distributions fit well to the real dwell disturbances and late arrivals.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Dwell Time Disturbance all stations</th>
<th>Dwell Time Disturbance large stations</th>
<th>Absolute Running Time Disturbance</th>
<th>Total Disturbances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>probability of disturbance</td>
<td>average size in minutes</td>
<td>probability of disturbance</td>
<td>average size in minutes</td>
</tr>
<tr>
<td>1</td>
<td>5%</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5%</td>
<td>1</td>
<td>5%</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>5%</td>
<td>1</td>
<td>10%</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>5%</td>
<td>1</td>
<td>15%</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>5%</td>
<td>1</td>
<td>20%</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>5%</td>
<td>1</td>
<td>25%</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>5%</td>
<td>1</td>
<td>25%</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>5%</td>
<td>1</td>
<td>25%</td>
<td>1.5</td>
</tr>
<tr>
<td>9</td>
<td>5%</td>
<td>1</td>
<td>25%</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td>25%</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td>25%</td>
<td>0.075</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td>25%</td>
<td>0.075</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td>25%</td>
<td>0.075</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td>25%</td>
<td>0.15</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td>25%</td>
<td>0.15</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td>25%</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 5.1: Experimental design for the theoretical case

All simulation experiments consist of fifty runs of 1320 minutes, including 120 minutes of warm-up time. This leaves exactly fifty times twenty hours of simulation time for which statistics are collected. Twenty hours is close to one day of train services in the Netherlands, where night services are almost non-existing. Fifty runs leads to a satisfactory reliability of the simulation results, where the average delays have standard deviations up to 3% for the heterogeneous situation and up to 7% for the homogeneous situation (except for experiment 1, where small probabilities for disturbances cause a higher variability of the results).

The first experiments have a combination of dwell time disturbances at all stations and dwell time disturbances at large stations. This leads to two cumulative disturbances for the large stations. Experiments 1 to 5 have an increasing probability for disturbances at large stations; experiments 1 and 6 to 9 have an increasing
average size of dwell time disturbances at large stations.

The following experiments have a combination of dwell time disturbances at large stations and running time disturbances. Experiments 11 to 13 have the same total number of disturbance minutes as experiments 14 to 16, but the latter experiments have fewer, though larger, disturbances.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Average Arrival Delay (per train measurement in minutes)</th>
<th>3-minute Unpunctuality (% of trains delayed)</th>
<th>Incurred Secondary Delays (in minutes per hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>heterogeneous situation</td>
<td>homogeneous situation</td>
<td>Improvement in %</td>
</tr>
<tr>
<td>1</td>
<td>0.38</td>
<td>0.09</td>
<td>76.5</td>
</tr>
<tr>
<td>2</td>
<td>0.97</td>
<td>0.27</td>
<td>72.4</td>
</tr>
<tr>
<td>3</td>
<td>1.57</td>
<td>0.46</td>
<td>70.7</td>
</tr>
<tr>
<td>4</td>
<td>2.16</td>
<td>0.65</td>
<td>69.9</td>
</tr>
<tr>
<td>5</td>
<td>2.70</td>
<td>0.88</td>
<td>67.5</td>
</tr>
<tr>
<td>6</td>
<td>0.64</td>
<td>0.15</td>
<td>76.8</td>
</tr>
<tr>
<td>7</td>
<td>1.38</td>
<td>0.33</td>
<td>76.3</td>
</tr>
<tr>
<td>8</td>
<td>2.38</td>
<td>0.65</td>
<td>72.5</td>
</tr>
<tr>
<td>9</td>
<td>3.21</td>
<td>1.08</td>
<td>66.4</td>
</tr>
<tr>
<td>10</td>
<td>0.92</td>
<td>0.21</td>
<td>77.0</td>
</tr>
<tr>
<td>11</td>
<td>1.28</td>
<td>0.32</td>
<td>75.3</td>
</tr>
<tr>
<td>12</td>
<td>1.73</td>
<td>0.46</td>
<td>73.4</td>
</tr>
<tr>
<td>13</td>
<td>2.28</td>
<td>0.66</td>
<td>70.9</td>
</tr>
<tr>
<td>14</td>
<td>1.53</td>
<td>0.38</td>
<td>75.0</td>
</tr>
<tr>
<td>15</td>
<td>2.20</td>
<td>0.60</td>
<td>71.0</td>
</tr>
<tr>
<td>16</td>
<td>2.99</td>
<td>0.88</td>
<td>70.6</td>
</tr>
</tbody>
</table>

Table 5.2: Simulation results for the theoretical case. The presented average delays have standard deviations between 0.26% and 2.65% in the heterogeneous case, and between 0.76% and 7.00% in the homogeneous case, with the exception of experiment 1 (6.21% and 18.38% respectively).

5.3.3 Results

- Table 5.2 shows that, going from the heterogeneous to the homogeneous situation, the average delay decreases by over 65% in all experiments. Although the decrease in unpunctuality is varying quite a bit, the average delay always decreases by 66 to 77 percent in the model.
The last three columns of Table 5.2 show where the differences originate from: the secondary delays. Especially in experiments with only few and small disturbances, there are hardly any secondary delays in the homogeneous situation. A simple explanation for this is the fact that secondary delays will only emerge if there are ‘large’ disturbances. The smallest planned headway between trains in the homogeneous situation is six minutes, and the minimally required headway is only two minutes. This allows for a disturbance of at least four minutes for a certain train before it causes secondary delays to subsequent trains. In the heterogeneous situation, the slightest disturbance causes secondary delays already, because trains are scheduled at minimal headway distance.

When the average disturbances are smaller, the relative improvement is higher. This is because the homogeneous situation is relatively immune for small disturbances, as was explained in the paragraph above. When the average disturbances increase, secondary delays also occur in the homogeneous situation, reducing the relative difference with the heterogeneous situation.

Additionally, few large disturbances are more harming to the punctuality than many small disturbances with the same total number of minutes of disturbances. Compare for example experiments 11, 12 and 13 with experiments 14, 15 and 16. The total disturbances in minutes are equal, but the average size of a running time disturbance is twice as large in the latter experiments. This leads to an average delay increase of 20% to 30%.

Two explanations may be viable here. First, the explanation above is valid again: where a small disturbance is too small to disturb a second train, this is valid for two small delays on two different trains as well. However, one large disturbance may have a negative effect on other trains. Secondly, two separate disturbances are recovered by two separate running time supplements. Suppose in situation 1, that one train, running from A via B, C and D to E, is disturbed 2 minutes at station A and between every pair of stations half a minute of delay can be recovered. Then there will be a 1.5 minute delay at station B, one minute at C, half a minute at D, and the train will arrive on time at station E. The average arrival delay is \( (1.5 + 1 + 0.5 + 0)/4 = 0.75 \) minutes. A second train, also running from A to E, is not disturbed at all. The average arrival delay of these two trains is 0.375 minutes. Now in situation 2, let us take two trains for the same line, which both have a one-minute disturbance at A. They will both be 30 seconds delayed at station B, but they will arrive on time at stations C, D and E. This results in an average arrival delay of only 
\[ 2(0.5 + 0 + 0 + 0)/8 = 0.125 \text{ minute.} \]
The dwell time disturbances at all stations have the largest impact on trains with many stops. This means that the expected travel time increase is largest for the short distance trains in the heterogeneous situation. Therefore, the expected travel time differences are even larger than the planned travel time differences.

Note that the simulations have been carried out without any other dispatching rule than first-come-first-serve. Because we are also only evaluating the impact of small disturbances, the impact of dispatching is probably relatively small. Still, the consequences of other dispatching rules are unknown.

**Causes for delays in the heterogeneous situation** Finding out where the delays come from can provide interesting information. Therefore, the average delays over the course of the train services are examined here. Figure 5.6 shows the average delay of the four branches, separated for trains running towards CS (indicated by ‘a’), and running from CS (indicated by ‘b’). This is the graph for experiment 3, but it is typical for all experiments in the heterogeneous case.

![Figure 5.6: Average delay over the course of the lines. For example, a72 shows the average arrival delay at NW72, NE72, SW72 and SE72 for trains towards CS. At b48 the average delay for arrivals at NW48, NE48, SW48 and SE48 is given for trains going towards the endpoints.](image)

- The first thing to notice is the fact that the short distance trains are hardly delayed at all, while long distance trains have considerable delays. This is
because a long distance train can be caught behind a delayed short distance train. In that case, the long distance train can incur a large secondary delay, because it cannot run any faster than the short distance train up to the next station where overtaking is possible. Short distance trains can never be caught behind slower trains. This is exactly why the SAHR was developed next to the SSHR. The largest short distance train delays are found at the first station after starting from CS. This is explained by the delays of the long distance trains in CS, which hamper the departure of the short distance trains starting from CS.

- The average delay of the long distance trains increases with distance traveled, but not linearly. The largest delay increases can be found just before CS and b48. This is exactly where the heterogeneity causes the headways to be smallest (see Figure 5.4) and the intercity trains catch up with the short distance trains. The two other locations where the intercity trains catch up with the short distance trains, a48 and b96, seem to cause less problems. This is due to the lower heterogeneity, and consequently the larger headways, in the peripheral areas.

5.4 A Practical Case

Besides the theoretical case presented above, a practical case has been worked out as well. We have compared a real life heterogeneous timetable with a more homogeneous timetable for a busy line in the Netherlands. Some details of the real timetable have been adjusted slightly for the simulations (NS, 2002).

5.4.1 Case Description

The case which is elaborated here consists of the lines from The Hague Central (Gvc) and Rotterdam Central (Rtd) to Utrecht Central (Ut), which merge at Moordrecht Junction (Mda). These lines are represented by the bold lines in Figure 5.7. For the case, this part of the network has double track everywhere, except for the section between Moordrecht Junction and Gouda Goverwelle (Gdg), which has four tracks. Moordrecht Junction is a non-level crossing. The distance between The Hague and Utrecht is 61 km, the distance between Rotterdam and Utrecht is 56 km.

In Figure 5.8, all lines have a cycle time of 30 minutes, which leads to, for example, eight trains per hour between Rotterdam Central and Moordrecht Junction, and twelve trains per hour between Woerden (Wd) and Utrecht Central.
Figure 5.7: The railway network served by NS. The bold lines represent the tracks between The Hague and Utrecht and between Rotterdam and Utrecht.

Figure 5.8: Train lines and dwelling patterns of the heterogeneous situation (a) and the homogeneous situation (b) of the practical case. Except for the junction Mda, all abbreviations indicate a station.
**Heterogeneous situation**  With some adjustments, the 2003 rush-hour timetable has been taken for the heterogeneous situation (NS, 2002). Cargo trains are skipped, resulting in a three-train-system: long distance trains, interregional trains and short distance trains, represented by solid (solid), broken (broken), and dotted lines (dotted), respectively, in Figure 5.8.

![Figure 5.8: Time-distance diagram for the heterogeneous situation on the Rotterdam-Utrecht branch.](image)

Every 30 minutes there is one short distance train from The Hague to Gouda Goverwelle, there is one interregional train from The Hague to Utrecht, and there is one long distance train from The Hague to Utrecht. Starting from Rotterdam, there is one short distance train running to Gouda Goverwelle, a second short distance train running to Utrecht (not dwelling in Vleuten (Vtn)), one interregional train to Utrecht, and one long distance train to Utrecht. Additionally there is a short distance train from Woerden to Utrecht. This adds up to 16 trains per hour per direction. The time-distance diagram for Rotterdam–Utrecht is shown in Figure 5.9.

Unlike the theoretical case, the lines in this case are operated by different rolling stock types. These rolling stock types have their own specific characteristics concerning acceleration and top speed. These are, according to the real life situation, matched with the service provided.
To be able to compare the two timetables on their heterogeneity, both timetables were adjusted such that each trip includes exactly 7% running time supplement.

**Homogeneous situation** Like in the theoretical case, the heterogeneous situation is homogenized by decreasing the number of stops of the short distance services and compensating those by additional stops of the faster services. In the end, the total number of stops per station is equal in both situations. The final dwell pattern is shown in Figure 5.8(b), the time-distance diagram is shown in Figure 5.10.

![Figure 5.10: Time-distance diagram for the homogeneous situation on the Rotterdam-Utrecht branch.](image)

Because of the homogenization, there is no clear distinction anymore between slower and faster services. Therefore, the necessity for different types of rolling stock has gone. However, for a fair comparison, the same rolling stock has been used for both situations.

The SSHR and SAHR for the practical case are given in Table 5.3 below. On all sections, both the SSHR and the SAHR are lower for the homogeneous situation.
## 5.4.2 Experimental Design

Again, the simulation experiments consist of fifty runs of 1320 minutes, including 120 minutes of warm-up time. The disturbance distributions, all exponential again, are given in Table 5.4.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Dwell Time Disturbance all stations</th>
<th>Absolute Running Time Disturbance</th>
<th>Relative Running Time Disturbance</th>
<th>Total Disturbances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>probability of disturbance</td>
<td>average size in minutes</td>
<td>probability of disturbance</td>
<td>average size in minutes</td>
</tr>
<tr>
<td>1</td>
<td>100%</td>
<td>0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>100%</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10%</td>
<td>1</td>
<td>5%</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>20%</td>
<td>1</td>
<td>10%</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>50%</td>
<td>0.5</td>
<td>20%</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>75%</td>
<td>0.5</td>
<td>30%</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>20%</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>50%</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: Experimental design for the practical case

The first two experiments have only dwell time disturbances at all stations. The next four experiments have a combination of dwell time disturbances and absolute running time disturbances. Absolute running time disturbances are independent of
the running time and have the averages given in Table 5.4. The disturbances of experiments 5 and 6 have a larger probability of occurring, but are, on average, smaller in size than those of experiments 3 and 4.

Experiments 7 and 8 have relative running time disturbances. These relative disturbances depend on the planned running time of the train on the track where it is disturbed. The average is equal to a certain percentage of the running time. Although the total disturbances are equal, experiment 8 has more but smaller disturbances than experiment 7. Experiments 9 and 10 have both dwell time disturbances and relative running time disturbances.

The results from the simulations are given in Table 5.5 and are comparable with those of the theoretical case. The main distinction is that the decrease in delays between the heterogeneous and homogeneous situation is smaller. This is easily explained by the smaller differences in heterogeneity in the practical case.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Average Arrival Delay (per train measurement in minutes)</th>
<th>3-minute Unpunctuality (% of trains delayed)</th>
<th>Incurred Secondary Delays (in minutes per hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>Unpunctuality</td>
<td>Improvement</td>
</tr>
<tr>
<td></td>
<td>heterogeneous</td>
<td>situation</td>
<td>homogeneous</td>
</tr>
<tr>
<td>1</td>
<td>1.08</td>
<td>0.72</td>
<td>33.4</td>
</tr>
<tr>
<td>2</td>
<td>1.85</td>
<td>1.22</td>
<td>34.0</td>
</tr>
<tr>
<td>3</td>
<td>0.60</td>
<td>0.40</td>
<td>33.7</td>
</tr>
<tr>
<td>4</td>
<td>1.40</td>
<td>0.92</td>
<td>34.5</td>
</tr>
<tr>
<td>5</td>
<td>2.02</td>
<td>0.75</td>
<td>33.6</td>
</tr>
<tr>
<td>6</td>
<td>2.21</td>
<td>1.55</td>
<td>29.9</td>
</tr>
<tr>
<td>7</td>
<td>1.71</td>
<td>1.22</td>
<td>28.6</td>
</tr>
<tr>
<td>8</td>
<td>1.30</td>
<td>0.89</td>
<td>31.4</td>
</tr>
<tr>
<td>9</td>
<td>1.28</td>
<td>0.88</td>
<td>31.0</td>
</tr>
</tbody>
</table>

Table 5.5: Simulation results for the practical case. The presented average delays have standard deviations between 0.3% and 2.4% in the heterogeneous case, and between 0.3% and 3.3% in the homogeneous case.

5.4.3 SSHR, SAHR and the Results

In Figures 5.11 and 5.12, the SSHR and SAHR improvements are compared with the average delay reduction. For this comparison, the network is divided into six sections: The Hague-Gouda, Rotterdam-Gouda and Gouda-Utrecht and vice versa.
The average delay for each section, as given in the figures, is the average delay of all trains at the endpoint of the section minus the average delay of these trains at the start of the section.

Figure 5.11: The relation between the decrease in SSHR and the reduction of the average delay.

The upper right of each line segment in Figure 5.11, represented by a square, is the SSHR and average delay in the heterogeneous situation. The other endpoint, represented by an arrowhead, is the result of the homogenization. Figure 5.12 shows the same comparison for the SAHR. The graphs represent the results of experiment 7. The figures for the other experiments are quite similar.

- Figures 5.11 and 5.12 show that homogenization of the timetable leads to both a reduction in the SSHR and SAHR measures, and a reduction in average delay for all sections.

- The decrements in SSHR are quite different for the different sections: The Hague-Gouda only shows a small difference, while Utrecht-Gouda shows a large decrease. The same is true for the SAHR.

- The relative reductions in SSHR are not equal, nor almost equal, to those of the SAHR. This means that SSHR and SAHR are two quite distinct measures. See for example Rotterdam-Gouda.
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Figure 5.12: The relation between the decrease in SAHR and the reduction of the average delay.

- In general, a larger decrease in SSHR leads to a larger reduction in delays. Still, the line segments for Rotterdam-Gouda and Gouda-Utrecht are rather flat. This means that the delays do not decrease as much as the SSHR might indicate. Therefore the SSHR can be used as an indication in what direction the reliability goes, but it is not an absolute measure. For the starting sections, the departure reliability from the first stations is very high. This means that small departure headways hardly have a negative influence on the reliability. The reduction of the SSHR on Rotterdam-Gouda is mainly based on a fairer distribution of departures; arrivals are hardly affected by the homogenization. This may explain the relative small reliability improvement of this section.

- Also, a larger decrease in the SAHR leads to a larger reduction in delays. Still, sections with a relatively large delay reduction (a steep line segment) can be observed (e.g. Gouda-The Hague), as well as sections with a relatively small reduction (e.g. Gouda-Utrecht). Due to the large reduction of the delays on the section Utrecht-Gouda, predicted by the SAHR, there is also a large reduction in departure delays for the section Gouda-The Hague. A better starting reliability implies fewer secondary delays, which explains the large delay reduction on Gouda-The Hague, and to a lesser extent, on Gouda-Rotterdam.
Both Figure 5.11 and Figure 5.12 have, at least on average, a lower bound for the average delay on each section. This is due to the amount of disturbances, which exceeds the amount of running time supplements. The running time supplements equal 7% of the running times, whereas the disturbances average 12% of the running times. This means that running times are, on average, extended by 5%. Because all considered sections have running times of around 20 minutes, this amounts to approximately 1 minute as the lower bound for the average delay.

5.5 Discussion

The measures: SSHR and SAHR The measures SSHR and SAHR are both able to predict reliability changes. The SSHR is applicable to track sections between stations, whereas the SAHR can be used for a station, or for all arrivals from a certain track at a station. Although a large decrease in the SSHR or in the SAHR leads to a large decrease of delays in most cases in the model, it is hard to predict the exact size of the delay reduction. Using a weighted average of the two measures may be advantageous, because it takes heterogeneity into account, and it weighs the arrival headways more heavily than the departure delays.

The measures ASSBR($h_{\text{min}}$) and ASABR($h_{\text{min}}$) can be used to replace the SSHR and SAHR, respectively, when there are (large) differences in technically minimal headways.

Equalizing headways Minimizing the SSHR or the SAHR implies equalizing the headways. Although a reduction in these measures indicates a reduction in delays, minimizing the sum of SSHRs or SAHRs over the network is not necessarily optimal. This can for example be seen from the SSHR in the practical case, where a large reduction on one section (Rotterdam-Gouda) has much less influence on the reliability than a small reduction of the SSHR on another track (Gouda-The Hague).

Utilize and Build “Utilize and Build” is the vision and the intended direction of the combined Dutch railway sector for the future, up to 2020. Experts from the Ministry of Transport, the railway infrastructure manager ProRail, the passenger operator NS, and several cargo operators participate in this project (NS et al., 2003). The main problem is how to facilitate the ever expanding railway traffic on the limited infrastructure. The starting point of the project is to better utilize the existing infrastructure, which is facilitated by small but smart infrastructure investments. Homogenization of the railway system is one of the basic elements of “Utilize and
5.6 Conclusions

In this chapter two timetable characteristics, the Sum of Shortest Headway Reciprocals (SSHR) and the Sum of Arrival Headway Reciprocals (SAHR), were introduced. These measures can be used for evaluating the heterogeneity of the timetable and for the prediction of the reliability. The S SHR can be applied to a whole railway section and has the desirable property that it decreases both when trains are spread better over the hour and when railway traffic is more homogeneous. The SAHR also has the property of decreasing when the trains are spread better over the hour. It lacks a direct link to the heterogeneity, but takes it into account implicitly. In case of differences in technically minimal headways, the S SHR can be replaced by the ASSBR($h_{\text{min}}$), and the ASABR($h_{\text{min}}$) can be used instead of the SAHR.

Other consequences of homogenization Although reliability will increase when train services are homogenized, there are several other important characteristics to be considered both for passengers and operators. Homogenization can have its influence on many of those characteristics.

- Travel time for passengers is an important determinant of service quality in case of homogenization. The planned travel time may decrease for some passengers, but increase for others. The number of passenger transfers and the transfer times may also change. This requires a further mobility analysis, which falls outside the scope of this thesis.

- Infrastructural needs can possibly change due to other train lengths, but also due to other locations for overtakings, and due to another way of coordinating trains at large transfer stations.

- When the timetable is homogenized, the rolling stock can be standardized as well. The total required number of rolling stock units can also change.

- Homogenization by one large operator may lead to additional time-slots in the timetable, which might be assigned to other operators. Evidently this would, in the end, lead to an increased S SHR and SAHR. Therefore, network wide cooperation is necessary for a beneficial introduction of a homogenized timetable.
The presented cases show a large reliability increase for homogenized services with low values for the SSHR and SAHR. In other words, when the SSHR and SAHR show large decreases, then there are usually also large decreases in delay propagation. Therefore, a relatively simple rule of thumb for timetable design is to minimize the SSHR and the SAHR, at least per section. This may improve the reliability of the offered services.

Although homogenization may lead to a sizable increase in punctuality of the offered railway services, homogenization may also affect other features of the railway product, both for passengers and for operators and infrastructure managers. When homogenizing train services, these other consequences should also be considered. This is a subject for further research. The relationship between the consequences for the different operators and the infrastructure managers also stresses the importance of cooperation between these parties.
Chapter 6

Stochastic Timetable Optimization

When a cyclic timetable is constructed, it can be evaluated afterwards in several ways, for example with max-plus algebra or using simulation. However, this kind of evaluation does not tell anything about the optimality of the timetable and it certainly does not provide alternatives.

Therefore, a model which creates an optimal timetable itself is preferred. In this chapter, we present a delay minimizing timetabling model, based on a stochastic optimization model with fixed recourse. For a predetermined set of primary delays, this model creates an optimal timetable with respect to the average delay. Besides primary disturbances, secondary delays are also taken into account. Furthermore, other timetabling characteristics, such as travel times, can also be considered.

First, it has to be noted that finding an optimal timetable implies that the timetable still has to be constructed. Therefore a timetabling model, such as the PESP-model in Section 3.1, is required in the model.

Secondly, the delay propagation has to be evaluated in the model to be able to minimize the average delay. For known timetables, several options are available, such as simulation (see Section 3.3) and max-plus algebra (see Section 3.2). Simulation has the advantage that a wide range of stochastic processes can be modeled and evaluated. Unfortunately, the structure of a regular simulation model is hardly comparable to that of a timetabling model. This implies difficulties for integrating the two. The structure of max-plus railway models is, rewritten in classical algebra, quite similar to that of cyclic timetabling models with a fixed order of events. However, the use of stochastic disturbances in max-plus algebra is hard.

The model that is described in this chapter is a stochastic optimization model (see e.g. Klein Haneveld and Van der Vlerk (2004), Birge and Louveaux (1997)), integrating a timetabling model based on PESP, and a reliability evaluation based
Chapter 6. Stochastic Timetable Optimization

on simulation with a fixed order of events.

The resulting timetable optimization model is described in this chapter. It is both capable of constructing a timetable and of calculating the delay propagation. A number of consecutive realizations is performed by repeating the periodic timetable under construction several times. These realizations are perturbed by exogenous random disturbances, and the resulting arrival delays are measured. Moreover, the timetable is optimized with respect to the average delay.

The freedom in the timetable which has to be optimized consists of several dimensions. Important are the planned running times and the resulting running time supplements. These supplements can absorb incurred delays. The same can be said about the supplements in dwell times and the slack in passenger transfers and layover times. Also, the buffer times between trains can be adjusted by the model so that delay propagation is minimal. Furthermore, the train order on the tracks is an important determinant of the delay propagation. A special variant of the model can also decide on the dwell locations of the lines to improve the reliability.

Section 6.1 discusses the relation between our delay minimizing model and recourse models. In Section 6.2 the model is introduced using the supplement allocation problem of Chapter 4 as an example. For a limited situation, the convergence of this model is proven in Section 6.3. In Section 6.4 it is shortly described how the stochastic influences by the disturbances can be reduced by using smart sampling methods. This can speed up the convergence of the model. Section 6.5 is the core of this chapter. It describes the model in a more general form, and extends it so that railway timetables can be modeled and optimized with respect to the average delay. The Haarlem – Maastricht case in this section shows that, within the model setting, delay reductions of over 30% are possible.

The later parts of this chapter discuss extensions to the stochastic model. Section 6.6 discusses some alternative objectives. In Section 6.7 binary variables are introduced to relax some of the assumptions made in Section 6.5. This complicates the optimization, but allows us to model almost all standard timetable situations. Furthermore, the model is extended to model variable dwell patterns in Section 6.8, which enables the model to homogenize the railway traffic. We have already seen in Chapter 5 that this may lead to a sizable delay reduction. In the last section the model and its results are discussed and conclusions are drawn.
6.1 Relation with Recourse Models

Recourse models can be used to model decisions that have to be taken under uncertainty. A recourse model is a stochastic programming model that can be seen as a two-stage model (Klein Haneveld and Van der Vlerk, 2004). In the first stage, decisions have to be made before stochastic events occur. These stochastic events influence the success of the decisions made earlier in the model. These stochastic influences and the resulting outcomes are the second stage of the model. The decision maker may have to pay a high price in the second stage if he was too optimistic about the outcome of the stochastic events. However, too conservative assumptions about the outcome of the stochastic events may lead to high costs in the first stage. Recourse models help the decision maker to find an optimum between these two extremes.

In many practical situations, a repetitive interaction between decisions and random events takes place. This can be modeled by a multistage recourse model. In our case, we use a two-stage recourse model. In the first stage we develop an optimal timetable. In the stochastic second stage we pay for the delays resulting from this timetable. The cyclicity of the timetable restricts the problem to a two-stage problem: one does not want to adjust the schedule over and over again, depending on past disturbances. Therefore, there is no interaction anymore between decision maker and planned timetable after the first stage. The second stage is used for the evaluation of the timetable under construction.

To be a little more specific, our timetabling model is a stochastic programming model with recourse. The general form of this model can, for example, be found in Klein Haneveld and Van der Vlerk (2004) or Birge and Louveaux (1997). Note that the notation of the parameters and variables in this section are not in line with the remainder of this thesis, but with most literature on stochastic programming.

Model notation The first stage decision variables are denoted by $x$, and $c^T$ is the cost vector associated with the first stage decision variables. The linear system $Ax \geq b$ has to be satisfied in the first stage. In practice, the vector $x$ has to be determined before the stochastic outcomes of the model are known. These stochastic outcomes represent external influences on the model environment. These stochastic outcomes can influence the relations between the variables (represented in $T$ and $W$), as well as the parameter values of the right-hand-side of the restrictions: $h$. A notation with $\omega$ is used to represent the stochastic nature of the matrices $T$ and $W$ and the vector $h$. The stochastic outcomes are denoted by $T(\omega)$, $W(\omega)$ and $h(\omega)$. After the stochastic outcome of $T(\omega)$, $W(\omega)$ and $h(\omega)$ are known, $y(\omega)$ has to be determined.
so that the second stage linear stochastic program $T(\omega)x + W(\omega)y(\omega) \geq h(\omega)$ is satisfied. This linear stochastic program describes the constraints that depend on the exogenous influences. The expected value of the second stage costs are included in the objective as $E_\xi[q^T y(\omega)]$, where $q^T$ is the cost vector related to the second stage decision variables. Here $\xi$ represents the probability space of $(T(\omega), W(\omega), h(\omega), y(\omega))$, for which the expected value of the second stage costs have to be taken. Finally non-negativity constraints are present in the model. The complete model reads as follows:

\[
\begin{align*}
\text{Minimize} & \quad c^T x + E_\xi[q^T y(\omega)] \\
\text{s.t.} & \quad Ax \geq b \\
& \quad T(\omega)x + W(\omega)y(\omega) \geq h(\omega), \\
& \quad x \geq 0, \quad y(\omega) \geq 0. 
\end{align*}
\]

To attain a linear program, the discrete or discretized probability space $\xi$ of $(T(\omega), W(\omega), h(\omega), y(\omega))$ is written out to produce a very large linear program, called the extensive form of the stochastic program. The probability space $\xi$ is represented by $K$ possible outcomes: $(T_k, W_k, h_k, y_k)$, with probabilities $p_k$, for $k = 1, \ldots, K$. This leads to the following large scale linear program:

\[
\begin{align*}
\text{Minimize} & \quad c^T x + \sum_{k=1}^K p_k q_k^T y_k \\
\text{s.t.} & \quad Ax \geq b \\
& \quad T_k x + W_k y_k \geq h_k, \quad \text{for } k = 1, \ldots, K, \\
& \quad x \geq 0, \quad y_k \geq 0, \quad \text{for } k = 1, \ldots, K. 
\end{align*}
\]

Relation with the timetabling model The intuitive relation with our timetabling problem is given here. The first stage decision variables $x$ represent the departure and arrival times in the timetable. In fact, the linear equations in $Ax \geq b$ represent the timetabling constraints. The costs of this timetable $c^T x$ can for example include excessive supplements or passenger transfer times. The second stage linear program $T_k x + W_k y_k \geq h_k$ has many similarities with the first stage problem. These equations make sure that the timetable is executed under disturbed circumstances. In the timetabling model, $T_k$ is fixed, and it is equal for all stochastic outcomes $k = 1, \ldots, K$. This $T$-matrix is very similar to the $A$-matrix from the first stage, although cyclic relations have to be changed such that they link the repetitive cycles of the timetable with each other. Just as $T$ is similar to $A$, $h_k$ is related to $b$. To be more precise, $h_k$ is more or less equal to $b$ plus the disturbances. When the

\[
\begin{align*}
\text{Minimize} & \quad c^T x + E_\xi[q^T y(\omega)] \\
\text{s.t.} & \quad Ax \geq b \\
& \quad T(\omega)x + W(\omega)y(\omega) \geq h(\omega), \\
& \quad x \geq 0, \quad y(\omega) \geq 0. 
\end{align*}
\]

To attain a linear program, the discrete or discretized probability space $\xi$ of $(T(\omega), W(\omega), h(\omega), y(\omega))$ is written out to produce a very large linear program, called the extensive form of the stochastic program. The probability space $\xi$ is represented by $K$ possible outcomes: $(T_k, W_k, h_k, y_k)$, with probabilities $p_k$, for $k = 1, \ldots, K$. This leads to the following large scale linear program:

\[
\begin{align*}
\text{Minimize} & \quad c^T x + \sum_{k=1}^K p_k q_k^T y_k \\
\text{s.t.} & \quad Ax \geq b \\
& \quad T_k x + W_k y_k \geq h_k, \quad \text{for } k = 1, \ldots, K, \\
& \quad x \geq 0, \quad y_k \geq 0, \quad \text{for } k = 1, \ldots, K. 
\end{align*}
\]
timetable restrictions $Tx \geq h_k$ are not satisfied because of large disturbances, this implies that delays $y_k$ will occur in the execution of the timetable. These delays have a certain relation $W_k$ with the other processes in the timetable. However, these relations are similar to the earlier timetabling relations given by $A$ and $T$, and are also not stochastic. So $W_k = W$ for $k = 1, \ldots, K$. The delays are penalized with the cost vector $q^T y_k$. The delays are penalized by a cost function, summed over all stochastic outcomes: $\sum_{k=1}^{K} p_k q^T y_k$.

**Number of Realizations** The $k$ different outcomes, or realizations, are independent of each other in most stochastic programs. However, in our model these different realizations influence each other, due to the cyclicity of the timetable. At least, earlier cycles influence later cycles. Strictly following the model given by equations (6.2) this implies that all consecutive realizations of the timetable have to be formulated as one large stochastic outcome, with $K = 1$. This leads to one large matrix $T$, one large matrix $W$, one large vector $y_k$, and one large vector $h_k$. These matrices and vectors include all cycles. Note that this only leads to reliable outcomes if this one stochastic outcome of the disturbances is still a good representation of the probability space of the disturbances. However, instead of speaking of stochastic outcomes, we will speak of realizations. Each realization $z = 1, \ldots, Z$ represents one cycle of the timetable. In Section 6.2, these realizations are independent of each other. In all later sections, the realizations are consequent cycles that depend on each other.

An alternative way of modeling our large number of realizations $Z$ is breaking the interdependencies. For example, instead of a large number of cycles, the problem can be modeled as a sequence of days, with, say, 18 hourly cycles. Using this principle in the recourse model, $Z/18$ independent, but smaller, stochastic outcomes are used, without increasing the total size of the problem. This idea comes closer to the real world execution of passenger timetables, but it tells less about the mathematical stability. This alternative is not worked out further in this thesis.

**6.2 Stochastic Optimization**

The delay minimizing model described in this chapter is first applied to the supplement allocation problem addressed in Chapter 4. From hereon, the model from Section 4.3 is referred to as the numerical model, the model in this chapter is referred to as the stochastic model.
6.2.1 A Theoretical Example

In Sections 4.2 and 4.3, the supplement allocation for only one train is considered, so in these sections there is no interference between trains. Similar as in Chapter 4, consider one train traversing a number of consecutive track sections as in Figure 4.1.

The train incurs a disturbance on each of the trips. A given total amount of running time supplement has to be divided between the trips to minimize the average expected arrival delay for all stations. In other words, a timetable has to be found in which the supplements have been allocated optimally.

Before explaining the model any further, a few important assumptions for the problem are repeated.

- The full amount of supplement on a certain trip can be used to compensate a disturbance on the same trip. This is similar to assuming that the supplements are concentrated at the end of the trips.
- The timetable is not necessarily rounded to minutes.
- There are no cyclic dependencies, which means that the problem can be modeled on a linear time-axis.
- Trains start their journey without delay.
- Disturbances are small, and consequently subsequent cycles are independent.

Departures, arrivals, running times and supplements  The model uses the running time supplements $\sigma_{rn}$, for the sequential trips $n = 1, \ldots, N$ of the train line, as its key decision variables. Because the timetable is the basis for the stochastic model, the departure and arrival times are also decision variables in this model. Due to this structure, minimal running times $mr_n$ and planned running times $r_n$ are present in this model. The running time supplements $\sigma_{rn}$ are the differences between these two. Similarly, the difference between the planned dwell time $s_n$ and the minimal dwell time $ms_n$ equals the dwell time supplement $\sigma_{sn}$:

$$\sigma_{rn} = r_n - mr_n, \quad \text{for } n = 1, \ldots, N,$$
$$\sigma_{sn} = s_n - ms_n, \quad \text{for } n = 1, \ldots, N - 1.$$

To avoid excessive planned travel times for the passengers, we want to restrict the total amount of supplement over the train line to $\sigma_T$:

$$\sum_{n=1}^{N} \sigma_{rn} + \sum_{n=1}^{N-1} \sigma_{sn} \leq \sigma_T. \quad (6.3)$$
However, just like in Chapter 4, it is assumed in this section that the dwell times are not disturbed and that the planned dwell times equal the minimal dwell times: \( \sigma s_n = 0 \) for all \( n = 1, \ldots, N - 1 \).

The planned arrival time \( a_n \) equals the planned departure time at the preceding station, \( d_{n-1} \), plus the planned running time:

\[
a_n = d_{n-1} + r_n = d_{n-1} + m r_n + \sigma r_n, \quad \text{for } n = 1, \ldots, N,
\]

where trip \( n \) with planned running time \( r_n \) runs from station \( n - 1 \) to station \( n \).

Besides the departure from station 0, a departure depends on the preceding arrival time and the dwell time.

\[
d_n = a_n + s_n, \quad \text{for } n \in 1, \ldots, N - 1.
\]

**Evaluation**  
Now the realizations have to be formulated as well. In practice, each realization of a train run is different. Moreover, we want the constructed timetable to be the best timetable with respect to all realizations. Therefore, it is not sufficient to base the optimization on one realization. A large number of realizations is performed, using different stochastic disturbances for each of them. For each trip, these disturbances are randomly picked from the same non-negative distribution, but the distributions may vary over the trips. The disturbance on trip \( n \) in realization \( z \) is represented by \( \delta^z_n \) for \( n = 1, \ldots, N \) and \( z = 1, \ldots, Z \), where \( Z \) is the number of realizations. The realized departure and arrival times at station \( n \) in realization \( z \) are given by \( \tilde{d}^z_n \) and \( \tilde{a}^z_n \), respectively.

The disturbances are determined before the model is run. This implies that the timetable obtained by the model is optimal with respect to these given disturbances. The predetermined disturbances can have any arbitrary distribution or size, since they are independent from the model.

Now it is also possible to calculate the delay propagation over the train line. The realized arrival times will never be earlier than planned. Furthermore, a realized arrival is at least as large as the realized departure time plus the minimal running time plus the running time disturbance.

\[
\tilde{a}^z_n = \max \{a_n, \tilde{d}^z_{n-1} + m r_n + \delta^z_n \} \quad \text{for } n = 1, \ldots, N \text{ and } z = 1, \ldots, Z.
\]
The realized departure times are also never earlier than planned. Additionally, a minimal dwell time has to be respected after the preceding arrival:

\[
\tilde{d}_n^z = \max\{d_n, \tilde{a}_n + ms_n\} \quad \text{for } n = 0, ..., N - 1 \text{ and } z = 1, ..., Z, \quad (6.7)
\]

Equations (6.6) and (6.7) are not linear, but they can be linearized easily. We obtain:

\[
\tilde{a}_n^z \geq a_n, \quad \text{for } n = 1, ..., N \text{ and } z = 1, ..., Z,
\]

\[
\tilde{a}_n^z \geq \tilde{d}_{n-1}^z + mr_n + \delta_{n}^z, \quad \text{for } n = 1, ..., N \text{ and } z = 1, ..., Z,
\]

\[
\tilde{d}_n^z \geq d_n, \quad \text{for } n = 0, ..., N - 1 \text{ and } z = 1, ..., Z,
\]

\[
\tilde{d}_n^z \geq \tilde{a}_n^z + ms_n, \quad \text{for } n = 1, ..., N - 1 \text{ and } z = 1, ..., Z. \quad (6.8)
\]

Equations (6.8) are not exactly the same as equations (6.6) and (6.7), because \(\tilde{a}_n^z\) and \(\tilde{d}_n^z\) are not restricted from above. However, due to the minimization of the delays in the objective, this does not influence the results of the model.

**The objective**  The objective is to minimize the unweighed average arrival delay over all realizations. The arrival delay \(\Delta_n^z\) is the difference between the realized arrival time and the planned arrival time at station \(n\) in realization \(z\):

\[
\Delta_n^z = \tilde{a}_n^z - a_n, \quad \text{for } n = 1, ..., N \text{ and } z = 1, ..., Z. \quad (6.9)
\]

Now the objective function can be given:

\[
Objective = \text{Minimize } \frac{1}{Z \cdot N} \sum_{z=1}^{Z} \sum_{n=1}^{N} \Delta_n^z. \quad (6.10)
\]

Note that only the time differences between the departure and arrival variables are important in the model, and non-negativity constraints are not necessary for these variables. Any solution of the model can be shifted in time without altering the objective value. However, it is convenient to require the planned departure and arrival times to be non-negative. Furthermore, it is important to restrict the supplements to be non-negative for each trip. In the case of an integer timetable, one may allow the supplement on a trip to be slightly negative, because of the roundings, but that is not necessary here.

\[
d_n \geq 0, \quad \text{for } n = 0, ..., N - 1,
\]

\[
a_n \geq 0, \quad \text{for } n = 1, ..., N,
\]

\[
\sigma_n \geq 0, \quad \text{for } n = 1, ..., N. \quad (6.11)
\]
6.2. Stochastic Optimization

The realizations for the arrival and departure times will then be non-negative automatically, because they are not allowed to be less than the planned departure and arrival times. The “realized supplements” cannot be negative, because the minimal running times are always respected for the realizations.

In Chapter 4 it was found that slight deviations in the amount of supplement per trip do not have a large influence on the average arrival delay, as long as the general shape of Figure 4.6. This implies that small stochastic influences can have a large impact on the optimal supplement allocation, although the objective is close to optimum. Still, a large number of realizations is needed to attain a reliable optimum. Section 6.4 provides some sampling possibilities to decrease the stochastic influence of the disturbances.

Without the integrality constraints for the departure and arrival times, the model given by equations (6.4), (6.5), and (6.8)–(6.11) is a linear programming model. However, with a large number of realizations, there are many constraints and decision variables, and the running time of the model will increase accordingly. Therefore, a small $Z$ is preferred. On the other hand, a large number of realizations decreases the influence of the stochasticity of the model.

A small case The described model leads to many variables and constraints when the number of trips or the number of realizations is large. Here the model is written out for a small example with only two trips and two realizations: $N = 2$ and $Z = 2$. We call the stations $A$, $B$ and $C$. The first trip runs from $A$ to $B$, the second trip from $B$ to $C$.

In order to simplify the example, we fix the planned departure time from station $A$ to zero and the planned arrival time at station $C$ to 16. The minimal running times from $A$ to $B$ and from $B$ to $C$ are both 7 minutes. The minimal dwell time and the planned dwell time at station $B$ are both 1 minute. There are no dwell time disturbances ($\delta s^*_{B} = 0$). So there is no dwell time supplement, and 1 minute of running time supplement. This one minute has to be divided between the two trips, such that the average arrival delay over stations $B$ and $C$ over both realizations is minimal. The running time disturbances in the first realization are 1 minute on the first trip and 1 minute on the second trip; the disturbances in the second realization are 0 minutes on the first trip and 0 minutes on the second trip. The dwell times are not disturbed. The linear program resulting from this problem is given below.

The timetabling constraints are given in the left column, while the constraints for the first and second realization are given in columns two and three, respectively.

After the objective on the first line, the minimal process times and the disturbances are given. Then the departure from $A$ and the arrival at $C$ are fixed in the
first column, while the second and third column state that no realized departure or arrival can be earlier than planned. After that, the subsequent event times are related to each other for both the plan and the realizations. First, the arrival at B is linked to the departure from A, then the departure from B to the arrival at B, and finally the arrival at C to the departure from B. The arrival delays are determined with the last four equations.

Objective: minimize $\Delta$, 
\[
\Delta = \frac{1}{4} (\Delta_1^B + \Delta_2^B + \Delta_1^C + \Delta_2^C)
\]

1. $mr_{A,B} = 7$, $\delta_1^{A,B} = 1$, $\delta_2^{A,B} = 0$
2. $ms_B = 1$, $\delta_1^B = 0$, $\delta_2^B = 0$
3. $mr_{B,C} = 7$, $\delta_1^{B,C} = 1$, $\delta_2^{B,C} = 0$
4. $d_A = 0$, $\bar{d}_A^1 \geq d_A$, $\bar{d}_A^2 \geq d_A$
5. $a_B = d_A + mr_{A,B} + \sigma_{A,B}$, $\bar{a}_B^1 \geq \bar{d}_A^1 + mr_{A,B} + \delta_{A,B}^1$,
6. $d_B = a_B + ms_B$, $\bar{d}_B^1 \geq \bar{a}_B^1 + ms_B$
7. $a_C = d_B + mr_{B,C} + \sigma_{B,C}$, $\bar{a}_C^1 \geq \bar{d}_B^1 + mr_{B,C} + \delta_{B,C}^1$,
8. $\Delta_1^B = \bar{a}_B^1 - a_B$, $\Delta_2^B = \bar{a}_B^2 - a_B$
9. $\Delta_1^C = \bar{a}_C^1 - a_C$, $\Delta_2^C = \bar{a}_C^2 - a_C$

It is easy to verify that, when this small problem is optimized, all supplements are allocated to the first trip: $\sigma^*_A,B = 1$ and $\sigma^*_B,C = 0$. The objective value, or average arrival delay, equals 0.25 minutes. A proportional allocation ($\sigma_{A,B} = \frac{1}{2}$ and $\sigma_{B,C} = \frac{1}{2}$) would lead to an average arrival delay of 0.38 minutes, 50% more than for the optimum.

Case: Total supplements equal to the total average disturbance

In Section 4.3 a case is addressed, where the total amount of supplements equals the expected total disturbances. The same case is worked out here using the stochastic model.

Each trip of the train line incurs disturbances from the same exponential distribution with an average of one minute, i.e. $\lambda_n = 1$ for $n = 1, \ldots, N$. With $N$ trips, this implies that $N$ minutes of supplement are available. The objective is to minimize the average arrival delay by optimizing the supplement allocation over the trips.
6.2. Stochastic Optimization

Note that this case does not include any dwell time supplements: the available total supplement can be divided among the running times. As already noted in Section 4.3, the absolute value of the minimal and planned running times and minimal and planned dwell times are irrelevant to the model. The minimal running and dwell times may be chosen arbitrarily. Then the planned dwell times are equal to the minimal dwell times; the planned running times follow from the optimal supplement allocation found by the model.

Note that the model does not necessarily provide an integer timetable. To obtain an integer timetable one can round the arrival and departure times from the model to the nearest integer, possibly losing optimality. However, it is also possible to formulate the presented model as a mixed integer programming model, where
$$a_n \in \mathbb{N}$$
and
$$d_n \in \mathbb{N}$$
for
$$n = 1, \ldots, N$$.

Results The case described above is implemented in the modeling system OPL Studio and solved with CPLEX on an Intel Pentium IV PC with a 3.0 GHz processor and 512 MB internal memory.

The model was used to optimize the described case for 2, 3, 4, 5, 6, 8, 10, 12, 15, 20 and 25 trips. The cases with 2 to 10 trips are worked out for 5,000 realizations, the cases with 12 to 25 trips for 1,000 realizations. Systematic sampling was applied to all these cases (see Section 6.4). For 10 trips there are 250,000 variables and 400,000 constraints, for 25 trips there are 125,000 variables and 200,000 constraints.

The results of the stochastic model are in line with the results of the numerical optimization in Section 4.3. Although there are small deviations from the earlier results, the same conclusions can be drawn from both models. Therefore, the conclusions are not repeated here. In Figures 6.1 and 6.2 the dark diamonds represent the results from the numerical optimizations in Section 4.3. The white diamonds represent the results of the stochastic model with 5,000 realizations for ten trips and 1,000 realizations for 25 trips.

Consequently, the resulting objective values are also almost the same for both models. For example, for 10 trips, the average delay is 1.049 in the numerical model and 1.046 minutes in the stochastic model. For 25 trips, the average arrival delays are 1.627 and 1.618 minutes, respectively.

The 10-trip situation with 1,000 realizations has been optimized for ten different disturbance samples from the same distribution. For these ten different samples, the estimated standard deviation of the objective, the overall average delay, is less than 0.01. The optimal supplement for the last trip equals 0 in all cases, which implies a standard deviation of 0. The standard deviation of the optimal supplement for the other trips ranges from 0.02 for the 1st and 9th trip, to 0.055 for the 5th trip.
Figure 6.1: The optimal amount of running time supplement for 10 trips in both models.

Figure 6.2: The optimal amount of running time supplement for 25 trips in both models.
6.2. Stochastic Optimization

**Norms**  The current norm in the Netherlands for running time supplements is a proportional allocation of at least 7% of the minimal running time between each pair of *block points*, where a block point is a large station or an important junction. At those points, reliability is, intuitively, most important. The examples above show that a different allocation is more beneficial for small average disturbances. In the optimal situation, the first trips have relatively small supplements, and the last trips have no supplements at all. The middle trips have relatively large supplements. On average, the supplements shift to the front of the train line.

These results depend heavily on the disturbance-supplement ratio. When the disturbances are relatively large, the supplements should be shifted even further to the front. In that case, we also see a larger delay decrease. The opposite is true for relatively small disturbances. Furthermore, note that possible dwell time supplements increase the amount of the total supplements, which decreases the relative size of the disturbances. As a counterweight, the secondary delays not taken into account here, can be regarded as additional disturbances.

### 6.2.2 A Case: Haarlem–Maastricht/Heerlen

In this section we support the theoretical results from Section 6.2.1 with a practical case. This practical situation is identical to the situation described in Section 4.4: the Haarlem–Maastricht/Heerlen corridor. The precise description can be found there and is not repeated in this section. In this section, the same strategy is used as in Section 4.4: only the supplements of the 800- and 900-lines are optimized. In Section 6.5, the problem is modeled such that the supplements of the other lines and the buffer times between the trains can also be changed.

In this section, the supplements are optimized independently for the two lines and independently for the southbound and northbound directions. This is to compare the results of this section with the results in Section 4.4. This also implies that the planned running times are fixed. When the model prescribes a larger supplement for a certain trip, the minimal running time is implicitly decreased.

For the individual supplement optimization of the four lines (800-south, 800-north, 900-south, and 900-north) in this section, the stations Abcoude, Breukelen, Geldermalsen and Weert can be left out. This is because we do not consider interaction with other lines, and delays are not measured at these stations. In Section 6.5.2 the entire corridor is optimized. There we do take Abcoude, Breukelen, Geldermalsen and Weert into account.

The optimization of the individual lines can be done exactly as in the preceding section. The only difference is that there are different disturbance densities for the
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different trips. The model was optimized for 5,000 cycles and solved in about 30 minutes. The average disturbances per trip are given in the third column of Table 6.1 and are equal to the supplements in the reference situation in Section 4.4. This can be seen in the next column of the table.

<table>
<thead>
<tr>
<th>trip</th>
<th>planned running time (min)</th>
<th>average disturbance (min)</th>
<th>running time supplements (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>proportional</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>800 &amp; 900</td>
</tr>
<tr>
<td>Hlm-Asd</td>
<td>14</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>Asd-Dvd</td>
<td>11</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Dvd-Ut</td>
<td>17</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>Ut-Ht</td>
<td>28</td>
<td>2.05</td>
<td>2.05</td>
</tr>
<tr>
<td>Ht-Ehv</td>
<td>18</td>
<td>1.32</td>
<td>1.32</td>
</tr>
<tr>
<td>Ehv-Rm</td>
<td>31</td>
<td>2.27</td>
<td>2.27</td>
</tr>
<tr>
<td>Rm-Std</td>
<td>15</td>
<td>1.10</td>
<td>1.10</td>
</tr>
<tr>
<td>Std-Mt</td>
<td>15</td>
<td>1.10</td>
<td>1.10</td>
</tr>
<tr>
<td>Std-Hrl</td>
<td>18</td>
<td>1.32</td>
<td>1.32</td>
</tr>
<tr>
<td>Hrl-Std</td>
<td>18</td>
<td>1.32</td>
<td>1.32</td>
</tr>
<tr>
<td>Mt-Std</td>
<td>16</td>
<td>1.17</td>
<td>1.17</td>
</tr>
<tr>
<td>Std-Rm</td>
<td>15</td>
<td>1.10</td>
<td>1.10</td>
</tr>
<tr>
<td>Rm-Ehv</td>
<td>30</td>
<td>2.20</td>
<td>2.20</td>
</tr>
<tr>
<td>Ehv-Ht</td>
<td>19</td>
<td>1.39</td>
<td>1.39</td>
</tr>
<tr>
<td>Ht-Ut</td>
<td>28</td>
<td>2.05</td>
<td>2.05</td>
</tr>
<tr>
<td>Ut-Dvd</td>
<td>18</td>
<td>1.32</td>
<td>1.32</td>
</tr>
<tr>
<td>Dvd-Asd</td>
<td>12</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>Asd-Hlm</td>
<td>14</td>
<td>1.03</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 6.1: The running time supplements for the proportional and the optimized situation.

Results The problem was again modeled in OPL Studio and solved with CPLEX. Table 6.1 shows the optimal supplement allocation according to the stochastic optimization.

After the numerical optimization of the supplements in Chapter 4, simulation was applied to attain the resulting delays. Although the secondary delays can also be calculated with the stochastic model, this is not worked out here. First, because the supplement allocation resulting from the stochastic model is so much similar to the results of the numerical model, that separate evaluation of the delay propagation is not necessary. Secondly, the stochastic model described here still needs several extensions for the interactions between trains. The interactions are explained easier for an entire corridor without known departure and arrival times. This is worked out for the whole Haarlem–Maastricht/Heerlen corridor in Section 6.5.
6.3 Convergence of the Stochastic Model

In this section we consider the same model as in Section 6.2.1, more specifically the case with two consecutive trips. The combined distribution of the disturbances $\delta_1$ and $\delta_2$ on these two trips has a finite set $I$ of possible values. Each of these possible disturbance outcomes $(\delta_i^1, \delta_i^2)$ has a probability of occurrence $p^i$, for all $i \in I$.

In this section we prove that the solution of the stochastic programming model converges to the optimal solution if the number of realizations goes to infinity. To prove this we assume that the optimal running time supplement allocation is unique. However, this is not essential. Further results related to the convergence of stochastic optimization solutions can be found in Linderoth et al. (2002).

6.3.1 Optimal running time supplement

As before, the total amount of running time supplement to be allocated equals $\sigma_T$. The running time supplement allocated to trip 1 is denoted by $\sigma_1$. Then the running time supplement allocated to trip 2 equals $\sigma_T - \sigma_1$. Figure 6.3 shows the partitioning of the positive $(\delta_1, \delta_2)$ quadrant for a given value of $\sigma_1$ into four areas. $A_1(\sigma_1)$ is the area with relatively small disturbances on both trips. Here the supplements on both trips are large enough to compensate for the disturbances. $A_2(\sigma_1)$ is the area with relatively small disturbances on the first trip and relatively large disturbances on the second trip. This results in delays on the second trip only. $A_3(\sigma_1)$ is the area with relatively large disturbances on the first trip, and small disturbances on the second trip. This means that the first disturbance cannot be fully recovered by the running time supplement on the first trip. However, the supplement on the second trip is large enough to recover the remaining delay of the first trip plus the second disturbance. $A_4(\sigma_1)$ represents the area with relatively large disturbances on both trips. This implies arrival delays at the end of both trips.

With $D_i^j$ we denote the delay of the train at the end of trip $j$ ($j = 1, 2$) if the disturbances equal $(\delta_i^1, \delta_i^2)$. In that case, the total weighted delay of the train over the two trips is denoted by $\Delta_i$. For a given value $\sigma_1$ of the running time supplement on the first trip, the following (weighted) delays $\Delta_i$ are found:

- If $(\delta_i^1, \delta_i^2)$ in $A_1(\sigma_1)$, then $\Delta_i^1 = 0$ and $\Delta_i^2 = 0$. Hence $\Delta_i = 0$.
- If $(\delta_i^1, \delta_i^2)$ in $A_2(\sigma_1)$, then $\Delta_i^1 = 0$ and $\Delta_i^2 = \delta_i^2 - (\sigma_T - \sigma_1)$. Hence $\Delta_i = w_2(\delta_i^2 - \sigma_T + \sigma_1)$.
- If $(\delta_i^1, \delta_i^2)$ in $A_3(\sigma_1)$, then $\Delta_i^1 = \delta_i^1 - \sigma_1$ and $\Delta_i^2 = 0$. Hence $\Delta_i = w_1(\delta_i^1 - \sigma_1)$.
Figure 6.3: Partitioning into the areas $A_1(\sigma_1)$, $A_2(\sigma_1)$, $A_3(\sigma_1)$, and $A_4(\sigma_1)$.

- If $(\delta_1^i, \delta_2^i)$ in $A_4(\sigma_1)$, then $\Delta^i_1 = \delta_1^i - \sigma_1$ and $\Delta^i_2 = \delta_1^i + \delta_2^i - \sigma_T$. Hence $\Delta^i = w_1(\delta_1^i - \sigma_1) + w_2(\delta_1^i + \delta_2^i - \sigma_T) = (w_1 + w_2)\delta_1^i + w_2\delta_2^i - w_1\sigma_1 - w_2\sigma_T$.

For a given value $\sigma_1$ of the running time supplement on the first trip, we can multiply these average delays per area with the probabilities $p^i$ to obtain the average weighted delay $\Delta(\sigma_1)$ of the train:

$$\Delta(\sigma_1) = \sum_{i \in A_2(\sigma_1)} p^i w_2(\delta_2^i - \sigma_T + \sigma_1) + \sum_{i \in A_3(\sigma_1)} p^i w_1(\delta_1^i - \sigma_1) + \sum_{i \in A_4(\sigma_1)} p^i((w_1 + w_2)\delta_1^i + w_2\delta_2^i - w_1\sigma_1 - w_2\sigma_T). \quad (6.13)$$

Now the value $\sigma_1^*$ for the running time supplement on the first trip has to be found, for which the average delay $\Delta(\sigma_1^*)$ is minimal.

The modification $\mu(\sigma_1)$ of the average delay on the two trips can be expressed in terms of a small modification $\mu_1$ of the running time supplement on the first trip:

$$\mu(\sigma_1) = \sum_{i \in A_2(\sigma_1)} p^i w_2 \mu_1 - \sum_{i \in A_3(\sigma_1)} p^i w_1 \mu_1 - \sum_{i \in A_4(\sigma_1)} p^i w_1 \mu_1$$

$$= \mu_1 \left( \sum_{i \in A_3(\sigma_1)} p^i w_2 - \sum_{i \in A_3(\sigma_1) \cup A_4(\sigma_1)} p^i w_1 \right)$$
It follows that the average delay is minimal if the running time supplement $\sigma_1$ on the first trip is such that, around $\sigma_1$, the above expression changes from a negative value (decreasing average delay $\Delta(\sigma_1)$) to a positive value (increasing average delay $\Delta(\sigma_1)$). This implies that the expression

$$\sum_{i \in A_2(\sigma_1)} p_i^2 w_2 - \sum_{i \in A_3(\sigma_1) \cup A_4(\sigma_1)} p_i^1 w_1$$

is negative for values of $\sigma_1$ in the interval $(\sigma_1^*-\mu_1, \sigma_1^*)$, and positive for values of $\sigma_1$ in the interval $(\sigma_1^*, \sigma_1^* + \mu_1)$ for a sufficiently small value of $\mu_1$.

Note that the value of the above expression only changes when one of the possible ($\delta_1, \delta_2$) combinations moves from one of the areas $A_j$ to another. This means that the optimal value of the running time supplement $\sigma_1^*$ on the first trip equals either a disturbance on the first trip $\{\delta_1^* | i \in I\}$, or the total amount of supplement minus a possible disturbance on the second trip $\{\sigma_T - \delta_2^* | i \in I\}$. Also note that here the assumption is used that there is a unique optimal allocation of the running time supplement. The foregoing implies that the average delay $\Delta(\sigma_1)$ is a convex piecewise linear function in $\sigma_1$.

### 6.3.2 Stochastic Optimization Model

Next, the described problem is solved with the stochastic optimization model for a random sample of $Z$ realizations of pairs of disturbances. Let $Z^i$ be the number of occurrences of the pair $(\delta_1^*, \delta_2^*)$ in this sample.

Now, let $\sigma_1$ denote the proposed value for the running time supplement on the first trip. Then, in the same way as in the previous section, it follows that the average weighted delay $\Delta^Z(\sigma_1)$ can be expressed as follows:

$$\Delta^Z(\sigma_1) = \sum_{i \in A_2(\sigma_1)} \frac{Z^i}{Z} w_2 (\delta_2^* - \sigma_T + \sigma_1) + \sum_{i \in A_3(\sigma_1)} \frac{Z^i}{Z} w_1 (\delta_1^* - \sigma_1) + \sum_{i \in A_4(\sigma_1)} \frac{Z^i}{Z} (w_1 + w_2) \delta_1^* + w_2 \delta_2^* - w_1 \sigma_1 - w_2 \sigma_T). \quad (6.14)$$

With an argument similar as in the previous section it can be shown that the optimal running time supplement $\sigma_1^{Z^*}$ on the first trip obtained by the stochastic optimization model is such that the expression

$$\sum_{i \in A_2(\sigma_1)} \frac{Z^i}{Z} w_2 - \sum_{i \in A_3(\sigma_1) \cup A_4(\sigma_1)} \frac{Z^i}{Z} w_1$$
is negative for $\sigma_1 = \sigma_1^{Z*} - \mu_1$ and is positive for $\sigma_1 = \sigma_1^{Z*} + \mu_1$ for a sufficiently small value of $\mu_1$.

The foregoing implies that the average delay $\Delta^Z(\sigma_1)$ is a convex piecewise linear function in $\sigma_1$. Parts of the graphs of the functions $\Delta(\sigma_1)$ and $\Delta^Z(\sigma_1)$ are represented in Figure 6.4.

### 6.3.3 Proof of Convergence

Now we claim that, with a probability tending to 1, the optimal value of the running time supplement on the first trip in the stochastic model (Section 6.3.2) equals the theoretical optimal value (Section 6.3.1) when the number of realizations goes to infinity.

**Theorem 6.1.** If the minimization problem has a unique optimal solution $\sigma_1^*$ with $0 < \sigma_1^* < \sigma_T$, then $\lim_{Z \to \infty} P(\sigma_1^{Z*} = \sigma_1^*) = 1$.

**Proof.** Let $0 \leq \sigma_1 < \sigma_1^*$ be such that the interval $(\sigma_1, \sigma_1^*)$ does not contain any value $\delta_1$ and such that the interval $(\sigma_T - \sigma_1^*, \sigma_T - \sigma_1)$ does not contain any value $\delta_2$.

Similarly, let $\sigma_1^* < \sigma_T$ be such that the interval $(\sigma_1^*, \sigma_T)$ does not contain any value $\delta_1$ and such that the interval $(\sigma_T - \sigma_1^*, \sigma_T - \sigma_1)$ does not contain any value $\delta_2$.

Next, let $\mu_1$ and $\mu_2$ be defined by

$$
\mu_1 := \sum_{i \in A_2(\sigma_1)} p^i w_2 - \sum_{i \in A_3(\sigma_1) \cup A_4(\sigma_1)} p^i w_1
$$

$$
\mu_2 := \sum_{i \in A_2(\sigma_T)} p^i w_2 - \sum_{i \in A_3(\sigma_T) \cup A_4(\sigma_T)} p^i w_1
$$
Since $\sigma^*_1$ is a unique minimum of the average delay $\Delta(\sigma_1)$, $\Delta_1 < 0$ and $\Delta_2 > 0$. Note that $\mu_1$ and $\mu_2$ are represented in Figure 6.4 by the differences $\Delta(\sigma^*_1) - \Delta(\sigma_1)$ and $\Delta(\sigma_T) - \Delta(\sigma^*_1)$. In other words, the slopes of the solid lines $A_1B_1$ and $B_1C_1$ are negative and positive, respectively.

Next we will show that, if $Z$ tends to infinity, then the probability that the differences $\Delta Z(\sigma^*_1) - \Delta Z(\sigma_1)$ and $\Delta Z(\sigma_1) - \Delta Z(\sigma^*_1)$ are also negative and positive tends to 1. In other words, if $Z$ tends to infinity, then the probability that the slopes of the dashed lines $A_2B_2$ and $B_2C_2$ in Figure 6.4 are negative and positive, respectively, tends to 1. A consequence is that, if $Z$ tends to infinity, then the probability that $\sigma^*_Z = \sigma^*_1$ tends to 1, as is to be proved.

To that end, first choose $\varepsilon > 0$ and let $W$ be defined by $W := \max\{w_1, w_2\}$. Because of the Law of the Large Numbers (Feller, 1977), we know that for all $i \in I$ there exists an integer $N_i$ such that for all $Z > N_i$ the following holds:

$P\left(\frac{\sum_{i \in A_2(\sigma_1)} Z_i^I}{Z} - \frac{\sum_{i \in A_3(\sigma_1) \cup A_4(\sigma_1)} Z_i^I}{Z} w_1 < 0 \right) = 1 - P\left(\frac{\sum_{i \in A_2(\sigma_1)} Z_i^I}{Z} - \frac{\sum_{i \in A_3(\sigma_1) \cup A_4(\sigma_1)} Z_i^I}{Z} w_1 \geq -\mu_1\right) \geq 1 - \sum_{i \in I} P\left(\frac{\sum_{i \in A_2(\sigma_1)} Z_i^I}{Z} - \frac{\sum_{i \in A_3(\sigma_1) \cup A_4(\sigma_1)} Z_i^I}{Z} w_1 \geq -\mu_1\right) > 1 - \varepsilon^2$.

Similarly, there exists an integer $\hat{Z}_2$ such that for all $Z > \hat{Z}_2$

$P\left(\frac{\sum_{i \in A_4(\sigma_T)} Z_i^I}{Z} w_2 - \frac{\sum_{i \in A_3(\sigma_T) \cup A_4(\sigma_T)} Z_i^I}{Z} w_1 > 0 \right) > 1 - \varepsilon^2$.

As a consequence, for all $Z > \max\{\hat{Z}_1, \hat{Z}_2\}$ the minimum of $\Delta Z(\sigma)$ is obtained for $\sigma^*_Z = \sigma^*_1$ with probability at least $1 - 2(\varepsilon^2) = 1 - \varepsilon$. □
We also claim that the difference between the objective value of the stochastic model and the real objective value tends to zero when the number of realizations tends to infinity.

**Theorem 6.2.** If the minimization problem has a unique optimal solution \( \sigma^*_1 \) with \( 0 < \sigma^*_1 < \sigma_T \), then for all \( \delta > 0 \) \( \lim_{Z \to \infty} P(|\Delta^Z(\sigma^*_1) - \Delta(\sigma^*_1)| < \delta) = 1 \).

**Proof.** First, choose \( \delta > 0 \) and \( \varepsilon > 0 \), and let the positive number \( \hat{Z}_0 \) be such that \( P(\sigma^*_1 = \sigma^*_1) > 1 - \frac{\varepsilon}{2} \) for all \( Z > \hat{Z}_0 \). According to the proof of Theorem 1, such a number exists. Next, we have the following (in)equalities:

\[
|\Delta^Z(\sigma^*_1) - \Delta(\sigma^*_1)| = \\
\left| \sum_{i \in A_i(\sigma^*_1)} \left( \frac{Z^i}{Z} - p^i \right) w_2(\delta_2 - (\sigma_T - \sigma^*_1)) + \sum_{i \in A_i(\sigma^*_1)} \left( \frac{Z^i}{Z} - p^i \right) w_1(\delta_1 - \sigma^*_1) + \right| \\
\sum_{i \in A_i(\sigma^*_1)} \left( \frac{Z^i}{Z} - p^i \right) ((w_1 + w_2)\delta_1^i + w_2\delta_2^i - w_1\sigma^*_1 - w_2\sigma_T) \leq M \sum_{i \in I} \left| \frac{Z^i}{Z} - p^i \right|,
\]

(6.15)

where \( M \) is an appropriately chosen positive number. Again, because of the Law of the Large Numbers, we know that for all \( i \in I \) there exists an integer \( N_i \) such that for all integers \( Z > N_i \) the following holds: \( P \left( \left| \frac{Z^i}{Z} - p^i \right| \geq \frac{\delta}{M|I|} \right) < \frac{\varepsilon}{2|M|} \). Then it follows that for all integers \( Z > \max \{ N_i \mid i \in I \} \) the following holds:

\[
P \left( \sum_{i \in I} \left| \frac{Z^i}{Z} - p^i \right| < \frac{\delta}{M} \right) = 1 - P \left( \sum_{i \in I} \left| \frac{Z^i}{Z} - p^i \right| \geq \frac{\delta}{M} \right) \geq \\
1 - \sum_{i \in I} P \left( \left| \frac{Z^i}{Z} - p^i \right| \geq \frac{\delta}{M|I|} \right) > 1 - \frac{\varepsilon}{2}.
\]

(6.16)

Combining the results of (6.15) and (6.16), we find that the following holds for all integers \( R > \max \{ \{ N_i \mid i \in I \} \cup \{ \hat{Z}_0 \} \} :

\[
P(|\Delta^Z(\sigma^*_1) - \Delta(\sigma^*_1)| < \delta) \geq P(|\Delta^Z(\sigma^*_1) - \Delta(\sigma^*_1)| < \delta) \cap (\sigma^*_1 = \sigma^*_1)) = \\
P(|\Delta^Z(\sigma^*_1) - \Delta(\sigma^*_1)| < \delta) \cap \sigma^*_1 = \sigma^*_1) \times P(\sigma^*_1 = \sigma^*_1) \geq \\
P \left( \sum_{i \in I} \left| \frac{Z^i}{Z} - p^i \right| < \frac{\delta}{M} \right) \times P(\sigma^*_1 = \sigma^*_1) \geq \left( 1 - \frac{\varepsilon}{2} \right) \left( 1 - \frac{\varepsilon}{2} \right) > 1 - \varepsilon.
\]

\( \square \)
6.4 Reducing the Influences of the Disturbances

Note that the results of Theorems 6.1 and 6.2 still hold if the optimal solution $\sigma^*_1$ is not unique or if $\sigma^*_1$ equals 0 or $\sigma_T$. However, slight modifications of the proofs are required then.

6.4 Reducing the Influences of the Disturbances

To reduce the stochastic influences of the disturbance sample, it may be helpful to sample in a smart way. Several techniques are known to reduce the variance of the model outcomes, by sampling in a structured manner. Some of these methods are described in this section. For further information, see for example Cochran (1977).

Antithetic Sampling To decrease the influence of the stochastic nature of the model, each realization can be repeated with antithetic disturbances. This means that if the stochastic disturbance $\delta^*_z$ for realization $z$ is the $x^{th}$ percentile of the cumulative disturbance distribution, then its counterpart $\delta^*_z'$ for the duplicate realization $z'$ is the $100 - x^{th}$ percentile of the cumulative disturbance distribution function. This implies $F(\delta^*_z) + F(\delta^*_z') = 1$. The number of realizations is $2 \cdot Z$.

Importance Sampling In importance sampling, the sample is not picked from the real, or estimated, density function $f(x)$, but from any arbitrary density function $g(x)$. The results of the sample element $x$ are calculated and weighted by $f(x)/g(x)$ in the objective function of the problem. This method is particularly useful for densities $f(x)$ with low probability, but important tails. However, the weights for the sample elements are only correct when the different sample elements do not influence each other in the simulation. Therefore, this method is hardly applicable in our case.

Stratified Sampling Another way to decrease the stochastic influence of the sample is stratified sampling. This means that the sample population, in our case the disturbance distribution, is separated in several disjoint segments. Now we can pick randomly from each segment, taking into account that each segment is represented fairly in our sample. This is called proportionate stratified sampling. When a certain part of the population is relatively small, we can use disproportionate stratified sampling. This means that we take a relatively large sample from this small segment, but later weigh it to correct the results for the entire population.

Systematic Sampling Systematic sampling means that the sample contains every $k^{th}$ element of the ordered population, where $k = \text{size of the population} / \text{sample size}$. In the case of a continuous distribution, every $k^{th}$ percentile of the cumulative distribution function can be taken. Then $k = 100/\text{sample size}$, in our
model $100/Z$. Additionally, the first element of the sample has to be chosen. Because the $0^{th}$ and $100^{th}$ percentile do not exist for some distributions, the $(\frac{100}{2Z})^{th}$ percentile is chosen as the first sample element. This implies that the last sample element, $Z - 1$ elements later, is the $\frac{100}{Z} + (Z - 1) \cdot \frac{100}{Z} = (100 - \frac{100}{Z})^{th}$ percentile. Both tails of the distribution that are left out of the sample have the same probability.

In short, the $\frac{z^* - 1/2}{Z}$-th percentiles of the cumulative disturbance distribution of the appropriate trip $n$ are taken, for $z^* = 1, ..., Z$ and $n = 1, ..., N$. Or equivalently: the cumulative distribution function $F_n(\delta_n^{z^*}) = \frac{z^* - 1/2}{Z}$. Because the sample elements influence each other in the model, the disturbances $\delta_n^{z^*}$ have to be ordered randomly before they can be used. This ordering has to be done independently for all trips. The following procedure from Knuth (1997) can be used:

**Input:** $\delta_n^{z^*} = \delta_n^{z^*}$, for $z = 1, ..., Z$ and $n = 1, ..., N$  
$n = 1$

Do while $n \leq N$

$R = Z$

Do while $R \geq 2$

Randomly pick an integer $r$ from $1, ..., R$

Swap $\delta_n^r$ and $\delta_n^R$

$R = R - 1$

Loop

$n = n + 1$

Loop

**Output:** $\delta_n^{z^*}$, for $z = 1, ..., Z$ and $n = 1, ..., N$

**Results** Experiments with our optimization model show a 60% to 70% reduction in the standard deviation of the average delay with systematic sampling compared to simple random sampling. The standard deviation of the optimal running time supplement per trip decreased by approximately 20%. The standard deviation of the supplement is the highest for the fifth trip in the 10 trip case in Section 6.2.1. When optimizing over 1,000 cycles, we find a decrease of this standard deviation from 0.069 minutes to 0.055 minutes.

Systematic sampling is applied in Sections 6.2, 6.5, 6.6 and 6.8.
6.5 Optimization of a Corridor

6.5.1 The Model in General Terms

The real aim is to construct a timetable such that the overall average delay of the trains in the network is minimal. Besides the supplement allocation, buffer times between trains also play a key role in delay propagation. Therefore, the optimization of the supplements and buffers, and the calculations for the realizations of the whole network are to be integrated.

An important difference with the model so far is that the interdependencies between trains have to be modeled. Furthermore, the realizations are linked to each other: there is a 60-minute cyclic timetable.

The cyclic timetable For ease of presentation, we assume that the basic structure of the timetable is known a priori. That is, the train order of the trains on the considered tracks is known already, and the same holds for the layovers between the trains. This assumption implies that the main purpose of the model is to optimally allocate the buffer times to the headways and the supplements to the various running and dwell times. For further simplification of the model, we assume that the timetable does not contain any cyclic relations between trains, other than the periodicity of the timetable itself. Such cyclic relations could for example be due to the rolling stock circulation or to chains of passenger connections. With these assumptions, the model can be expressed on a linear time-axis, without the modulo $T_s$ discussed in Section 3.1. Despite these assumptions, the constraint-graph will contain cycles, induced by the cyclicity of the timetable. All these assumptions can be relaxed, leading to a more complex model with many binary variables. How these assumptions can be relaxed is explained in Section 6.7.

We start with a general formulation of the model. The timetabling part is similar to the timetabling constraints in Section 3.1, but without the cyclicity notation. Furthermore, the running times are variable and the supplements have to be modeled.

The running time of the trip from station $n$ to station $n'$ of train $t$ has minimal running time $mr^{t}_{n,n'}$, and can be modeled as

$$a^{t}_{n'} - d^{t}_{n} = mr^{t}_{n,n'} + \sigma r^{t}_{n,n'}, \quad (6.17)$$

where $\sigma r^{t}_{n,n'}$ is the running time supplement on this trip.

Likewise, the dwell time of train $t$ at station $n$ is modeled as

$$d^{t}_{n} - a^{t}_{n} = ms^{t}_{n} + \sigma s^{t}_{n}, \quad (6.18)$$
where \( ms_t \) is the minimal dwell time, and \( \sigma_s t \) is the supplement. Passenger transfers and layover times can be modeled similarly.

Because the train order is assumed to be known, it is easy to determine which trains follow each other on a certain part of the infrastructure. Assume that train \( t' \) is the first train after train \( t \), and that both trains use the same part of the infrastructure at departure from station \( n \). The headway constraints for these trains \( t \) and \( t' \), can be formulated as:

\[
h \leq d_{tn}' - d_{tn}.
\] (6.19)

Headways for arrival-arrival, arrival-departure, and departure-arrival combinations can be modeled in the same way.

Although the timetable is linearized, we still have to restrict all events at the same infrastructure to be planned within the cycle time \( T \). Moreover, the timetable is supposed to be repeated, which means that a minimal headway has to be planned between the last train \( t' \) in one cycle, and the first train \( t \) in the next cycle on the same infrastructure. For the cyclic timetable this means that the last train \( t' \) is planned at most \( T - h \) later than the first train \( t \):

\[
d_{tn}' - d_{tn} \leq T - h.
\] (6.20)

Further restrictions for the timetable construction are given in Section 3.1.

Other restrictions can also be included in the model. For example, one may want to restrict the total amount of supplements on a train to prohibit excessive travel times for the passengers. Let \( P_t \) be the sequence of running and dwell processes of train \( t \). Then for all processes \( p \in P_t \), \( \sigma_p t \) is the supplement on that particular running or dwell time. Now the total supplement on the line can be restricted:

\[
\sum_{p \in P_t} \sigma_p t \leq \sigma_T t, \text{ for all } t \in \Theta,
\] (6.21)

where \( \sigma_T t \) is the maximal total amount of supplement for train \( t \), and \( \Theta \) is the set of trains.

**Evaluation** In the same way as in Section 6.2, the timetable is evaluated with regard to delay propagation during its construction. The main difference is that we do not have independent realizations, but \( Z \) consecutive periods that depend on each other. The realizations of the departure and arrival times of train \( t \) at station \( n \) are represented by \( \tilde{a}_{tn}^z \) and \( \tilde{\alpha}_{tn}^z \), respectively, where \( z \) indicates the realization.
First of all, a train cannot depart nor arrive earlier than planned:

\[
\begin{align*}
\tilde{d}^t_n & \geq d^t_n + z \cdot T, \quad \text{for } z = 1, \ldots, Z, \\
\tilde{a}^t_n & \geq a^t_n + z \cdot T, \quad \text{for } z = 1, \ldots, Z.
\end{align*}
\]

All running times in all realizations can be disturbed. The exogenous disturbance of the running time of train \( t \) between stations \( n \) and \( n' \) in realization \( z \) is denoted by \( \delta r_{t, n, n'}^z \). Dwell times can be disturbed likewise. A disturbance on the dwell time of train \( t \) at station \( n \) is denoted by \( \delta s_{t, n}^z \). This leads to equations, linking the realized arrival and departure times with the minimal process times and the disturbances:

\[
\begin{align*}
\tilde{a}^t_n & \geq a^t_n + z \cdot T, \quad \text{for } z = 1, \ldots, Z, \\
\tilde{d}^t_n & \geq d^t_n + z \cdot T, \quad \text{for } z = 1, \ldots, Z.
\end{align*}
\]

(6.22)

Passenger transfers, layover times and headways can be disturbed similarly.

Although it can be easily incorporated in the model, we assume that the headways are not disturbed. Then we can model the headways for the realizations for two consecutive trains \( t \) and \( t' \) on the same infrastructure \( n \) as follows:

\[
\tilde{d}^{t'}_{n, z} - \tilde{d}^t_n \geq h, \quad \text{for } z = 2, \ldots, Z.
\]

(6.23)

Instead of the cyclicity headway restrictions in equation (6.20), the headway between the first train in cycle \( z \) has to be related to the last train in the preceding realization \( z - 1 \) on the same infrastructure. Assume that train \( t \) is the last train using the particular part of the infrastructure \( n \) in cycle \( z - 1 \), and \( t' \) is the first train in cycle \( z \). If both trains have a departure at station \( n \), this leads to the following constraint:

\[
\tilde{d}^{t'}_{n, z} - \tilde{d}_{n, z-1} \geq h, \quad \text{for } z = 2, \ldots, Z.
\]

(6.25)

The arrival delay at station \( n \) of train \( t \) in realization \( z \) can be defined as

\[
\Delta a^t_n = \tilde{a}^t_n - a^t_n - z \cdot T, \quad \text{for } z = 1, \ldots, Z.
\]

(6.26)

Departure delays can be modeled identically. In any case, a set \( A \) of arrivals, and a set \( D \) of departures can be selected, for which we want to measure the delay:

\[
\Delta = \frac{1}{(|A| + |D|)} \cdot Z \left[ \sum_{z=1}^{Z} \left( \sum_{(t,n) \in A} \Delta a^t_n + \sum_{(t,n) \in D} \Delta d^t_n \right) \right], \quad (6.27)
\]

where \(|A|\) is the number of arrivals in the set \( A \), and \(|D|\) is the number of departures.
in the set $D$. The objective can now be defined as follows:

$$Objective = \text{Minimize } \Delta.$$  \hspace{1cm} (6.28)

Besides delays, other timetable characteristics, such as running time supplements, can also be included in the objective function. Section 6.6 gives several examples of alternative objectives.

### 6.5.2 Extending the Case: Haarlem–Maastricht

The model described above was applied to the corridor from Haarlem to Maastricht and Heerlen, just like in Sections 4.4 and 6.2. Here we optimize the supplements and buffers in the timetable on this corridor, such that the average arrival delay at the ten measuring stations is minimal. The timetable is cyclic with a period of 60 minutes.

The trains are given in Figure 4.12, which also depicts the measuring points. The order of the trains on the tracks is already known and can be deduced from the cyclic 2004 timetable for the corridor which is described in Appendix B. This implies that the overtakings in Abcoude, Geldermalsen and ’s-Hertogenbosch remain unchanged with respect to this reference timetable. Note that most lines run twice per hour, where each pair of trains on the same line are planned exactly 30 minutes apart.

The layover constraints at the line endpoints have not been modeled. This means that the southbound and northbound trains are almost independent from each other. Only level crossings exist at the south side of Sittard, where the tracks to Maastricht and Heerlen split. Because there is only a relatively small number of trains there, it is reasonable to keep this dependency outside the model. This implies that two independent problems are created: the southbound problem and the northbound problem. Only the southern direction is discussed here.

The planned running times in the tables of Appendix B include 7.92% of running time supplement for all trips. The only exceptions can be found in the 3500-line, which bears additional supplements of 1 minute between Duivendrecht (Dvd) and Abcoude (Ac), and vice versa, and 4 additional minutes between Abcoude and Breukelen (Bkl). Only the trains that are overtaken have dwell time supplements. The minimal planned dwell time for the 7300 in Abcoude and the 6000 in Geldermalsen (Gdm) is 4 minutes. This is because the overtaken train has to arrive at least 2 minutes earlier, and to depart at least 2 minutes later than the overtaking train. Because the 6000/9600 in ’s-Hertogenbosch is overtaken by the 3500-line which dwells for one minute, there is a minimal planned dwell time of 5 minutes. All other minimal dwell times are equal to the planned dwell times.
When trains are not fully covered by the corridor, the departure and arrival times are, for the planning phase, fixed for the stations where those lines enter or leave the model. These arrival and departure times can be found in Table B.3.

The timetable of the reference situation in this section is also given in Appendix B. It is evaluated by the stochastic optimization model by fixing all departure and arrival times beforehand.

The disturbances are again assumed to be exponentially distributed. Each trip between two measuring stations is disturbed with an average equal to 7.92\% of the minimal running time. This average is exactly equal to the planned supplements in the reference timetable.

**Results for the Haarlem–Maastricht Corridor**  
Again, the model is implemented in the modeling system OPL Studio and solved with CPLEX on an Intel Pentium IV PC with a 3.0 GHz processor and 512 MB internal memory. The optimization of the timetable for the Haarlem–Maastricht corridor and 500 realizations leads to a model with 160,000+ variables and 340,000+ constraints. It is solved in less than one hour.

The evaluation of the southbound reference timetable leads to an average arrival delay of 1.38 minutes. This is very close to the 1.39 minutes found by simulation in Section 4.4. The small deviation can be contributed to the stochasticity of both models and to the different ways of handling the trains. In the simulation, a first-come-first-serve method is applied, while in the stochastic optimization model train orders always remain unchanged during the realizations.

In the optimized timetable, the average arrival delay is reduced to 0.95 minutes, 31\% less than the reference timetable. The 3-minute punctuality increased from 83.7\% in the reference situation to 89.5\% for the optimal timetable: this is a reduction of the number of late trains by 35\%.

The running time supplement allocation which is found for the 800- and 900-line is given in the last column of Table 6.2. For the corridor optimization, an exact 30-minute service was enforced from Haarlem to Sittard, leading to identical supplements for the 800- and 900-line up to Sittard. Because of the longer running time from Sittard to Heerlen compared to Sittard-Maastricht, there is 0.22 minute more supplement available for the 900-line, which can only be assigned to Sittard-Heerlen. For the rest of the corridor, the supplement allocation looks much like the one found by the individual line optimization. The only remark that can be made in that respect is that slightly larger supplements are found for the most crowded part of the railway network between Amsterdam and Utrecht, and smaller supplements for the somewhat quieter network parts south of ’s-Hertogenbosch.
Table 6.2: The running time supplements for individual line optimization and entire corridor optimization.

<table>
<thead>
<tr>
<th>trip</th>
<th>average disturbance (min)</th>
<th>optimal running time supplements (min)</th>
<th>optimized per line</th>
<th>optimized for the corridor 800 &amp; 900</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hlm-Asd</td>
<td>1.03</td>
<td>0.85 0.87</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>Asd-Dvd</td>
<td>0.81</td>
<td>1.01 1.02</td>
<td>1.16</td>
<td></td>
</tr>
<tr>
<td>Dvd-Ut</td>
<td>1.25</td>
<td>1.43 1.44</td>
<td>1.96</td>
<td></td>
</tr>
<tr>
<td>Ut-Ht</td>
<td>2.05</td>
<td>2.63 2.67</td>
<td>2.51</td>
<td></td>
</tr>
<tr>
<td>Ht-Ehv</td>
<td>1.32</td>
<td>1.71 1.72</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>Ehv-Rm</td>
<td>2.27</td>
<td>2.57 2.64</td>
<td>2.18</td>
<td></td>
</tr>
<tr>
<td>Rm-Std</td>
<td>1.10</td>
<td>0.72 0.78</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>Std-Mt</td>
<td>1.10</td>
<td>0.00 -</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Std-Hrl</td>
<td>1.32</td>
<td>- 0.00</td>
<td>0.22</td>
<td></td>
</tr>
</tbody>
</table>

6.5.3 Sensitivity Analysis for the Haarlem–Maastricht Corridor

The timetable found by the optimization model is only optimal with respect to the given disturbances. In this section we study the behavior of the optimized timetable for other sets of disturbances. For the analysis below, only the southbound timetable is evaluated. The reference timetable is the timetable with 7.92% running time supplements on all trips. The preferred timetable is the timetable which was optimal with respect to exponentially disturbed running times, with an average disturbance of 7.92% of the respective minimal running time.

First, we analyze the consequences of other sets of 500 realizations of random disturbances from the same disturbance distribution functions. The timetable is not optimized again for these different sets of disturbances. The departure and arrival times in the reference and preferred timetables are fixed, and the delay propagation is calculated for the new sets of disturbances. Ten random sets of disturbances from the same disturbance distributions were used, leading to ten evaluations of both models. This leads to the results given in Table 6.3. The spread of the average delay and the unpunctuality is at most 10%. This is relatively small in comparison to the differences between the reference and the preferred timetable. Note that the timetable is optimized for the average delays, and the punctualities are deduced from the results afterwards.

Another issue is that we do not know the real life disturbance distribution. Therefore, we again evaluate the preferred timetable, but now for sets of disturbances from
### 6.5. Optimization of a Corridor

#### Table 6.3: The influence of the randomness on the reliability measures.

<table>
<thead>
<tr>
<th>measure</th>
<th>reference timetable</th>
<th>preferred timetable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>average delay</td>
<td>unpunctuality</td>
</tr>
<tr>
<td>average</td>
<td>1.34 15.6%</td>
<td>0.92 10.0%</td>
</tr>
<tr>
<td>minimum</td>
<td>1.30 15.0%</td>
<td>0.89 9.5%</td>
</tr>
<tr>
<td>maximum</td>
<td>1.38 16.3%</td>
<td>0.95 10.5%</td>
</tr>
<tr>
<td>range (in% of average)</td>
<td>6.0% 8.0%</td>
<td>5.8% 10.1%</td>
</tr>
<tr>
<td>standard deviation</td>
<td>0.028 0.45%</td>
<td>0.019 0.36%</td>
</tr>
</tbody>
</table>

Other distributions. We describe the original disturbance distribution as an exponential distribution with average 1 instead of exponential with average 0.0792 times the minimal running time. By multiplying all distributions by 0.0792 times the minimal running time, we simplify the notations below.

First, the timetable is evaluated for exponential disturbances with other averages. Then it is evaluated for the situation where a large part of the running times is not disturbed, the rest is again exponentially disturbed. Furthermore, several uniform distributions are applied. Finally the timetable was submitted to triangular disturbances. The results are summarized in Table 6.4.

#### Table 6.4: Reliability gain for different disturbance distributions. The parameter for the exponential distributions is the average (and not the reciprocal); the parameters for the triangular distribution are the minimum, the modus and the maximum.

<table>
<thead>
<tr>
<th>disturbance distribution</th>
<th>reference timetable</th>
<th>preferred timetable</th>
<th>relative difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>average delay</td>
<td>unpunctuality</td>
<td>average delay</td>
</tr>
<tr>
<td>exponential 0.50</td>
<td>0.19 99.1%</td>
<td>0.15 99.4%</td>
<td>21.4% 39.4%</td>
</tr>
<tr>
<td>exponential 0.75</td>
<td>0.64 93.8%</td>
<td>0.44 96.4%</td>
<td>30.3% 41.5%</td>
</tr>
<tr>
<td><strong>exponential 1</strong></td>
<td><strong>1.38</strong> <strong>83.7%</strong></td>
<td><strong>0.95</strong> <strong>89.5%</strong></td>
<td><strong>31.4%</strong> <strong>35.2%</strong></td>
</tr>
<tr>
<td>exponential 1.25</td>
<td>2.42 71.7%</td>
<td>1.67 80.7%</td>
<td>31.0% 49.1%</td>
</tr>
<tr>
<td>exponential 1.50</td>
<td>3.68 60.5%</td>
<td>2.62 70.5%</td>
<td>28.7% 25.3%</td>
</tr>
<tr>
<td>50% 0 and 50% exp 1.5</td>
<td>1.43 83.6%</td>
<td>1.05 87.9%</td>
<td>26.4% 26.2%</td>
</tr>
<tr>
<td>50% 0 and 50% exp 2</td>
<td>2.77 70.7%</td>
<td>2.09 76.8%</td>
<td>24.6% 20.9%</td>
</tr>
<tr>
<td>80% 0 and 20% exp 2</td>
<td>0.83 90.3%</td>
<td>0.65 92.4%</td>
<td>22.4% 21.6%</td>
</tr>
<tr>
<td>80% 0 and 20% exp 3</td>
<td>2.04 79.2%</td>
<td>1.60 83.1%</td>
<td>21.5% 18.8%</td>
</tr>
<tr>
<td>80% 0 and 20% exp 4</td>
<td>3.71 67.7%</td>
<td>2.99 72.4%</td>
<td>19.5% 14.4%</td>
</tr>
<tr>
<td>uniform (0.2)</td>
<td>0.85 92.9%</td>
<td>0.51 97.1%</td>
<td>39.7% 59.0%</td>
</tr>
<tr>
<td>uniform (0.25)</td>
<td>1.66 79.8%</td>
<td>1.01 91.1%</td>
<td>39.1% 55.7%</td>
</tr>
<tr>
<td>uniform (0.3)</td>
<td>2.63 67.8%</td>
<td>1.68 80.9%</td>
<td>36.0% 40.7%</td>
</tr>
<tr>
<td>triangular (0.0.3)</td>
<td>0.91 91.9%</td>
<td>0.59 96.0%</td>
<td>34.8% 50.9%</td>
</tr>
<tr>
<td>triangular (0.0.4)</td>
<td>2.02 75.4%</td>
<td>1.33 85.3%</td>
<td>34.4% 40.2%</td>
</tr>
<tr>
<td>triangular (0.0.5)</td>
<td>3.43 59.4%</td>
<td>2.37 71.3%</td>
<td>30.9% 29.5%</td>
</tr>
</tbody>
</table>
This table shows that the preferred timetable is better than the reference timetable for a range of disturbance distributions. However, it can be observed that only few distributions lead to a larger gap in average delay and punctuality than the original exponential(1) distribution.

Finally, we studied the optimality of the preferred timetable with respect to other disturbance distributions. Therefore, the timetable was optimized again with the stochastic model, now with disturbances from the alternative distributions. This leads to a different optimal timetable for each row in Table 6.5. Again, note that the optimization is with respect to the average delay.

<table>
<thead>
<tr>
<th>disturbance distribution</th>
<th>preferred timetable</th>
<th>optimal timetable</th>
<th>relative difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>average delay</td>
<td>punctuality</td>
<td>average delay</td>
</tr>
<tr>
<td>exponential 0.50</td>
<td>0.15</td>
<td>99.4%</td>
<td>0.11</td>
</tr>
<tr>
<td>exponential 0.75</td>
<td>0.44</td>
<td>96.4%</td>
<td>0.42</td>
</tr>
<tr>
<td>exponential 1</td>
<td>0.95</td>
<td>89.5%</td>
<td>0.95</td>
</tr>
<tr>
<td>exponential 1.25</td>
<td>1.67</td>
<td>80.7%</td>
<td>1.64</td>
</tr>
<tr>
<td>exponential 1.50</td>
<td>2.62</td>
<td>70.5%</td>
<td>2.53</td>
</tr>
<tr>
<td>50% 0 and 50% exp 1</td>
<td>0.41</td>
<td>96.0%</td>
<td>0.39</td>
</tr>
<tr>
<td>50% 0 and 50% exp 1.5</td>
<td>1.05</td>
<td>87.9%</td>
<td>1.04</td>
</tr>
<tr>
<td>50% 0 and 50% exp 2</td>
<td>2.09</td>
<td>76.8%</td>
<td>2.03</td>
</tr>
<tr>
<td>80% 0 and 20% exp 2</td>
<td>0.65</td>
<td>92.4%</td>
<td>0.63</td>
</tr>
<tr>
<td>80% 0 and 20% exp 3</td>
<td>1.60</td>
<td>83.1%</td>
<td>1.54</td>
</tr>
<tr>
<td>80% 0 and 20% exp 4</td>
<td>2.99</td>
<td>72.4%</td>
<td>2.81</td>
</tr>
<tr>
<td>uniform (0,2)</td>
<td>0.51</td>
<td>97.1%</td>
<td>0.48</td>
</tr>
<tr>
<td>uniform (0,2.5)</td>
<td>1.01</td>
<td>91.1%</td>
<td>1.00</td>
</tr>
<tr>
<td>uniform (0,3)</td>
<td>1.68</td>
<td>80.9%</td>
<td>1.63</td>
</tr>
<tr>
<td>triangular (0,0,3)</td>
<td>1.33</td>
<td>85.3%</td>
<td>1.31</td>
</tr>
<tr>
<td>triangular (0,0,4)</td>
<td>2.37</td>
<td>71.3%</td>
<td>2.26</td>
</tr>
</tbody>
</table>

Table 6.5: Comparing the preferred and the optimal timetables for different disturbance distributions.

Table 6.5 shows that the preferred timetable is close to the optimum for a range of disturbance distributions.

### 6.6 Alternative Objectives

Besides minimizing the average delay, one can think of many other criteria which are worthwhile to be optimized. Two of them are discussed in this section. First, another reliability measure is optimized: the punctuality. Later, the passenger travel time is included in the objective function. For this new objective, a case is worked out considering passenger transfers in Amersfoort.
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The objectives in this section are based on the assumptions and restrictions of the stochastic optimization model that is described in Section 6.5.1.

6.6.1 Maximizing Punctuality

In practice, punctuality is often used as an indication for reliability in public transport. As a reminder, punctuality is the percentage of trains arriving on time. In this case, all trains arriving at most the punctuality margin later than planned are considered to be on time.

To determine the punctuality, the delay of the trains has to be compared to the punctuality margin $D$. This implies that for all appropriate arrivals ($a \in A$) in all cycles ($z = 1, ..., Z$) a binary variable $\pi_a^z$ has to be introduced. The variable $\pi_a^z$ equals 1 when arrival $a$ in realization $z$ is completed within margin $D$ from its planned completion time (it is considered punctual), and 0 otherwise. On top of the other constraints, this can be enforced by the following restrictions:

$$\pi_a^z \in \{0, 1\}, \quad \text{for } a \in A \text{ and } z = 1, ..., Z,$$

$$M(1 - \pi_a^z) \geq \Delta_a^z - D, \quad \text{for } a \in A \text{ and } z = 1, ..., Z,$$

where $M$ is a sufficiently large parameter, and $\Delta_a^z$ is the delay of arrival $a$ in realization $z$. The right hand side of the second equation is positive when the delay $\Delta_a^z$ is larger than the punctuality margin $D$. This implies that $1 - \pi_a^z$ is also larger than zero: $\pi_a^z = 0$.

Now the punctuality $\Pi$ is obtained easily:

$$\Pi = \frac{1}{|A| \cdot Z} \sum_{a \in A} \sum_{z=1}^{Z} \pi_a^z.$$

And the objective is replaced by

$$\text{Objective } = \text{Maximize } \Pi.$$

Although this alternative objective is modeled relatively easily, $|A| \cdot Z$ binary variables are introduced in the model. This is computationally difficult to solve.

6.6.2 Minimizing Travel Time

Besides the reliability, the planned travel times for the passengers provide an important characteristic of the timetable. Earlier, travel times were restricted by equation (6.21), which bounds the supplement on a process or set of processes. However,
the bounds on the supplements have to be set beforehand, despite the fact that
the optimal amount of supplement is unknown beforehand. Therefore, we prefer to
leave equation (6.21) out of the model, and insert the travel times into the objective
function.

Note that realized travel times equal the planned travel times plus the realized
delay. However, minimizing realized travel times only, does not make much sense:
if feasible, no supplements would be planned. In that case, a train can never make
up for the incurred delays, and the timetable would be quite unreliable. Therefore,
we create a multi-criteria objective. This objective weighs the reliability, in terms of
average delay, against the planned travel times.

**Weighing factors** Besides weighing delays against travel times, we also want to
weigh the delays against each other, and the travel times against each other. Delays
and travel times of trains with many passengers are more important than those of
trains with only a few passengers. In this section first the weighted average delay is
calculated, where the weights represent the expected numbers of passengers. Then
the weighted planned travel time is determined. Here the weights, again, represent
the expected numbers of passengers, but have to be determined differently, as will
be explained later. Finally, the two are weighed against each other. The weights
used here come from other research, in particular research on travel time and delay
perception of passengers (Rietveld et al., 1998).

The weighted average delay is calculated, by weighing every arrival delay for the
number of passengers that has this trip as its last trip: \( \alpha_a \), for all \( a \in A \). Intermediate
delays are not important for the passengers. This is even more true for our model
than in reality, because all (defined) passenger transfers are upheld in the model. We
assume that the number of passengers for a trip is equal throughout the realizations.
However, it is easy to implement different passenger counts for different realizations
to, for example, mimic the peak hours. Now the weighted average arrival delay can
be defined as:

\[
\Delta^\alpha = \frac{\sum_{a \in A} \sum_{z=1}^Z (\alpha_a \cdot \Delta^z_a)}{Z \sum_{a \in A} \alpha_a}, \quad (6.29)
\]

where the divisor is the total number of passengers in \( Z \) realizations.

The other part of the multi-criteria objective is the planned travel time. The
passenger travel time consists of a sequence of running times, dwell times and transfer
times. The process times of this whole sequence have to be counted. Let \( B \) be the
set of all processes that are part of the journey of at least one passenger. Then \( \beta_b \)
is defined as the number of passengers using process \( b \) for their journey. Note that
minimizing the travel time is equivalent to minimizing the supplements in the travel
components. Then we define the average planned travel time supplements $J$:

$$J = \frac{\sum_{b \in B}(\beta_b \cdot \sigma_b)}{\sum_{a \in A} \alpha_a},$$

(6.30)

where $\sigma_b$ is the planned supplement on process $b$. The divisor is the total number of passengers in one realization.

However, one can argue that the passenger perception of the travel time is not equal for the different travel components. For example, waiting for a connection at a windy station, the transfer time, is worse than sitting in a dwelling train. Time spent in a running train is perceived even better. This can be modeled by dividing the processes in the set $B$ into three disjoint process sets $B_r$, $B_s$, and $B_{pt}$, for the planned running times, dwell times and passenger transfer times, respectively. The weights $w_r$, $w_s$, and $w_{pt}$ represent the perceived duration weights of these processes. The average perceived planned travel time $J^w$ is then defined as:

$$J^w = \left[ w_r \sum_{b \in B_r}(\beta_b \cdot \sigma_b) + w_s \sum_{b \in B_s}(\beta_b \cdot \sigma_b) + w_{pt} \sum_{b \in B_{pt}}(\beta_b \cdot \sigma_b) \right] / \sum_{a \in A} \alpha_a.$$

(6.31)

So far, we have found the average delay per passenger and the perceived travel time per passenger. Earlier research (Rietveld et al., 1998) showed that passengers consider a minute of delay more costly than a minute of planned travel time. Define $w_\Delta$ as the weight indicating the importance of the delays with respect to the travel time. Now the timetable can be optimized without dictating the total amount of supplements in the system. The model is the same as in Section 6.5, but equation (6.21) can be skipped and the objective (6.28) has to be replaced by:

$$Objective = \text{Minimize } J^w + w_\Delta \cdot \Delta^\alpha.$$ 

The parameter $w_\Delta$ can be viewed as the risk aversion of passengers. When $w_\Delta \leq 1$ this implies risk loving passengers. This would lead to a timetable without any supplements. Rietveld et al. (1998) finds money values for both travel times and delay times. Dividing these two leads to $w_\Delta = 2.37$.

6.6.3 Optimizing Passenger Transfers: the Amersfoort Case

The Dutch railway system is characterized by many connecting services to provide good connections between a wide range of origins and destinations. Connections have to be planned long enough to enable passengers to alight from the feeder train, and to walk to and board the connecting train. To offer a reliable transfer, some
supplement should be included in the transfer time. This can be used to absorb a small delay of the feeder train.

In the Netherlands, passenger transfers are often only two to six minutes in the timetable. Two minutes is really a lower bound, even when the trains dwell at opposite sides of the same platform. Notably in other countries connection times are often longer, ranging from about 5 to 20 minutes. The tightness of the connections in the Netherlands is a non-negligible source of delay propagation, foremost because connecting trains often wait for passengers of delayed feeder trains.

The case described here concerns one connection only. However, many similar connections can be modeled simultaneously when a larger network is modeled.

The size of the passenger transfer problem that is considered, has been kept small for ease of presentation. Here we are looking at the cross-platform connection between the 700-line and 1700-line in Amersfoort (Amf). A cross-platform connection is a connection, where both involved trains are along opposite sides of the same platform to facilitate the transfer in both directions. In reality, the 700-line is coupled in Amersfoort: one train from Schiphol and one train from Amsterdam continue their trip together towards Zwolle and further. For ease of presentation we assume that the 700-line is a regular line running from Amsterdam (Asd) via Amersfoort and Zwolle (Zl) to Groningen; the 1700-line runs from The Hague via Utrecht (Ut), Amersfoort and Apeldoorn (Apd) to Enschede. However, we only consider the Amsterdam–Amersfoort–Zwolle part of the 700-line, and the Utrecht-Amersfoort-Apeldoorn part of the 1700-line.

The trains from the 700- and 1700-line are scheduled to be along opposite sides of the same platform in Amersfoort at the same time. This facilitates journeys from Amsterdam to Apeldoorn and from Utrecht to Zwolle. In the stochastic model all passenger transfers are attained in the realizations. This implies that when one of the two trains is delayed by more than the transfer supplement, it will also delay the departure of the other train.

The optimization involves six arrival and departure times. For both the 700- and 1700-line the arrival and departure times in Amersfoort are determined. Furthermore the arrival times of the 700-line in Zwolle and the 1700-line in Apeldoorn are optimized. The arrival and departure times in Amersfoort determine the planned dwell times and planned transfer times there. This directly defines the available supplements in Amersfoort. The departures from Amersfoort and the arrivals in Zwolle and Apeldoorn determine the planned running times and the available running time supplements for the Amersfoort–Zwolle and Amersfoort–Apeldoorn trips. The minimal dwell time of both trains is assumed to be 1.5 minutes, the minimal transfer
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The time from one train to the other is 2 minutes. The minimal running times are 33.6 minutes for Amersfoort–Zwolle and 22.9 minutes for Amersfoort–Apeldoorn.

The arrival delay distributions of the 700- and 1700-line in Amersfoort are derived from their respective real life 3-minute punctuality. In real life, the arrival punctuality in Amersfoort for the 700-line is 80.2%, for the 1700-line 83.8%. The assumption that the arrival delays are exponentially distributed leads to the equations

\[1 - e^{-3\lambda_{Amf}^{700}} = 0.802\]  
\[1 - e^{-3\lambda_{Amf}^{1700}} = 0.838.\]

Solving these gives \(\lambda_{Amf}^{700} = 0.54\) and \(\lambda_{Amf}^{1700} = 0.61\), or average arrival delays of 1.85 and 1.65 minutes, respectively. Furthermore, the disturbances on the running times on Amersfoort–Zwolle and Amersfoort–Apeldoorn have to be defined. Again exponential distributions are chosen, now with an average of 5% of the minimal running time. This is 1.68 minutes on average for Amersfoort–Zwolle and 1.14 minutes for Amersfoort–Apeldoorn.

One can recognize four types of passengers in this case. These different types are categorized to be able to weigh the different processes and delays in the objective function. The weights represent the number of passengers for the respective journey. The number of passengers traveling from station \(n\) to station \(n'\) is given by \(\gamma_{n,n'}\).

- **Amersfoort as final destination** These passengers can be left out of the model, because they have a given arrival delay distribution.

- **Amersfoort as starting point** For these passengers, both the planned running time and the arrival delay are weighed. These passengers are represented by \(\gamma_{Amf,Zl}\) and \(\gamma_{Amf,Apd}\).

- **Direct journeys through Amersfoort** Direct passengers are those from Amsterdam to Zwolle (\(\gamma_{Asd,Zl}\)) and those from Utrecht to Apeldoorn (\(\gamma_{Ut,Apd}\)). For these passengers the planned dwell time in Amersfoort, the planned running time from Amersfoort to their destination, and the delay at the end of their journey are weighed.

- **Journeys with transfer in Amersfoort** Passengers from Amsterdam to Apeldoorn (\(\gamma_{Asd,Apd}\)) and passengers from Utrecht to Zwolle (\(\gamma_{Ut,Zl}\)) have to transfer in Amersfoort. For them, the planned transfer time, the planned running time from Amersfoort to the destination, and the arrival delay are weighted.

Instead of using the planned process times, the process time supplements are used in the objective. This does not influence the optimal departure or arrival times. When we weigh each of the process supplements and the average delays for the
number of passengers, this leads to the following objective function:

\[
\text{Objective } = \text{Minimize} \quad \gamma_{Amf,Zl} \cdot (\sigma_{Amf,Zl} + w_{\Delta} \cdot \Delta_{Zl}^{700}) + \\
\gamma_{Amf,Apd} \cdot (\sigma_{Amf,Apd} + w_{\Delta} \cdot \Delta_{Apd}^{700}) + \\
\gamma_{Asd,Zl} \cdot (\sigma_{Asd,Zl} + \sigma_{Amf,Zl} + w_{\Delta} \cdot \Delta_{Zl}^{700}) + \\
\gamma_{Ut,Apd} \cdot (\sigma_{Ut,Apd} + \sigma_{Amf,Apd} + w_{\Delta} \cdot \Delta_{Apd}^{700}) + \\
\gamma_{Asd,Apd} \cdot (\sigma_{Asd,Apd} + \sigma_{Ut,Apd} + w_{\Delta} \cdot \Delta_{Apd}^{700}) + \\
\gamma_{Ut,Zl} \cdot (\sigma_{Ut,Zl} + \sigma_{Asd,Apd} + w_{\Delta} \cdot \Delta_{Zl}^{700}),
\]

where \(\sigma_r\), \(\sigma_s\), and \(\sigma_{pt}\) are the supplements on running time, dwell time and passenger transfer, respectively. This objective function can be viewed as the perceived travel time loss.

The relative number of passengers (over the whole day) for each of the six possible journeys in the model are obtained from the Marketing Research & Consultancy department of NS. These numbers are \(\gamma_{Asd,Zl} = 224\), \(\gamma_{Asd,Apd} = 91\), \(\gamma_{Ut,Zl} = 229\), \(\gamma_{Ut,Apd} = 310\), \(\gamma_{Amf,Zl} = 69\), and \(\gamma_{Amf,Apd} = 76\). Rietveld et al. (1998) found values for travel times and delays in several transport modes. The \(w_{\Delta} = 2.37\) is the fraction of these two for public transport.

**Results** The model is solved for 10,000 realizations. The disturbance samples are systematic and the model is solved within a few minutes. The resulting arrival times (a) and departure times (d) in Amersfoort, Zwolle and Apeldoorn are given in Table 6.6.

<table>
<thead>
<tr>
<th>700</th>
<th>2004</th>
<th>optimal</th>
<th>1700</th>
<th>2004</th>
<th>optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amersfoort a</td>
<td>06.0</td>
<td>06.8</td>
<td>Amersfoort a</td>
<td>07.0</td>
<td>08.0</td>
</tr>
<tr>
<td>Amersfoort d</td>
<td>10.0</td>
<td>10.0</td>
<td>Amersfoort d</td>
<td>10.0</td>
<td>11.0</td>
</tr>
<tr>
<td>Zwolle a</td>
<td>46.0</td>
<td>47.3</td>
<td>Apeldoorn a</td>
<td>35.0</td>
<td>36.0</td>
</tr>
</tbody>
</table>

Table 6.6: The optimal timetable for the 700- and 1700-line. In minutes past each hour.

However, Table 6.7 provides more interesting figures. First of all, the objective value of the optimal timetable is 6.14 minutes, compared to 6.21 minutes for the 2004 timetable of NS. This implies that the optimized connection and running times decrease the perceived travel time loss by only 1.1%.

The perceived travel time loss decreased, despite an increase of planned running times. This decrease is caused by a decrease of planned dwell and transfer times. The average arrival delay is also smaller. In particular, the dwell time of the 700-line is reduced in Amersfoort. This is accompanied by a shorter transfer from the
1700- to the 700-line. However, the running time supplement on the 700-line between Amersfoort and Zwolle is increased. Especially the arrival delay in Zwolle has been reduced.

<table>
<thead>
<tr>
<th>in minutes</th>
<th>2004</th>
<th>optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>perceived travel time loss</td>
<td>6.21</td>
<td>6.14</td>
</tr>
<tr>
<td>dwell time supplement 700</td>
<td>2.5</td>
<td>1.7</td>
</tr>
<tr>
<td>dwell time supplement 1700</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>transfer time supplement 700-1700</td>
<td>2.0</td>
<td>2.3</td>
</tr>
<tr>
<td>transfer time supplement 1700-700</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>running time supplement Amf-Zl</td>
<td>2.4</td>
<td>3.7</td>
</tr>
<tr>
<td>running time supplement Amf-Apd</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>average arrival delay Zl</td>
<td>1.17</td>
<td>0.99</td>
</tr>
<tr>
<td>average arrival delay Apd</td>
<td>0.88</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Table 6.7: Supplements and delays for the real life and optimal timetables around Amersfoort.

Note that it is intuitively correct to have more supplements on the running times instead of on the dwell times, because we do measure arrival delays and not departure delays.

**Canceling Passenger Transfers During Operations** In the model above it is assumed that trains always wait for each other to uphold passenger transfers. This is easily ensured by implementing passenger transfer restrictions for each realization, which are similar to those for the planned timetable.

*Laisser-faire* is the opposite policy, where the trains do not wait for each other to uphold a connection. The passenger connection is only upheld if the delay of the feeder train is less than the delay of the connecting train plus the transfer supplement. This policy is also implemented easily: the passenger transfers are present in the timetabling part of the model, but not in the realizations.

However, in reality trains will sometimes wait for each other, and sometimes the transfer will be canceled. In fact, there is a trade-off between missing the transfer for the transferring passengers on one hand, and the extended travel time of the passengers that are already in the train. Goverde (1998) describes this problem in detail. For exponentially distributed disturbances, he analytically optimizes the optimal planned transfer time and the optimal waiting time for a single passenger transfer.

In fact, in the Netherlands maximal waiting times are defined for passenger transfers. This is the maximal time that a connecting train will wait to provide a transfer possibility for passengers from another train. Although it is relatively easy to imple-
ment a conditional waiting strategy, there is an important drawback.

Consider the passenger transfer from train $t$ to train $t'$. For ease of presentation we assume that there is no transfer time supplement. The operational strategy for train $t'$ is to wait if the delay of the arrival of feeder train $t$ is less than the waiting time $w_t$. The connecting train $t'$ has to wait to provide a connection in the case that the delay of the feeder train, $\Delta^f$, is less than $w_t$. This means that the connecting train incurs a secondary delay equal to that of the feeder train $\Delta^c = \Delta^f$. In fact this may be profitable for the overall solution, but not necessarily, as is explained in the following.

The trade-off here is between the delay for the transferring passengers when they miss the connection, and the delay that the other passengers incur because they have to wait for the transferring passengers. Now recall the following two characteristics of the model: (i) the disturbance on the next trip is not known in real operations, so the decision should only depend on the situation in the connection station and not on what happens later. However, the disturbances are defined a priori in the model; (ii) within the current model it is possible to cancel the connection by delaying the feeder train a little bit more. This is possible because the arrival time is based on a set of inequalities, which only define a lower bound for the arrival time. This may be beneficial, when the connecting service will incur large disturbances after leaving this station.

To avoid the unnecessary delays, it has to be made sure, that the arrival is exactly equal to the maximum completion time of the underlying processes. This can be realized by introducing a large number of binary variables and constraints including big-$M$ parameters. The waiting time rule itself also requires binary variables and constraints with big-$M$ parameters. The same conclusions can be drawn for other operational decision rules. Therefore it is recommended to avoid these operational rules in the model when possible.

### 6.7 Relaxing the Assumptions

In the preceding sections, the timetable was subject to several assumptions. These assumptions are necessary to model the timetable without binary variables. This is computationally an advantage, because our stochastic optimization model is a linear programming model in that way. However, if desired, we can relax these assumptions. This enables us for example to model a more coherent network with cyclic relations. Furthermore, we do not necessarily have to provide the model with the train orders on the tracks.
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6.7.1 Cyclic Relations

Chains of passenger transfers and rolling stock layovers lead to cyclic relations in a periodic timetable. The presence of these cycles implies that not all relations can be formulated within one cycle. For some of these relations it is clear how many cycles there are between the two events leading to a cyclic relation. For other relations that is unknown a priori.

**Fixed offset** Consider a train $t$ from station $n$ to station $n'$ and a train $t'$ in the opposite direction. The rolling stock used for these trains is connected to each other at stations $n$ and $n'$. The minimal layover times are $ml_{t',t}^n$ and $ml_{t,t'}^n$. Remember that in the linear form, which was used up to this section, the arrival of a train is always later than its departure. Now the layover at station $n$ can be formulated as

$$d_n^t \geq a_{n'}^{t'} + ml_{t,t'}^n.$$  \hspace{1cm} (6.32)

However, the layover at the other end-point cannot be formulated likewise: the sequence $d_{n'}^{t'}$, $a_{n'}^{t'}$, $d_n^t$, $a_n^t$ is increasing. Due to the periodicity of the timetable, the planned departure $d_{n'}^{t'}$ can also be related to an ‘earlier’ arrival $a_{n'}^{t'}$. To do so, a time offset is necessary, which is a multiple of the period of the timetable.

Assume that it is known that there are $k_{t,t'}^n$ cycles between two consecutive departures of the same train composition from station $n'$. Then the cyclic relation can be formulated easily:

$$d_{n'}^{t'} \geq a_{n'}^{t'} + ml_{t,t'}^{n'} - k_{t,t'}^n \cdot T.$$  \hspace{1cm} (6.33)

And for the realizations we can write:

$$\hat{d}_{n'}^{t,z} \geq \hat{a}_{n'}^{t,z} + ml_{t,t'}^{n'}, \quad \text{for } z = 1, \ldots, Z,$$

$$\hat{d}_{n'}^{t',z} \geq \hat{a}_{n'}^{t',z-k_{t,t'}^{n'}} + ml_{t,t'}^{n'}, \quad \text{for } z = k_{t,t'}^{n'} + 1, \ldots, Z.$$  \hspace{1cm} (6.34)

It has to be noted that in a case with more lines and more relationships, it may be necessary to use time offsets for both layover times.

**Variable offset** Unfortunately, it is not always known beforehand how many cycles elapse between two similar events in different realizations. Then $k_{t,t'}^{n'}$ becomes an integer variable. However, most of the time a good approximation of $k_{t,t'}^{n'}$ can be given, due to the fact that a difference in $k_{t,t'}^{n'}$ of 1 implies a difference of a full period. In other words, with an hourly pattern, an increase of $k_{t,t'}^{n'}$ by 1 means that the time needed for all processes in the cyclic chain increases by 60 minutes. For ease of presentation, we therefore assume that we know that the time offset is either $k_{t,t'}^{n'}$.
or \(k_{n'}^{t,t'}+1\) times the timetable period. To model this, we assume again that \(k_{n'}^{t,t'}\) is a parameter and \(K_{n'}^{t,t'}\) is a binary variable. For the plan, equation (6.33) can easily be rewritten as

\[d_{n'}^{t'} \geq a_{n'}^{t'} + m_{n'}^{t,t'} - (k_{n'}^{t,t'} + K_{n'}^{t,t'}) \cdot T.\]  

(6.35)

This leads to the complication, that \(K_{n'}^{t,t'} = 1\) is always easiest to satisfy for the model. Therefore, the \(K\)-variables have to be restricted in the model, because, in case of rolling stock layovers, every increment of \(K\) costs additional rolling stock. The cycles can also be caused by for example passenger transfers. In that case, every increment of \(K\) increases the travel time of transferring passengers.

The \(K\)-variables can be restricted directly (either individually or the sum of a set of \(K\)’s), or indirectly by also implementing a maximum layover time. It is also possible to include the \(K\)-variables in the objective function.

Furthermore, constraint (6.34) for the realizations of the layover times at station \(n'\) would become:

\[d_{n'}^{t',z} \geq a_{n'}^{t',z} - (k_{n'}^{t,t'} + K_{n'}^{t,t'}) \cdot T + m_{n'}^{t,t'} , \text{ for } z = k_{n'}^{t,t'} + 2, ..., Z.\]  

(6.36)

However, this equation is non-linear, because it has the binary variable \(K_{n'}^{t,t'}\) in the index. Using a sufficiently large big-\(M\), we can linearize the equation:

\[d_{n'}^{t',z} \geq a_{n'}^{t',z} - (k_{n'}^{t,t'} + 1) + m_{n'}^{t,t'}, \]  

\[d_{n'}^{t',z} \geq a_{n'}^{t',z} - k_{n'}^{t,t'} + m_{n'}^{t,t'} - K_{n'}^{t,t'} \cdot M, \]  

(6.37)

where \(M\) is large enough to make the latter constraint redundant in the case that \(K_{n'}^{t,t'} = 1\). In that case, the former constraint is binding. When \(K_{n'}^{t,t'} = 0\) the latter constraint is binding, and automatically implies that the first constraint is satisfied. Or in other words, when the departure of train \(t'\) is linked to the prior of the two possible arrivals of train \(t\) \((K_{n'}^{t,t'} = 1)\), then the first of the two equations tells that train \(t'\) cannot depart, unless the prior of the possible trains from line \(t\) has arrived at least \(m_{n'}^{t,t'}\) minutes ago. Because of the big-\(M\), the second equation is redundant. When the departure of train \(t'\) is linked to the later of the two possible arrivals of train \(t\) \((K_{n'}^{t,t'} = 0)\), then the second of the two equations is not redundant anymore and tells train \(t'\) to wait with its departure to at least \(m_{n'}^{t,t'}\) minutes after the arrival of the later of the two trains from line \(t\). The first equation also implies that the train has to wait for the earlier of the two possible trains, but this train is always earlier than the other one, since it is operated in an earlier cycle.

More variability in the number of cycle offsets can be modeled by increasing
the number of $K$-like binary variables and additional, and more complicated big-$M$ constraints.

### 6.7.2 Unknown Train Order

In the stochastic model as described so far, it is important to have a known sequence of events per infrastructure element. This enables us to formulate restrictions between events such as headways and passenger transfers. When the sequence of events is unknown, we can still model these restrictions, but binary variables have to be introduced as will be discussed below.

The order of the trains is mainly important for the constraints concerning the headways. When it is known that train $t$ is earlier than train $t'$, the departure headway constraint can be easily formulated linearly as

$$h \leq d_{n}^{t'} - d_{n}^{t} \leq T - h,$$

where $d_{n}^{t'}$ is the departure of train $t'$ from station $n$. However, when the order of the trains is unknown a priori, this is too restrictive: it is incorrect when the train order is reversed. Therefore, we introduce a binary variable $O_{t,t'}^{n,n'}$, indicating the train order: $O_{t,t'}^{n,n'} = 0$ if train $t$ is scheduled before train $t'$ on the trip from station $n$ to station $n'$ and $O_{t,t'}^{n,n'} = 1$ if train $t$ is scheduled after train $t'$. The headway restriction at departure then becomes:

$$h \leq d_{n}^{t'} - d_{n}^{t} + O_{t,t'}^{n,n'} \cdot T \leq T - h,$$  \hspace{1cm} \text{(6.39)}

where $\theta_{n,n'}$ is the set of trips on the track from station $n$ to station $n'$. The combination of these inequalities for $t, t'$ and $t', t$ makes sure that $O_{t,t'}^{n,n'} + O_{t',t}^{n,n'} = 1$. This also means that, if the trains can be ordered numerically, equation (6.39) only has to hold for $t, t' : t < t' \in \theta_{n,n'}$.

To avoid the possibility of overtaking, an arrival headway constraint with the same binary order variable has to be included in the model as well. When overtaking at a certain station is not possible, the value of the order variables before and after this station have to be equal.

For the realizations, the same $O_{n,n'}^{t,t'}$-variable can be used. Equation (6.40) states that train $t'$ leaves station $n$ at least $h$ later than train $t$. Of course, this should only hold when train $t'$ is scheduled after train $t$. The term $O_{n,n'}^{t,t'} \cdot M$ makes this equation redundant when train $t'$ is scheduled before train $t$:

$$h \leq \tilde{d}_{n}^{t'} - \tilde{d}_{n}^{t} + O_{n,n'}^{t,t'} \cdot M, \text{ for } z = 1, ..., Z, \text{ and } t, t' : t \neq t' \in \theta_{n,n'}.$$  \hspace{1cm} \text{(6.40)}
Any pair of events of which the order is unknown beforehand, and for which constraints have to be formulated, needs such a binary order variable $O_{t,t'}$. This means that many binary variables are introduced into the model, which complicates the solvability.

Other constraints that need to be formulated concern the succession of the cycles. In other words, all trips in set $\theta_{n,n'}$ in cycle $z-1$ have to depart from station $n$ before any trip in $\theta_{n,n'}$ in cycle $z$ can depart from that station. In fact, a minimal headway $h$ has to be respected:

$$h \leq \tilde{d}_{n,z} - \tilde{d}_{n,z-1}, \text{ for } z = 2, \ldots, Z, \text{ and } t, t': t \neq t' \in \theta_{n,n'}.$$  \hspace{1cm} (6.41)

However, this leads to $|\theta_{n,n'}|^2$ restrictions for each track and each realization. This number can be reduced by introducing a fictitious last train, $t^*$ in $\theta_{n,n'}$. This means that we need $|\theta_{n,n'}|$ new constraints, ensuring that train $t^*$ in cycle $z-1$ does not depart from station $n$ before all other trains in $\theta_{n,n'}$ in cycle $z-1$ have left station $n$. Another $|\theta_{n,n'}|$ constraints make sure that no train in cycle $z$ departs from station $n$ before train $t^*$ in cycle $z-1$ has departed from station $n$. Note that there is no minimal headway needed for the second set of constraints.

$$h \leq \tilde{d}_{n,z-1}^* - \tilde{d}_{n,z-1}, \text{ for } z = 2, \ldots, Z, \text{ and } t \in \theta_{n,n'},$$

$$0 \leq \tilde{d}_{n,z}^* - \tilde{d}_{n,z-1}^*, \text{ for } z = 2, \ldots, Z, \text{ and } t \in \theta_{n,n'}.$$  \hspace{1cm} (6.42)

By introducing the fictitious train $t^*$, the number of constraints for the cycle succession decreases from $|\theta_{n,n'}|^2$ to $2 \cdot |\theta_{n,n'}|$. Train $t^*$ is not considered to be an element of $\theta_{n,n'}$.

### 6.7.3 Modeling the Timetable within the Cycle Interval

Direct application of the cycle offsets as presented in Section 6.7.1 requires careful calculation of running times and layovers between trains. Before the construction of the model, it has to be clear where those offsets are needed and which values are possible for the corresponding integer variables.

Therefore, a new formulation of the model has been developed. It is closer to the PESP-model, because all arrival and departure times attain values between 0 and the cycle time $T$. This new model has the advantage that it does not need any network investigation before it can be implemented. The disadvantage of this new representation is the increase in the number of binary variables.

In order to model the occurrence of all events within the $[0...T]$ interval, a binary variable $C$ is introduced for each process that has to be scheduled. For example,
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Cr\(_{n,n'}\) indicates whether the running time of train \(t\) from station \(n\) to station \(n'\) passes the cycle bound (\(Cr_{n,n'} = 1\)) or not (\(Cr_{n,n'} = 0\)). An important assumption for the new model is that none of the processes has a planning time larger than or equal to \(T\). But in fact, this can always be avoided by introducing dummy events, which divide a long process into two or more shorter processes.

Now the running time of train \(t\) from station \(n\) to station \(n'\), with minimal running time \(mr_{n,n'}^t\), can be modeled by the following equation:

\[mr_{n,n'}^t + \sigma r_{n,n'}^t = a_{n'}^t - d_n^t + Cr_{n,n'}^t \cdot T. \quad (6.43)\]

Similar equations apply to other process types, such as dwell times and headways. Note that it is almost always possible to set the \(C\)-variable to 1. This may lead to excessive amounts of supplements in the timetable. To prevent this from happening, either the sum of sets of \(C\)-variables can be constrained, or the (sum of) individual supplements can be bounded.

The equations that prohibit earliness are the same as in equation (6.22):

\[
\begin{align*}
\tilde{d}_n^z &\geq d_n^z + z \cdot T, \quad \text{for } z = 1, \ldots, Z, \\
\tilde{a}_n^z &\geq a_n^z + z \cdot T, \quad \text{for } z = 1, \ldots, Z.
\end{align*}
\]

(6.44)

However, the binary variables imply that big-\(M\) equations have to be formulated for each realization of a process with a binary variable. An example is given for the running time of train \(t\) from station \(n\) to station \(n'\).

\[
\begin{align*}
\tilde{a}_{n'}^{t,z} &\geq \tilde{d}_{n}^{t,z} + mr_{n,n'}^t + \delta r_{n,n'}^t - Cr_{n,n'}^t \cdot M, \quad \text{for } z = 1, \ldots, Z, \\
\tilde{a}_{n'}^{t,z-1} &\geq \tilde{d}_{n}^{t,z-1} + mr_{n,n'}^t + \delta r_{n,n'}^{t,z-1}, \quad \text{for } z = 1, \ldots, Z.
\end{align*}
\]

(6.45)

When the arrival is planned in the same cycle as the departure, \(Cr_{n,n'} = 0\) and the first equation is binding. When this first equation is satisfied, the second one is satisfied as well. In the case that the arrival is one cycle later than the departure, \(Cr_{n,n'} = 1\) and the first equation becomes redundant. Now the second equation is binding.

**Combination of unknown train order and \([0, T]\)-modeling** The combination of modeling within the cycle interval \([0, T]\) described in this section, and unknown train orders as described in Section 6.7.2 leads to some additional modeling features.

First of all, it has to be noted that an arrival time can be in a later period than the departure of the same trip. This means that the order of the departures within the cycle and the order of the arrivals within the cycle for a pair of trains are not
necessarily the same. This implies that separate order variables are needed for the
departures and arrivals of each pair of trips on the same track. For trains \( t \) and \( t' \) from
station \( n \) to \( n' \) we call them \( Od_{n,n'}^t \) and \( Oa_{n,n'}^{t,t'} \) for departure and arrival, respectively.

The separation of the departure and arrival orders may lead to illegal overtakings.
This can be avoided by introducing new equalities of binary order variables and cycle
offset variables. Then for each pair of non-overtaking trains, the following restriction
always holds:

\[
Oa_{n,n'}^{t,t'} = Od_{n,n'}^t - Cr_{n,n'}^t + Cr_{n,n'}^{t,t'}.
\] (6.46)

The equality states that the train order variable at arrival is the same as at
departure when neither or both trains pass the cycle bound. The train order within
the cycle is reversed when exactly one of the two trains passes the cycle bound.
This can be seen as follows: for the trains \( t \) and \( t' \) from station \( n \) to station \( n' \) the
departure times \( d_n^t \) and \( d_n^{t'} \), and the arrival times \( a_{n,n'}^t \) and \( a_{n,n'}^{t'} \) have to be determined
within the \([0, T)\) interval. The planned running times of trains \( t \) and \( t' \) are \( r_{n,n'}^t \) and
\( r_{n,n'}^{t,t'} \). Now define the running time constraints

\[
\begin{align*}
\hat{a}_{n,n'}^t &= d_n^t + r_{n,n'}^t, \\
\hat{a}_{n,n'}^{t,t'} &= d_n^{t'} + r_{n,n'}^{t,t'}.
\end{align*}
\] (6.47)

When \( r_{n,n'}^{t,t'} \) does not cross the cycle bound \( Cr_{n,n'}^t = 0 \) and \( a_{n,n'}^t = \hat{a}_{n,n'}^t \). Otherwise
\( Cr_{n,n'}^{t,t'} = 1 \) and \( a_{n,n'}^{t,t'} = \hat{a}_{n,n'}^{t,t'} - T \); in other words \( a_{n,n'}^{t,t'} = \hat{a}_{n,n'}^{t,t'} - Cr_{n,n'}^{t,t'} \cdot T \). And similarly
\( a_{n,n'}^{t,t'} = \hat{a}_{n,n'}^{t,t'} - Cr_{n,n'}^{t,t'} \cdot T \).

Subtracting these two equations and dividing by the cycle time leads to

\[
\frac{a_{n,n'}^{t,t'} - a_{n,n'}^{t,t'}}{T} = \frac{\hat{a}_{n,n'}^{t,t'} - \hat{a}_{n,n'}^{t,t'}}{T} - Cr_{n,n'}^{t,t'} + Cr_{n,n'}^{t,t'}.
\] (6.48)

It is easy to verify that the binary order variables have been defined such that there
is an \( x \in [0, T) \) for which \( Od_{n,n'}^{t,t'} = (a_{n,n'}^{t,t'} - a_{n,n'}^{t,t'} + x)/T \) and \( Oa_{n,n'}^{t,t'} = (\hat{a}_{n,n'}^t - \hat{a}_{n,n'}^{t,t'} + x)/T \).
Adding \( x/T \) to both the left and right hand side of equation (6.48) gives

\[
Oa_{n,n'}^{t,t'} = Od_{n,n'}^{t,t'} - Cr_{n,n'}^t + Cr_{n,n'}^{t,t'}.
\] (6.49)

It is obvious that the order of the trains remains the same along the trip from
station \( n \) to station \( n' \) when no overtaking takes place and the cycle offsets are not
used: \( Oa_{n,n'}^{t,t'} = Od_{n,n'}^{t,t'} \). Inserting this into equation (6.49), confirms that equation
(6.46) is correct.
Reducing the number of binary $C$-variables. The solvability of the problem is usually negatively correlated to the number of binary variables. Therefore, it is useful to look for possibilities to decrease the number of cycle offset variables.

Above, the model is described in such a manner that all processes require a binary cycle offset variable, because each process (running time, dwell time, headway, connection, etc) may cross the cycle bound. When some of the processes do not have a cycle offset variable, it is not possible to plan this process such that it starts before the cycle bound and ends after the cycle bound. However, when we do not assign these cycle offset variables to dwell times of which we know that they are never planned longer than $\varepsilon$ minutes, and we allow to plan everything in a $[-\varepsilon, T + \varepsilon]$ interval, then we hardly affect the model. The headway inequalities will make sure that all planning times on the same infrastructure are still within the cycle time $T$. Then one can delete all cycle-offset variables associated with processes that have a maximal process time less than $\varepsilon$. A final prerequisite is that for all circular relations in the model, which relate trains of the same line, but $z$ cycles apart, at least $z$ processes need a cycle offset variable.

6.8 Allowing Homogenization

Chapter 5 describes how homogenization of the timetable can contribute to a higher reliability of the timetable. In this section, we first explain how homogenization can be modeled within our stochastic timetabling model. Thereafter, we again investigate the The Hague/Rotterdam – Utrecht case to analyze how the stops have to be assigned to the train lines to obtain a minimal average arrival delay. We still assume in this section that the line endpoints and routes are known.

6.8.1 Modeling Stops and Running Times

Two additional features have to be modeled to allow for homogenization in our stochastic model. Above all we need variables to indicate which trains stop at a certain station, and which trains do not. Furthermore, the running times have to be adjusted to the dwell pattern: when a train stops somewhere, it needs additional deceleration and acceleration time.

For each possible stop a binary variable is introduced: $S_{nt}^t$ equals 1 if train $t$ stops in station $n$, and 0 if not. The new minimal running times can be calculated with these binary variables. However, first three minimal process times have to be defined for each trip from $n$ to $n'$. The first one is the minimal running time on the fly: $mrf_{n,n'}^t$. This is the minimal running time for trains which pass both stations $n$ and
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\( n' \) at the maximal allowed speed. Furthermore we define the acceleration loss \( mra^t_n \), which is the additional time that is needed when a train stops at station \( n \) at the beginning of the trip. Likewise, the deceleration loss \( mrd^t_{n'} \) is needed for a train that is dwelling at station \( n' \) at the end of the trip. This leads to the following minimal running time:

\[
mr^t_{n,n'} = mrf^t_{n,n'} + S^t_n \cdot mra^t_n + S^t_{n'} \cdot mrd^t_{n'}
\]  

(6.50)

Note that in practice trains always dwell at all begin and endpoints of a line. This implies that \( S^t_n = 1 \) for both line endpoints \( n \) of train \( t \). Furthermore, when station \( n \) is not a line endpoint, \( S^t_n \) applies both to the deceleration loss preceding station \( n \) and the acceleration loss following station \( n \).

Furthermore, the minimal stopping time \( ms^t_n \) of train \( t \) at station \( n \) can be defined as:

\[
ms^t_n \geq S^t_n \cdot msp^t_n,
\]  

(6.51)

where \( msp^t_n \) is the provisional minimal stopping time in case that train \( t \) stops at station \( n \).

Now it is easy to implement restrictions on the binary dwelling variables \( S^t_n \). For example, for a certain set of trains \( \Theta^i \), \( Q^i_n \) trains have to dwell at station \( n \):

\[
\sum_{t \in \Theta^i} S^t_n = Q^i_n, \text{ for } i = 1, \ldots, I,
\]  

(6.52)

where \( I \) is the number of restrictions of this kind.

Besides the use of these optional stops for the homogenization of the train services, the optional stops can also be used to enable a cargo train to enter a siding to be passed by a faster train. In case of optional overtaking, freedom is needed in the train order, too (see Section 6.7.2).

6.8.2 Case The Hague/Rotterdam – Utrecht

The practical homogenization case presented in Section 5.4 is used here again. However, here we use our stochastic model including its homogenization possibilities described above. This means that we do not only compare two predetermined situations, but we are able to redistribute the train stops optimally with respect to the given disturbance distribution. On top of that, we can also optimally allocate the available buffers and supplements.

The case consists of 8 trains per direction per 30 minutes cycle. These lines are shown in Figure 6.5, but the stations where the trains dwell are unknown beforehand. These eight lines are split into trips which always start and end at two neighboring
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stations. This leads to 56 trips per direction. Not counting the line endpoints, where trains always dwell, there are 48 line–station combinations for which a binary variable has to be introduced. Note that the same binary $S^t_{st}$-variables are used for both directions of the same train line.

The total number of dwells per station per 30 minutes per direction is fixed, and is the same as in the 2004 peak hour timetable of NS. Practical circumstances decrease the number of binary variables a little bit. All four trains dwell at Rotterdam Alexander (Rta), lines 9700 and 9800, which end in Gouda Goverwelle, have to dwell in Gouda, and the only dwell in Vleuten is assigned to the 8800-line. This reduces the total number of binary variables to 36. Additional restrictions prescribe that exactly three of the four lines from Rotterdam Central dwell in Gouda, and two of the three lines from The Hague dwell in Gouda. Furthermore, one of the three lines from Rotterdam Central dwells in Woerden, and one of the two lines from The Hague does the same.

The maximal amount of running time supplement is limited per train to 7.92% of the minimal running time, which is the same as in the Haarlem–Maastricht case of Sections 4.4 and 6.5. There are no dwell time supplements.

For the comparisons, we also evaluated both dwell patterns from Section 5.4. Note that the supplements and buffers are also optimized for these two dwell patterns. With respect to this heterogeneous situation, the overtaking in Woerden (in western direction the 14000 line is overtaken by the 500 and the 20500 lines) is discarded and the local train 14000 leaves Utrecht after the intercity trains 500 and 20500, leading to shorter stops in Woerden and Gouda. This is the same train order as for the homogeneous situation from the same section and the train order used for the optimizations in this section.

**Results** The optimization of the dwell pattern, supplements and buffers on the The Hague/Rotterdam–Utrecht corridor has been performed for different disturbance distributions. Both running time disturbances and dwell time disturbances are applied. In case of running time disturbances, it is known beforehand where the disturbances occur. However, in case of dwell time disturbances, the location of the disturbances depends on the choice for dwell locations. All disturbances in this section are absolute disturbances, independent of minimal dwell or running times. Relative running time disturbances have not been analyzed, because there are three or four stations at all three sections (The Hague–Gouda, Rotterdam–Gouda, and Gouda–Utrecht) of 20 minutes in this case. Relative running time disturbances would probably lead to similar results as the absolute running time disturbances.

First 50 realizations are used for each disturbance distribution to optimize the
dwell pattern, supplements and buffers. Then the dwell pattern is fixed and the sup-
plements and buffers are re-optimized for 200 realizations from the same distribution.

The experiments with running time supplements show other results than the ex-
periments with dwell time disturbances, especially with respect to the optimized
dwell pattern. For cases with running time disturbances, we see that the optimal
timetable has more homogeneous trains. For different disturbance distributions and
levels, we find slightly different dwell patterns. However, in all cases, we find that the
long distance trains dwell at more stations, and the short distance trains skip some
stations. Despite the varying results, we find dwell patterns similar to the homoge-
neous situation in Figure 6.5(b). This is the dwell pattern used for the homogeneous
situation in Section 5.4.

![Figure 6.5: Heterogeneous (a) and homogeneous (b) dwell patterns from Section 5.4.](image)

The experiments with dwell time disturbances show different results. The dwell
patterns remain more heterogeneous in the optimal situation, although most results
show a few stops shifting from short distance trains to long distance trains. Two
possible explanations are given here. First, it is important to recognize that trains
with many stops incur more delays. To reduce the delay propagation throughout the
network it is beneficial to incur delays on short trains. In our case, these are the 9700
and 9800 short distance trains from Rotterdam and The Hague to Gouda Goverwelle.
Indeed, it is observed that the 14000-line Rotterdam–Utrecht is more homogenized
than the 9700 Rotterdam–Gouda Goverwelle. The short 8800-line Woerden–Utrecht
should dwell everywhere in all cases. A second reason is the spacing of the trains over the 30-minute cycle. The order of the trains between Woerden and Utrecht has a large influence on the time distances between the trains on the Rotterdam–Gouda and The Hague–Gouda branches. In fact, these time distances are such that there is much time for additional stops on the 9700 line and especially on the 9800 line. This can probably be contributed to the fact that the used train order is the same as in the current heterogeneous situation.

Table 6.8 shows the results. The heterogeneous and homogeneous situations refer to the dwell patterns in Section 5.4, which are repeated in Figure 6.5. However, the supplements and buffers are optimally reallocated by the stochastic model for the different disturbance distributions. The average delay reductions are with respect to the re-optimized heterogeneous situation. Although the dwell patterns of the heterogeneous and homogeneous timetables are fixed, the supplements and buffers differ between the different disturbance experiments. The optimal timetables are also different for all experiments; they even have different dwell patterns.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Dwell Time Disturbance</th>
<th>Running Time Disturbance</th>
<th>Average Delay (in minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Probability</td>
<td>Average size</td>
<td>Probability</td>
</tr>
<tr>
<td>1</td>
<td>100%</td>
<td>0.8</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>100%</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>100%</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>100%</td>
</tr>
<tr>
<td>5</td>
<td>20%</td>
<td>0.8</td>
<td>80%</td>
</tr>
<tr>
<td>6</td>
<td>50%</td>
<td>0.8</td>
<td>50%</td>
</tr>
<tr>
<td>7</td>
<td>80%</td>
<td>0.8</td>
<td>20%</td>
</tr>
</tbody>
</table>

Table 6.8: Results for the dwell pattern optimization.

Overall, the results show that homogenization is beneficial. And although the optimal dwell pattern differs slightly for most experiments, they all have one thing in common: the fast trains become slower and the slow trains become faster. This is especially true for the more crowded Rotterdam–Gouda branch. In all cases, the homogeneous situation chosen in Section 5.4 produces results close to the optimal timetable and much better than the heterogeneous situation. The optimal dwell patterns for experiments 2 and 3 are shown in Figure 6.6.
For cases with only running time disturbances, homogenization is much more helpful than for cases with only dwell time disturbances. The results also show a positive correlation between the extent of the homogenization and the delay decrease.

The apparent differences in the results for different disturbance distributions asks for a detailed investigation of real world disturbances.

The experiments with only running time disturbances are solved within a few minutes. When dwell time disturbances are involved the model seems to be harder to solve. This is probably due to the fact that it is unknown a priori where the disturbances are incurred, because it is unknown which lines dwell at which stations.

**SSHR and SAHR** In Chapter 5, two heterogeneity measures were developed to forecast the reliability of a timetable. There the conclusion was that a high value of the Sum of Shortest Headway Reciprocals (SSHR) or the Sum of Arrival Headway Reciprocals (SAHR) indicates a poor reliability for the considered timetable. Smaller values predict a better on-time performance.

In Section 5.4, a heterogeneous timetable (see Figure 5.9) and a homogeneous timetable (see Figure 5.10) were evaluated. The heterogeneous and homogeneous timetables in this section are similar, but not exactly the same. The dwell patterns of both timetables from Section 5.4 (see Figure 6.5) remain the same. However, these timetables are re-optimized with the stochastic model by adjusting supplements and
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This leads to different heterogeneous and different homogeneous timetables for all experiments, all with different SSHRs and SAHRs. Furthermore, the case in Chapter 5 shows large values for the SSHR and SAHR in the heterogeneous situation, because of the overtaking of the 14000 local train from Utrecht to Rotterdam in Woerden. This overtaking is not present in the timetables in this chapter.

In Table 6.9, the SSHRs and SAHRs for the six trajectories of experiments 2 and 3 are presented for the heterogeneous, homogeneous and optimal timetables.

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>Experiment 2 SSHR</th>
<th>Experiment 2 SAHR</th>
<th>Experiment 3 SSHR</th>
<th>Experiment 3 SAHR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gvc-Gd</td>
<td>0.77</td>
<td>0.61</td>
<td>0.78</td>
<td>0.64</td>
</tr>
<tr>
<td>Rtd-Gd</td>
<td>3.21</td>
<td>1.65</td>
<td>3.21</td>
<td>1.65</td>
</tr>
<tr>
<td>Gd-Ut</td>
<td>4.62</td>
<td>1.65</td>
<td>4.62</td>
<td>1.65</td>
</tr>
<tr>
<td>Ut-Gd</td>
<td>3.66</td>
<td>2.22</td>
<td>3.66</td>
<td>2.22</td>
</tr>
<tr>
<td>Gd-Gvc</td>
<td>0.90</td>
<td>0.61</td>
<td>0.90</td>
<td>0.61</td>
</tr>
<tr>
<td>Gd-Rtd</td>
<td>3.23</td>
<td>2.34</td>
<td>3.23</td>
<td>2.34</td>
</tr>
</tbody>
</table>

Table 6.9: The SSHR and SAHR for scenario 2 with dwell time disturbances, and scenario 3 with running time disturbances.

The values of the SSHR and SAHR for the heterogeneous and homogeneous dwell patterns are relatively close to the values found in Section 5.4, both for scenario 2 and 3. The SSHR and SAHR for Utrecht-Gouda in the heterogeneous situation of this earlier section should not be compared to the SSHR and SAHR of the heterogeneous situation in this section. That is because the overtaking in Woerden in Section 5.4 does not take place in this section.

For the most utilized parts of the infrastructure, Rotterdam-Gouda and Gouda-Utrecht and vice versa, it is found that the SSHR and SAHR for the optimal situation are comparable to the values for the homogeneous situation.

On the less utilized tracks from The Hague to Gouda and vice versa, the SAHR for the optimum is comparable to the values for the heterogeneous and homogeneous situation. The SSHR-values are even higher for the optimal timetable. This can be explained by the fact that the timetable characteristics for the most crowded parts of the infrastructure are more important for the whole network. That is due to the fact that trains are closer together on crowded tracks, and more interaction between the trains is expected there.

Furthermore, the SSHR and SAHR seem to be more important for the scenario
with dwell time disturbances. This is understandable, since it is advantageous to have equally disturbed trains. In case of dwell time disturbances, this means that all trains should have an equal number of stops. This leads to smaller values of the SSHR and SAHR.

6.9 Discussion and Conclusions

The stochastic timetabling model presented in this chapter is able to provide an optimal timetable with respect to the objective and a predetermined set of disturbances. The model is a large scale linear program which integrates the timetabling problem and the evaluation of this timetable for multiple realizations.

The main objective is to construct a reliable timetable with minimal average delay. However, other aspects of the timetable, such as running time supplements or passenger transfer times, can be included in the objective function as well.

The decision variables in the model are the departure and arrival times. These departure and arrival times determine the available supplements and buffers in the timetable, and also the transfer times for passengers and the layover times for the rolling stock. The supplements and buffers directly influence the reliability of the model. The planned supplements and the passenger transfer times determine the planned travel times for passengers. The presented model is, to our knowledge, the first timetable optimization model which directly takes delay propagation into account.

The model is very useful in developing reliable new timetables and improving existing timetables on a subnetwork. Our computational results in Section 6.5.2 showed that, within the model, delay reductions of over 30% are possible.

The disturbances applied in the experiments are not the real life disturbances. However, the sensitivity analysis shows that the optimal timetable with respect to one disturbance distribution also performs much better than the original timetable for a wide range of other disturbance distributions.

Some of the other advantages of the model are listed here. Listing these advantages shows that the model is flexible in many ways and useful for analyzing many timetabling problems.

- Most timetabling restrictions can be incorporated in the model. This is necessary to be sure that the optimal timetable provided by the model is feasible.
6.9. Discussion and Conclusions

- Because it is an optimization model instead of an evaluation model, no trial-and-error procedure is needed to find an optimal timetable.

- Any kind of probability density function can be applied for the disturbances in the model.

- Besides the average delay, other timetable characteristics such as supplements can be included in the objective function. It is even possible to maximize punctuality by using binary variables. All of these characteristics can be weighed (for the number of passengers) in the objective function.

- The model is very flexible. Depending on the problem at hand, one of the discussed model variants can be used. Several extensions have been discussed already in Sections 6.6 through 6.8, but further variants of the model certainly exist.

- By fixing all departure and arrival times, the model can also be used to evaluate known timetables.

- The model is explained as a large scale linear program. This does usually not lead to an integer timetable. The model can easily be rewritten as a Mixed Integer Program, where departure and arrival times are integer. This leads to a more complicated optimization and less timetabling possibilities. Usually, the average delay will go up.

- The choice whether to stop at a station or not provides much flexibility to the model. This option can be used to optimally homogenize a timetable, but also for determining the optimal location for possible overtakings of cargo trains. Binary order variables are needed as well in that case.

On the other hand, we see the following drawbacks of the model.

- The timetable which is found, is optimal with respect to the predetermined set of disturbances. A different set of predetermined disturbances will lead to a different timetable. Although the solutions seem to perform reasonably well under different sets of disturbances from both the same and other distributions, it is important that the set of disturbances is a good representation of real-world disturbances.

  However, in Section 6.3 it is shown for the case with two trajectories and a given disturbance distribution, that the solution converges to the optimum when the number of realizations goes to infinity. Although not proven, this result can intuitively be extended to the complete model.
• It is not easy to assess the variability of the results with respect to the disturbances. Therefore, it is hard to predict how many realizations are required to obtain a certain reliability of the model results. Large numbers of realizations can lead to enormous models (number of variables and constraints) and excessive running times.

• Most of the extensions of the model lead to binary variables. These binary variables make the problem much harder to solve. The complexity seems to increase even more when delays depend on the values of binary variables. This may be the case for binary variables indicating whether a train dwells at a certain station in combination with dwell time disturbances.

• It is possible to model an operational decision rule, such as the waiting time rule discussed at the end of Section 6.6.3. However, many binary variables and big-M constraints are needed to avoid unnecessary delays. This means that the resulting problem formulation will be hard to solve.

Despite the disadvantages mentioned here, the presented model is very well capable of representing a real life timetable and its operation. Applying the model can lead to sizable reliability improvements. However, any optimization model depends on good input data. Hence it is very important to get good estimates of the disturbances. Apart from reliability, the model can optimize other timetable qualities as well.
Chapter 7

Discussion and Conclusions

An increasing demand for railway traffic asks for a better utilization of the available infrastructure. Structural changes in planning and operating the railway system are necessary to enable this without excessive delays. New methods are needed to this end, and that was the aim of this thesis. Chapters 4 through 6 present innovative methods for the improvement of timetables. The main results from these chapters are summarized in Section 7.1 to put them in a broader perspective. These results are evaluated in Section 7.2 with respect to the research steps described in Section 1.3.

Despite the fact that several questions are answered in this thesis, many others are still open. Furthermore, new questions were raised while answering others. Some of these questions are posed in Section 7.3 and are challenging subjects for further research.

7.1 Results of this Thesis

This section discusses the results of Chapter 4 on supplement allocation, Chapter 5 on heterogeneity, and Chapter 6 on stochastic timetable optimization.

7.1.1 Results on Running Time Supplements

In Chapter 4, a numerical model is introduced, which enables the optimization of the supplement allocation for a single train. The optimization is with respect to expected average arrival delays at the intermediate stations and the end station of a train, given a certain disturbance distribution per trip.

Present day timetabling at NS aims at a proportional allocation of the supplements. However, the results from the model show that this proportional allocation
is not optimal with respect to the objective. When the total amount of supplements equals the expected total amount of disturbances, and each trip is equally and exponentially disturbed, then the allocation as depicted in Figure 4.6 is found. This allocation proposes that less than average supplement should be allocated to the first and last trips, regardless of the number of trips of the line. This principle can be applied to all lines of a whole network. So with relatively little adaptations to the complete timetable of NS, substantial improvements in the performance of NS can be achieved. Compared to the investments required in the physical infrastructure or rolling stock to achieve such a result, our approach yields considerable improvements against a fraction of the costs.

Although the result may be quite surprising, they can be explained quite intuitively. First of all, a delay reduction on one of the first trips will be measured at many stations ahead. Later reductions will only be measured at the last stations. Supplements at earlier trips are therefore more useful. On the other hand, we do not want too much supplements on the earlier trips, because supplements can not be used when the train has not incurred any disturbances yet. This leads to above average supplements on the middle part of the line. However, the supplements are, on average, slightly shifted to the front of the line.

As opposed to the shape of the supplement allocation, the size of the delay reduction does depend on the number of trips. When the number of trips increases, the average delay reduction also goes up. In fact, a decrease of 16% of the average arrival delays is reached for 10 trips. Given the effort that NS has put into other activities to reduce delays, this result can be classified as spectacular.

Section 4.5.2 discusses some practical implications of the model on rounding, running time differences, and symmetry.

### 7.1.2 Results on Heterogeneity

Chapter 5 discusses the heterogeneity of railway traffic. A heterogeneous timetable is a timetable with large scheduled speed differences between trains on the same track. Homogenization means that these speed differences are reduced. It is argued that homogenization leads to larger headways, and consequently, to less delay propagation, and hence more robust timetables.

To support this argument, two new timetable measures were developed: the Sum of Shortest Headway Reciprocals (SSHR), and the Sum of Arrival Headway Reciprocals (SAHR). These measures are not only able to measure the heterogeneity of a certain track, but they are also able to give a prediction of the reliability. Both measures have small values for homogeneous timetables with a high expected punctuality,
and large values for heterogeneous timetables with a poor expected performance.

Both a practical and a theoretical case were analyzed. Both cases showed that the homogeneous timetable had much smaller delays than the original heterogeneous timetable. Moreover, this delay reduction was predicted by our new measures, the SSHR and SAHR.

The SAHR stresses that arrival headways are more important than departure headways. The SSHR is able to capture the headways and heterogeneity for an entire trajectory, as opposed to known headway measures, which focus on a single point of the infrastructure. To attain a more reliable timetable, it should be constructed such that both the SSHR and the SAHR are small. Although the measures can not be applied to a network as a whole, they can be applied to all individual trajectories separately.

Homogenization of the timetable does not only influence the reliability of the timetable. It also affects other timetable characteristics. In Section 5.5 some additional consequences of homogenization are discussed.

### 7.1.3 Results on Stochastic Timetable Optimization

Chapter 6 does not focus on a single timetable characteristic. In fact, the stochastic optimization model presented there does not use timetable measures or characteristics, but it directly relates a timetable to its on-time performance. Moreover, it does not only evaluate a timetable, but it optimizes the timetable with respect to a given objective function.

Again, on-time performance is the main objective considered, but other characteristics, such as travel time, can also be included in the model. The optimization of the model is with respect to a given set of disturbances. This set is a sample from a certain disturbance distribution, and is determined before the model optimization is started.

As an example, delays can be weighed against supplements to determine the optimal amount of supplements with respect to the disturbance distributions.

The stochastic timetable optimization model is a large linear program. In fact, it is related to recourse models (Klein Haneveld and Van der Vlerk, 2004). The first part of the constraints model the timetable restrictions. The second, much larger part of the constraints evaluates the on-time performance of this timetable under construction, given certain disturbances. These two parts are integrated, such that the evaluation part guides the timetabling part towards the optimal timetable.

Realistic situations can be modeled and optimized in reasonable time. The Haarlem–Maastricht/Heerlen case was solved in about 45 minutes. The model is
very useful in developing reliable new timetables and improving existing timetables on a subnetwork. Our computational experiments with the stochastic model in Section 6.5.2 showed that delay reductions of over 30% are possible in the Haarlem–Maastricht case, which again can be classified as striking. The implementation of additional dependencies in the timetable, such as layovers and crossings with other trains around nodes, can improve the accuracy of the model predictions.

To the best of our knowledge, this is the first timetabling model which takes delay propagation explicitly into account, and optimizes the timetable directly, without cumbersome trial-and-error procedures. Above all, we expect a punctuality increase of several percent-points when the model is integrally adopted for a nationwide timetable.

7.2 The Research Steps Evaluated

The central research issue of this thesis was described in Section 1.3. That section also gave five steps to guide the research towards tackling this central issue. These research steps are related to the results of this thesis in this section. Although the five research steps are made in the order that they were posed, the answers appeared in a different order in this thesis. In this section we first look into these five research steps, and conclude with a discussion on the central issue of our research project.

**Describe determinants of punctuality** The first step considered the influence of planning rules and other aspects on punctuality. Although it is not exhaustive, Section 2.6 gives a broad overview of planning principles influencing punctuality. However, only qualitative considerations are given there. It is apparent from this thesis, that the complexity of timetables, rolling stock circulations, and crew schedules, makes it difficult to quantify these determinants.

**Estimate the impact of different aspects on punctuality** The quantification of the described influences is exactly the second research step. This thesis shows that, with some effort, reasonable and quantifiable measures can be developed. We managed to quantify the heterogeneity and headway allocation for a trajectory with the SSHR and SAHR in Chapter 5. The next step is to find quantitative measures for networks.

**Compare the quality of different timetables** The next step concerns the development of models or tools which can be used to compare timetable scenarios based on stability and robustness. In Chapter 5, we did not only quantify the heterogeneity
of the train services on a certain line with the heterogeneity measures, but we could also make a comparison between several timetables. Timetables with low values for the SSHR and SAHR are expected to perform better. Furthermore, the simulation tool SIMONE was used to compare timetable scenarios in Chapters 4 and 5. Additionally, timetables were also compared with the stochastic optimization model in Chapter 6.

**Apply the theoretical models in practical cases**  In Chapter 4 a numerical model was developed to allocate the available running time supplements optimally. It was used to validate the appropriateness of the current day supplement allocation in the Netherlands. An optimization with this model shows that a better allocation of the supplements is possible. Moreover, these practical results are supported by the results in Sections 6.2 and 6.5.

The results of Chapter 5 and Section 6.8 provide another important result, which is directly related to practice. They show that the punctuality can be improved by homogenization of the present day heterogeneous timetables.

**Improve the timetable**  The stochastic timetabling model presented in Chapter 6 is, to our knowledge, the first timetabling model that takes delay propagation into account explicitly. The model does not optimize a timetable regarding some timetable characteristic which is supposed to correlate to the robustness; it minimizes the arrival delay directly. Therewith it can be a very helpful tool for the improvement of timetables.

Summarizing the above, we clearly worked towards the central issue of this thesis:

*The central issue in this thesis is to develop rules and instruments for supporting the generation of more reliable timetables.*

The stochastic optimization model presented in Chapter 6 is an innovative timetabling model. It not only enables the construction of a *more* reliable timetable, it also enables the construction of the *most* reliable timetable with respect to the predetermined disturbances and objective. After some further improvements, the model certainly has a high potential in the near future.

### 7.3 Further Research

Sections 7.1 and 7.2 give a range of answers and solutions to questions and problems in the area of railway reliability. However, many more interesting questions with respect to improving railway timetables exist. The first five research ideas given
below concern the stochastic timetabling model presented in Chapter 6. More general research ideas are presented thereafter.

**Analyze the practical case for the stochastic timetabling model in more detail** The presented Haarlem–Maastricht case has been analyzed with the stochastic timetabling model in Section 6.5. However, not all details were included in the model. For example, dwell time supplements and cargo trains were not included. Implications for real world changes in the timetable can be predicted with more certainty when the case is analyzed with a more detailed model.

**Convergence of the stochastic timetabling model** The proof of convergence of the stochastic timetabling model for the case with two trips is given in Section 6.3. An overall convergence has not been proven yet. Moreover, the speed of convergence is unknown. The necessary number of realizations for the stochastic model can be determined when the speed of convergence is known.

**Analyze conceptual extensions to the stochastic timetabling model** The applicability of the stochastic model for homogenization of timetables was analyzed in Section 6.8. The necessity of binary variables increased the computational complexity of the model considerably. A detailed analysis of this complexity can be very helpful to see which kind of problems can and cannot be solved. To this respect, all other mentioned extensions with binary variables and *big-M* constraints should be considered.

**Special-purpose solver** The stochastic model in Chapter 6 is implemented in OPL Studio and solved with the solver CPLEX. However, because CPLEX is a general-purpose solver, it can neither take advantage of the special characteristics and structures of the timetabling problem at hand, nor of those of recourse models. A self-developed special-purpose solver could be very helpful in finding the optimal solutions faster. A smarter use of computer memory by this solver will also enable to solve larger problems.

**Other applications of the stochastic timetabling model** The stochastic timetabling model in Chapter 6 can be applied to a wide range of other planning problems. The model can not only be applied to transportation systems like airlines and shipping, but also to other systems operating under uncertainty, such as production lines with complicated sequence requirements. However, the system that has to be optimized must be of cyclic nature. In all of the alternative applications, some of the restrictions might be redundant, and new restrictions might be necessary.
Apart from a further development of the stochastic model of Chapter 6, several other research areas are described.

**Disturbance distributions** The timetable evaluations and optimizations in this thesis are all based on certain sizes and frequencies of disturbances. This means that the timetables are assessed, or optimized, with respect to these disturbances. However, these are theoretical disturbance distributions. Although they are expected to be reasonable, nobody knows the exact real world disturbances. Real world measurements are only available for the total delays. There is no information on the distinction between primary and secondary delays, and the possible use of supplements. This is really a white spot in on-time performance evaluations in railway research. It is essential to determine the size and frequency of real world disturbances. The timetables can then be optimized with respect to these real world disturbances, and supplements can be planned where the disturbances occur most often.

**Detailed analysis of large stations** In this thesis the focus has been on delay propagation on a network level. A detailed analysis of train movements at and around stations has not taken place. Still, train routing through stations can have a considerable impact on delay propagation. A better understanding of this subject is very useful for the construction of reliable timetables.

**Quantify the qualitative considerations** A large number of possible influences of planning principles are discussed qualitatively in Section 2.6. Only the *supplement allocation* and *heterogeneity* have been discussed quantitatively in Chapters 4 and 5, respectively. More insight in the other planning characteristics mentioned in Section 2.6, such as fixed corridors and line lengths, could help planners to construct better timetables. Hendriks (2004) provides a good starting point for more in-depth research of norms and planning concepts. Furthermore, Ybema (2000) already focused on the consequences of different lengths of train lines.

Above, a few of many possible intriguing research questions about railway reliability in general, and the models presented in this thesis can be found. Despite these remaining questions, a substantial contribution to the field of railway research has been delivered in this thesis.
Appendix A

Glossary

A.1 Terminology

The most important terms and abbreviations are gathered in this appendix. Terms used in the explanations in *italics* are also included in this appendix themselves. The abbreviations for timetable points can be found in appendix A.3

ACTS: cargo railway operator.

Betuwe Route: new cargo line, connecting the port of Rotterdam with the German hinterland. To be completed in 2007.

connecting train: train which offers a connection from another, the feeder, train.

cyclic timetable: repetitive schedule; train arrivals and departures are the same every cycle time.

delay: lateness of an event, e.g. a departure or an arrival.

disturbance: an initial perturbation of the timetable.

dwell time: time between arrival and departure at a station to enable passengers to alight and board.

ERS (European Rail Services): international cargo railway operator.

feeder train: train which offers a connection to another, the connecting, train.

High Speed Alliance: Joint venture of NS and Air France-KLM which will operate the high speed line from Amsterdam to Paris.

homogenization: decreasing the speed differences of the railway traffic.

HSA: *High Speed Alliance*. 
HSL-Zuid: (High Speed Line-South) Dutch part of the high speed line from Amsterdam towards Paris. To be completed in 2007.

Nederlandse Spoorwegen: Netherlands Railways; main passenger railway operator in the Netherlands. Also operating abroad.

NoordNed: passenger railway operator of several peripheral lines in the northern part of the Netherlands.

NS: Nederlandse Spoorwegen.

NS Reizigers: part of NS which plans and operates the passenger trains.

NSR: NS Reizigers.

OHT: One-Hour Timetable.

One-Hour Timetable: sixty-minute timetable which can be copied to create a cyclic timetable for a whole day.

perceived travel time loss: weighted average of planned supplements and expected delay for passengers.

Platform Occupation Chart: graphical representation of the planned dwell times at a station.

POC: Platform Occupation Chart.

primary delay: initial delay, not caused by the delay or cancelation of another train, but due to a disturbance.

punctuality: reliability measure, measuring the percentage of trains running within a certain time margin from its scheduled time.

Rail4Chem: international cargo railway operator.

Railion: international cargo railway operator.

reliability: the ability of the railway system to function as the timetable indicates.

robustness: the ability of the railway system to operate normally despite disturbing influences.

running time: time between departure at one station and arrival at the next station.

secondary delay: knock-on delay; caused by a delay or cancelation of one or more other trains.

SAHR: Sum of Arrival Headway Reciprocals.

SSHR: Sum of Shortest Headway Reciprocals.
A.2 Parameters, Variables and Indices

The symbols used for the parameters, variables, indices and sets in this thesis are given below. The abbreviations for timetable points can be found in Appendix A.3.

\( A \) \hspace{1cm} \text{Set of arrival events.}

\( A_x(\sigma_1) \quad x = 1, 2, 3, 4 \) \hspace{1cm} The four areas resulting from the partitioning of the positive \((\delta_1, \delta_2)\) quadrant for a given value of \(\sigma_1\).

\( a_n^t \) \hspace{1cm} Planned arrival time of train \( t \) at timetable point \( n \).

\( a_n^{t,z} \) \hspace{1cm} Realized arrival time of train \( t \) at timetable point \( n \) in realization \( z \).

\( \hat{a}_n^t \) \hspace{1cm} Planned arrival time of train \( t \) at timetable point \( n \) in a cyclic timetable, not corrected for crossing the cycle bound.

\( b_i^- \) \hspace{1cm} Smallest planned buffer between train \( i \) and \( i+1 \) on a certain trajectory.

\( C_{r_{n,n'}}^t \) \hspace{1cm} Binary variable to indicate whether the running time of train \( t \) between stations \( n \) and \( n' \) in a periodic timetable crosses the cycle bound or not.

\( d_n^t \) \hspace{1cm} Planned departure time of train \( t \) from timetable point \( n \).

\( d_n^{t,z} \) \hspace{1cm} Realized departure time of train \( t \) from timetable point \( n \) in realization \( z \).

\( D \) \hspace{1cm} Set of departure events.

\( D_n^t \) \hspace{1cm} Clock set related to the departure time of train \( t \) from timetable point \( n \).
Minimal headway; in Chapter 5 denoted by $h_{\text{min}}$.

Smallest planned headway between train $i$ and $i + 1$ on a certain trajectory.

Planned headway at arrival between train $i$ and $i + 1$.

Number of discretization intervals in the numerical model for the optimization of the supplement allocation.

Average planned travel time supplements.

Average perceived planned travel time supplements.

Number of cycles elapsed between trains $t'$ and $t$ at station $n$.

Binary variable to indicate an additional elapsed cycle between trains $t'$ and $t$ at station $n$.

Lower bound

Minimal layover time of train $t$ on train $t'$ at station $n$.

Maximal layover time of train $t$ on train $t'$ at station $n$.

Minimal passenger transfer time of train $t$ on train $t'$ at station $n$.

Maximal passenger transfer time of train $t$ on train $t'$ at station $n$.

Minimal running time of train $t$ from station $n$ to station $n'$.

Minimal acceleration loss of train $t$ when stopping at station $n$.

Minimal deceleration loss of train $t$ when stopping at station $n$.

Minimal running time on the fly of train $t$ from station $n$ to station $n'$.

Minimal dwell time of train $t$ at station $n$.

Maximal dwell time of train $t$ at station $n$.

Provisional minimal dwell time of train $t$ at station $n$.

Number of stations or timetable points.

Binary variable to indicate the order of trains $t$ and $t'$ between timetable points $n$ and $n'$.

Binary variable to indicate the order of arrival of trains $t$ and $t'$ at timetable point $n$ in a cyclic timetable.

Binary variable to indicate the order of departure of trains $t$ and $t'$ from timetable point $n$ in a cyclic timetable.

Process, such as running along the track, dwelling, or a headway time.

Set of processes being part of train line $t$.

Number of trains from set $\Theta^t$ that has to dwell at station $n$. 
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\[ r_{n,n'}^t \] Planned running time of train \( t \) from timetable point \( n \) to timetable point \( n' \).

\[ s_n^t \] Planned dwell (or stopping) time of train \( t \) at station \( n \).

\[ S_n^t \] Binary variable to indicate whether train \( t \) dwells at station \( n \) or not.

\( T \) Cycle time of a periodic timetable.

\( u \) Upper bound

\( V \) Size of the discretization intervals in the numerical model for the optimization of the supplement allocation.

\( w_j \) Weight for arrival \( j \) relative to other arrivals.

\( w_{pt}, w_r, w_s \) Relative weights for the duration of different travel time components: passenger transfers, running times, and dwell times.

\( w_\Delta \) Weight that determines the importance of delays relative to travel time.

\( Z \) Number of realizations for the stochastic timetable optimization.

\( \alpha_a \) Number of passengers for which process \( a \) is the last part of their journey.

\( \beta_b \) Total number of passengers using process \( b \) in their journey.

\( \gamma_{n,n'} \) Number of passengers entering the railway system at station \( n \), and leaving the railway system at station \( n' \).

\( \delta r_{n,n'}^t \) Disturbance on the running time of train \( t \) between stations \( n \) and \( n' \). Sometimes just denoted by \( \delta^t_{n,n'} \).

\( \delta s_n^t \) Disturbance on the dwell time of train \( t \) at station \( n \).

\( \Delta \) Average delay.

\( \Delta_n \) Arrival delay at station \( n \).

\( \Delta a_{n}^{t,z} \) Arrival delay of train \( t \) at station \( n \) in realization \( z \). Sometimes just denoted by \( \Delta^t_n \).

\( \Delta d_{n}^{t,z} \) Departure delay of train \( t \) at station \( n \) in realization \( z \).

\( \varepsilon \) Slack variable or maximal deviation from a certain value or interval.

\( \pi_{a}^{z} \) Binary variable indicating whether arrival \( a \) in cycle \( z \) is punctual or not.

\( \Pi \) Punctuality.

\( \rho_{n,n'}^{t,t'} \) Running time difference between train \( t \) and train \( t' \) between timetable points \( n \) and \( n' \).

\( \sigma pt_{n}^{t,t'} \) Supplement on the passenger transfer time from train \( t \) to train \( t' \) at station \( n \).

\( \sigma r_{n,n'}^{t} \) Running time supplement of train \( t \) on the running time from timetable point \( n \) to timetable point \( n' \).

\( \sigma s_{n}^{t} \) Dwell time supplement of train \( t \) at timetable point \( n \).
τ Clock value.
θ_{n,n'} Set of all trips from timetable point n to timetable point n'.
Θ Set of all train lines.
Θ^i Subset of train lines.

## A.3 Timetable Point Abbreviations

In this appendix all official abbreviations for timetable points (stations, junctions, and others) which are used in this thesis are listed. The indications (B), (D) and (F) behind the names, indicate that the station is in Belgium, Germany or France, respectively.

<table>
<thead>
<tr>
<th>abbreviation</th>
<th>timetable point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac</td>
<td>Abcoude</td>
</tr>
<tr>
<td>Ah</td>
<td>Arnhem</td>
</tr>
<tr>
<td>Ahbf</td>
<td>Aachen Hbf (D)</td>
</tr>
<tr>
<td>Almb</td>
<td>Almere Buiten</td>
</tr>
<tr>
<td>Amf</td>
<td>Amersfoort</td>
</tr>
<tr>
<td>Amfs</td>
<td>Amersfoort Schoothorst</td>
</tr>
<tr>
<td>Aml</td>
<td>Almelo</td>
</tr>
<tr>
<td>Amr</td>
<td>Alkmaar</td>
</tr>
<tr>
<td>Apd</td>
<td>Apeldoorn</td>
</tr>
<tr>
<td>Apn</td>
<td>Alphen a/d Rijn</td>
</tr>
<tr>
<td>Asa</td>
<td>Amsterdam Amstel</td>
</tr>
<tr>
<td>Asb</td>
<td>Amsterdam Bijlmer</td>
</tr>
<tr>
<td>Asd</td>
<td>Amsterdam Centraal</td>
</tr>
<tr>
<td>Asdm</td>
<td>Amsterdam Muiderpoort</td>
</tr>
<tr>
<td>Ass</td>
<td>Amsterdam Sloterdijk</td>
</tr>
<tr>
<td>Atw</td>
<td>Antwerpen Centraal (B)</td>
</tr>
<tr>
<td>Bd</td>
<td>Breda</td>
</tr>
<tr>
<td>Bde</td>
<td>Bunde</td>
</tr>
<tr>
<td>Berch</td>
<td>Antwerpen Berchem (B)</td>
</tr>
<tr>
<td>Bet</td>
<td>Best</td>
</tr>
<tr>
<td>Bh</td>
<td>Bad Bentheim (D)</td>
</tr>
<tr>
<td>Bk</td>
<td>Beek-Elsloo</td>
</tr>
<tr>
<td>Bkl</td>
<td>Breukelen</td>
</tr>
<tr>
<td>Bmr</td>
<td>Boxmeer</td>
</tr>
<tr>
<td>Br</td>
<td>Blerick</td>
</tr>
<tr>
<td>Brn</td>
<td>Baarn</td>
</tr>
<tr>
<td>Brusz</td>
<td>Brussel-Zuid (B)</td>
</tr>
<tr>
<td>Btl</td>
<td>Boxtel</td>
</tr>
<tr>
<td>Cl</td>
<td>Culemborg</td>
</tr>
<tr>
<td>Cps</td>
<td>Capelle Schollevaar</td>
</tr>
<tr>
<td>Ddr</td>
<td>Dordrecht</td>
</tr>
<tr>
<td>Dn</td>
<td>Deurne</td>
</tr>
<tr>
<td>Dtc</td>
<td>Doetinchem</td>
</tr>
<tr>
<td>Dussel</td>
<td>Düsseldorf Hbf (D)</td>
</tr>
<tr>
<td>Dv</td>
<td>Deventer</td>
</tr>
<tr>
<td>Dvd</td>
<td>Duivendrecht</td>
</tr>
<tr>
<td>Dz</td>
<td>Delfzijl</td>
</tr>
<tr>
<td>Ec</td>
<td>Echt</td>
</tr>
<tr>
<td>Ed</td>
<td>Ede-Wagening</td>
</tr>
<tr>
<td>Ehb</td>
<td>Eindhoven Beukenlaan</td>
</tr>
<tr>
<td>Ehv</td>
<td>Eindhoven</td>
</tr>
<tr>
<td>Ekz</td>
<td>Enkhuizen</td>
</tr>
<tr>
<td>Emn</td>
<td>Emmen</td>
</tr>
<tr>
<td>Es</td>
<td>Enschede</td>
</tr>
<tr>
<td>Frank</td>
<td>Frankfurt (Main) Hbf (D)</td>
</tr>
<tr>
<td>G</td>
<td>Gronau (D)</td>
</tr>
<tr>
<td>Gd</td>
<td>Gouda</td>
</tr>
<tr>
<td>Gdg</td>
<td>Gouda Goverwelle</td>
</tr>
<tr>
<td>Gdm</td>
<td>Geldermalsen</td>
</tr>
<tr>
<td>GlN</td>
<td>Geleen Oost</td>
</tr>
<tr>
<td>Gn</td>
<td>Groningen</td>
</tr>
<tr>
<td>Gp</td>
<td>Geldrop</td>
</tr>
</tbody>
</table>
### A.3. Timetable Point Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Place Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gr</td>
<td>Gorinchem</td>
</tr>
<tr>
<td>Gv</td>
<td>Den Haag HS</td>
</tr>
<tr>
<td>Gvc</td>
<td>Den Haag Centraal</td>
</tr>
<tr>
<td>Hann</td>
<td>Hannover Hbf (D)</td>
</tr>
<tr>
<td>Hb</td>
<td>Hoensbroek</td>
</tr>
<tr>
<td>Hdr</td>
<td>Den Helder</td>
</tr>
<tr>
<td>Hfd</td>
<td>Hoofddorp</td>
</tr>
<tr>
<td>Hgl</td>
<td>Hengelo</td>
</tr>
<tr>
<td>HId</td>
<td>Hoek van Holland Haven</td>
</tr>
<tr>
<td>Hlds</td>
<td>Hoek van Holland Strand</td>
</tr>
<tr>
<td>Hlg</td>
<td>Harlingen Haven</td>
</tr>
<tr>
<td>Hlm</td>
<td>Haarlem</td>
</tr>
<tr>
<td>Hlms</td>
<td>Haarlem Spaarnwoude</td>
</tr>
<tr>
<td>Hn</td>
<td>Hoorn</td>
</tr>
<tr>
<td>Hnk</td>
<td>Hoorn Kersenbooger</td>
</tr>
<tr>
<td>Hrl</td>
<td>Heeren</td>
</tr>
<tr>
<td>Ht</td>
<td>'s-Hertogenbosch</td>
</tr>
<tr>
<td>Htn</td>
<td>Houten</td>
</tr>
<tr>
<td>Htnc</td>
<td>Houten Castellum</td>
</tr>
<tr>
<td>Hze</td>
<td>Heeze</td>
</tr>
<tr>
<td>Kfh</td>
<td>Kijfhoek</td>
</tr>
<tr>
<td>Koln</td>
<td>Köln Hbf (D)</td>
</tr>
<tr>
<td>Kpn</td>
<td>Kampen</td>
</tr>
<tr>
<td>Krd</td>
<td>Kerkrade</td>
</tr>
<tr>
<td>Ledn</td>
<td>Leiden Centraal</td>
</tr>
<tr>
<td>Leer</td>
<td>Leer (D)</td>
</tr>
<tr>
<td>Lls</td>
<td>Lelystad Centrum</td>
</tr>
<tr>
<td>Luik</td>
<td>Liège-Guillemins (B)</td>
</tr>
<tr>
<td>Lut</td>
<td>Geleen Lutterade</td>
</tr>
<tr>
<td>Lw</td>
<td>Leeuwarden</td>
</tr>
<tr>
<td>Mas</td>
<td>Maarsen</td>
</tr>
<tr>
<td>Mda</td>
<td>Moordrecht aansluiting</td>
</tr>
<tr>
<td>Mrb</td>
<td>Mariënhaven</td>
</tr>
<tr>
<td>Msw</td>
<td>Maassluis West</td>
</tr>
<tr>
<td>Mt</td>
<td>Maastricht</td>
</tr>
<tr>
<td>Mtr</td>
<td>Maastricht Randwyck</td>
</tr>
<tr>
<td>Munst</td>
<td>Münster Hbf (D)</td>
</tr>
<tr>
<td>Ndb</td>
<td>Naarden-Bussum</td>
</tr>
<tr>
<td>Nh</td>
<td>Nuth</td>
</tr>
<tr>
<td>Nm</td>
<td>Nijmegen</td>
</tr>
<tr>
<td>Nsch</td>
<td>Nieuweschans</td>
</tr>
<tr>
<td>Nwk</td>
<td>Nieuwerk a/d IJssel</td>
</tr>
<tr>
<td>Odz</td>
<td>Oldenzaal</td>
</tr>
<tr>
<td>Paris</td>
<td>Paris Nord (F)</td>
</tr>
<tr>
<td>Rd</td>
<td>Roodeschool</td>
</tr>
<tr>
<td>Rhn</td>
<td>Rhenen</td>
</tr>
<tr>
<td>Rm</td>
<td>Roermond</td>
</tr>
<tr>
<td>Rsd</td>
<td>Roosendaal</td>
</tr>
<tr>
<td>Rta</td>
<td>Rotterdam Alexander</td>
</tr>
<tr>
<td>Rtd</td>
<td>Rotterdam Centraal</td>
</tr>
<tr>
<td>Rth</td>
<td>Rotterdam Hofplein</td>
</tr>
<tr>
<td>Rtn</td>
<td>Rotterdam Noord</td>
</tr>
<tr>
<td>Sbk</td>
<td>Spaubeek</td>
</tr>
<tr>
<td>Sgn</td>
<td>Schagen</td>
</tr>
<tr>
<td>Shl</td>
<td>Schiphol</td>
</tr>
<tr>
<td>Sk</td>
<td>Sneek</td>
</tr>
<tr>
<td>Sn</td>
<td>Schinnen</td>
</tr>
<tr>
<td>Srn</td>
<td>Susteren</td>
</tr>
<tr>
<td>Std</td>
<td>Sittard</td>
</tr>
<tr>
<td>Stola</td>
<td>Stolberg Altstadt (D)</td>
</tr>
<tr>
<td>Stv</td>
<td>Stavoren</td>
</tr>
<tr>
<td>Tb</td>
<td>Tilburg</td>
</tr>
<tr>
<td>Tl</td>
<td>Tiel</td>
</tr>
<tr>
<td>Ut</td>
<td>Utrecht Centraal</td>
</tr>
<tr>
<td>Ugt</td>
<td>Uitgeest</td>
</tr>
<tr>
<td>Utl</td>
<td>Utrecht Lunetten</td>
</tr>
<tr>
<td>Vb</td>
<td>Voorburg</td>
</tr>
<tr>
<td>Vdg</td>
<td>Vlaardingen Centrum</td>
</tr>
<tr>
<td>Vg</td>
<td>Vught</td>
</tr>
<tr>
<td>Vl</td>
<td>Venlo</td>
</tr>
<tr>
<td>Vtn</td>
<td>Vleuten</td>
</tr>
<tr>
<td>Vw</td>
<td>Woerden</td>
</tr>
<tr>
<td>Vs</td>
<td>Vlissingen</td>
</tr>
<tr>
<td>Ws</td>
<td>Winschoten</td>
</tr>
<tr>
<td>Wt</td>
<td>Weert</td>
</tr>
<tr>
<td>Ww</td>
<td>Winterswijk</td>
</tr>
<tr>
<td>Zbm</td>
<td>Zaltbommel</td>
</tr>
<tr>
<td>Zl</td>
<td>Zwolle</td>
</tr>
<tr>
<td>Zp</td>
<td>Zutphen</td>
</tr>
<tr>
<td>Zsh</td>
<td>Zoetermeer Stadhuis</td>
</tr>
<tr>
<td>Ztm</td>
<td>Zoetermeer</td>
</tr>
</tbody>
</table>
Appendix A. Glossary

Ztmd Zoetermeer Dorp  Zvt Zandvoort
Ztmo Zoetermeer Oost

A.4 Train Line Numbering

The next table shows the 2004 train line numbering of passenger trains in the Netherlands. For almost all lines, one hundred consecutive numbers are reserved. For example the 500-line consists of all numbers from 500 up to 599. The last two digits indicate the train within the line. The odd numbers are used for one direction, the even numbers for the opposite direction. Usually even trains go towards Amsterdam. Low numbers are used for early trains, high numbers for later trains: two trains which are one hour apart have train numbers which differ by 4. Taken the even/odd principle into account this means that a frequency of two trains per hour fit into this rule, which also nicely spans one day (24 \cdot 4 = 96, just under 100).

An example can be found in Table 2.1, where the trains from Haarlem to Maastricht (leaving Haarlem 11 minutes past the hour) are numbered 817, 821, 825, up to 889. The trains from Maastricht to Haarlem have the numbers 818, 822, 826, up to 886. If this line would run twice per hour, one would also have the numbers 819, 823, and so on, and 816, 820, and so on. However, exactly 30 minutes apart from the 800-line, the 900-line runs from Haarlem to the south, leaving Haarlem 41 minutes past the hour. The majority of the line (from Haarlem to Sittard) is the same, but the 900-line runs to Heerlen instead of Maastricht. This leads to the train numbers 919, 923, 927, and so on, and 916, 920, 924, and so on. Below, the lines are given for the odd direction.

Some peak-hour lines which operate more than twice per hour per direction (marked \( ^* \)) deviate from the 4-points per hour rule. The international lines (marked \( ^b \)) are also numbered differently. The official abbreviations used for the stations can be found in Appendix A.3.

<table>
<thead>
<tr>
<th>line-number</th>
<th>frequency per hour</th>
<th>route, main stations</th>
<th>remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1</td>
<td>Asd - Ut - Ah - Koln - Frank - Basel SBB</td>
<td>only 105, 106</td>
</tr>
<tr>
<td>120</td>
<td>6</td>
<td>Asd - Ut - Ah - Koln - Frank</td>
<td>only 120-129, 220-223</td>
</tr>
<tr>
<td>140</td>
<td>4</td>
<td>Asd - Amf - Hgl - Hann - Berlin Ostbahnhof</td>
<td>only 140-147</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
<td>Asd - Ut - Ah - Köln - Basel SBB - Zürich HB</td>
<td>only 318-319</td>
</tr>
<tr>
<td>400</td>
<td>1</td>
<td>Rtd - Hld</td>
<td>only 452, 453, 455; connecting to boat service to Harwich</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>Gvc - Ut - Amf - Zi - Gn</td>
<td>see also 10500, 12500, 20500</td>
</tr>
<tr>
<td>600</td>
<td>1</td>
<td>Asd - Shl - Gv - Rtd - Rsd - Berch - Brusz</td>
<td>see also 10700, 20700</td>
</tr>
<tr>
<td>700</td>
<td>1</td>
<td>Shl - Amf - Zi - Gn</td>
<td>see also 11000, 22000</td>
</tr>
<tr>
<td>800</td>
<td>1</td>
<td>Hlm - Asd - Ut - Ht - Ehv - Std - Mt</td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>1</td>
<td>Hlm - Asd - Ut - Ht - Ehv - Std - Hrl</td>
<td></td>
</tr>
<tr>
<td>1400</td>
<td>1</td>
<td>Ut - Asd - Shl - Gvc - Rtd</td>
<td>only operates 1am-6am</td>
</tr>
</tbody>
</table>
### A.4. Train Line Numbering

<table>
<thead>
<tr>
<th>Line</th>
<th>Service</th>
<th>Route Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1600</td>
<td>IC 1 1</td>
<td>Shl - Amf - Apd - Dv - Aml - Hgl - Es see also 21600</td>
</tr>
<tr>
<td>1700</td>
<td>IC 1 1</td>
<td>Gvc - Ut - Amf - Apd - Dv - Aml - Hgl - Es see also 17000, 21700</td>
</tr>
<tr>
<td>1900</td>
<td>IC 1 1</td>
<td>Gvc - Gv - Rtd - Ddr - Bd - Tb - Ehv - Vl</td>
</tr>
<tr>
<td>2000</td>
<td>IC 2 2</td>
<td>Gvc - Gd - Ut - Ah [- Nm] see also 2800, 22000</td>
</tr>
<tr>
<td>2100</td>
<td>IC 1 1</td>
<td>Asd - Shl - Ledn - Gv - Rtd - Ddr - Rsd - Vs</td>
</tr>
<tr>
<td>2200</td>
<td>IR 2(2) 2(1)</td>
<td>Asd - Hlm - Ledn - Gv - Rtd - Ddr (- Bd)</td>
</tr>
<tr>
<td>2400</td>
<td>IC 1 1</td>
<td>Asd - Shl - Ledn - Gv - Rtd - Ddr - Dsd</td>
</tr>
<tr>
<td>2500</td>
<td>IC 1 1</td>
<td>Gvc - Gv - Ddr - Rsd - Vs</td>
</tr>
<tr>
<td>2600</td>
<td>IR 2 2</td>
<td>Asd - Shl - Ledn - Gvc</td>
</tr>
<tr>
<td>2700</td>
<td>R 1 1</td>
<td>Rsd - Atw</td>
</tr>
<tr>
<td>2800</td>
<td>IR 2 2</td>
<td>Rtd - Gd - Ut instead of 22000; see also 2000, 22000</td>
</tr>
<tr>
<td>3000</td>
<td>IC 2 2</td>
<td>Hdr - Amr - Asd - Ut - Ah - Nm</td>
</tr>
<tr>
<td>3200</td>
<td>IR 2 2</td>
<td>[Hnk - Hn - Asd] morning peak-hours only Hnk-Asd; evening peak-hours only Asd-Hnk</td>
</tr>
<tr>
<td>3300</td>
<td>R 1 1</td>
<td>Hnk - Hn - Shl - Hfd</td>
</tr>
<tr>
<td>3400</td>
<td>IR 2 2</td>
<td>Hn - Amr - Hlm - Ledn - Gvc</td>
</tr>
<tr>
<td>3500</td>
<td>IC 2 2</td>
<td>[Asd -] Ut - Ht - Ehv exceptional services during peak-hours on Ehv-Rm-Std-Mt; see also 23500</td>
</tr>
<tr>
<td>3600</td>
<td>IR 2 2</td>
<td>Zl - Dv - Zp - Ah - Nm - Ht - Tb - Bd - Rsd</td>
</tr>
<tr>
<td>3800</td>
<td>IR 1 1</td>
<td>Zl - Emn</td>
</tr>
<tr>
<td>3900</td>
<td>IR 2 2</td>
<td>Hfd - Shl - Asd - Lls</td>
</tr>
<tr>
<td>4000</td>
<td>R 1 1</td>
<td>Asd - Gd - Rtd</td>
</tr>
<tr>
<td>4100</td>
<td>R 2(1) 2(1)</td>
<td>Hld - Hld - Rtd</td>
</tr>
<tr>
<td>4200</td>
<td>R 2 2</td>
<td>Msw - Rtd</td>
</tr>
<tr>
<td>4300</td>
<td>R 2 2</td>
<td>Hfd - Dvd - Lls</td>
</tr>
<tr>
<td>4400</td>
<td>R 2 2</td>
<td>Nm - Ht</td>
</tr>
<tr>
<td>4500</td>
<td>R 2 2</td>
<td>Ekz - Hn - Asd</td>
</tr>
<tr>
<td>4600</td>
<td>R 2 2</td>
<td>Asd - Almb</td>
</tr>
<tr>
<td>4700</td>
<td>R 2 2</td>
<td>Utg - Asd</td>
</tr>
<tr>
<td>4800</td>
<td>S 2 2</td>
<td>Utg - Hlm - Asd</td>
</tr>
<tr>
<td>4900</td>
<td>R 2(2) 2(1)</td>
<td>Almb - Ndb - Ut</td>
</tr>
<tr>
<td>5000</td>
<td>R 2(2) 2(1)</td>
<td>Ledn - Gv - Rtd - Ddr</td>
</tr>
<tr>
<td>5100</td>
<td>R 2(2) 2(1)</td>
<td>Gvc - Gv - Rtd - Ddr (- Rsd) see also 15000</td>
</tr>
<tr>
<td>5200</td>
<td>R 2 2</td>
<td>Bd - Tb - Ehv</td>
</tr>
<tr>
<td>5300</td>
<td>R 1 1</td>
<td>Mt - Luik</td>
</tr>
<tr>
<td>5500</td>
<td>R 2 2</td>
<td>Ut - Brn</td>
</tr>
<tr>
<td>5600</td>
<td>IR 2 2</td>
<td>Ut - Amf - Zl</td>
</tr>
<tr>
<td>5700</td>
<td>R 2 2</td>
<td>Ledn - Shl - Dvd - Hvs - Ut</td>
</tr>
<tr>
<td>5800</td>
<td>IR 2 2</td>
<td>Sgn - Amr - Asd - Amf - Amfs</td>
</tr>
<tr>
<td>5900</td>
<td>R 2 2</td>
<td>Ut - Rhn</td>
</tr>
<tr>
<td>6000</td>
<td>R 2 2</td>
<td>Ut - Gdm - Tl see also 16000</td>
</tr>
<tr>
<td>6100</td>
<td>R 1 1</td>
<td>Tl - Ah</td>
</tr>
<tr>
<td>6200</td>
<td>IR 1 1</td>
<td>Nm - Vl - Rm</td>
</tr>
<tr>
<td>6300</td>
<td>R 2 2</td>
<td>Zvt - Hlm - Ledn - Gvc</td>
</tr>
<tr>
<td>6400</td>
<td>R 2 2</td>
<td>Ehv - Wt</td>
</tr>
<tr>
<td>6500</td>
<td>R 1 1</td>
<td>Ehv - Vl</td>
</tr>
<tr>
<td>6600</td>
<td>R 1 1</td>
<td>Mtr - Mt - Hrl - Krd</td>
</tr>
<tr>
<td>6700</td>
<td>IR 1 1</td>
<td>Mtr - Mt - Hrl</td>
</tr>
<tr>
<td>Code</td>
<td>R</td>
<td>Number</td>
</tr>
<tr>
<td>------</td>
<td>---</td>
<td>--------</td>
</tr>
<tr>
<td>680</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>690</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>700</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>710</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>720</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>730</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>750</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>760</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>800</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>810</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>840</td>
<td>R</td>
<td>7</td>
</tr>
<tr>
<td>850</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>880</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>900</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>900a</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>910</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>930a</td>
<td>Th</td>
<td>5</td>
</tr>
<tr>
<td>950</td>
<td>LR</td>
<td>2</td>
</tr>
<tr>
<td>960</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>970</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>980</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>990</td>
<td>Th</td>
<td>1</td>
</tr>
<tr>
<td>1050</td>
<td>IC</td>
<td>1</td>
</tr>
<tr>
<td>1070</td>
<td>IC</td>
<td>1</td>
</tr>
<tr>
<td>1250</td>
<td>IC</td>
<td>*</td>
</tr>
<tr>
<td>1300</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>1340</td>
<td>Th</td>
<td>4</td>
</tr>
<tr>
<td>1350</td>
<td>IR</td>
<td>2</td>
</tr>
<tr>
<td>1360</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>1370</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>1380</td>
<td>Th</td>
<td>4</td>
</tr>
<tr>
<td>1400</td>
<td>R</td>
<td>1</td>
</tr>
<tr>
<td>1410</td>
<td>Th</td>
<td>4</td>
</tr>
<tr>
<td>1540</td>
<td>R</td>
<td>2</td>
</tr>
<tr>
<td>1550</td>
<td>IC</td>
<td>2</td>
</tr>
<tr>
<td>1600</td>
<td>R</td>
<td>1</td>
</tr>
</tbody>
</table>

**Notes:**
- only 9947, 9956
- only 9920, 9987; only during winter
- only 9928, 9955, only during summer
- exceptional services during peak-hours; instead of 20500 and 10500; see also 500, 12500, 20500
- changes train number –from odd to even– at Ztmd
- changes train number –from odd to even– at Zsh
- runs only when 5000 does not; see also 5000
- decoupled from 6000 (Gdm); see also 6000
- Zvt-Asd only 14.30-19.30; Asd-Zvt only 9.30-15.00
- only during summer months:
A.4. Train Line Numbering

16500 R 1 1 Nm - Bmr
16600 R 1 1 Nm - Vry
17000 IC * - [Rtd - Ut - Amf - Apd - Dv] exceptional services during peak-hours, instead of 21700; see also 17000, 21700
17800 R 2 2 Apd - Zp
18100 tram 2 2 Htn - Htnc
18800 IR 2 - [Ledn - Ut] morning peak-hours only Ledn-Ut;
evening peak-hours only Ut-Ledn
19500 R 2 - [Ledn - Apn - Gd] morning peak-hours only Gd-Ledn;
evening peak-hours only Ledn-Gd
20500 IC 1 1 Rtd - Ut coupled with 500 (Ut); see also 500, 10500, 12500
20700 IC 1 1 Asd - Amf coupled with 700 (Amf); see also 700, 10700
21600 IC 1 1 Asd - Amf coupled with 1600 (Amf); see also 1600
21700 IC 1 1 Rtd - Ut coupled with 1700 (Ut); see also 1700, 17000
22000 IC 2 2 Rtd - Gd coupled with 2000 (Gd); not when 2800 runs; see also 2000, 2800
23500 IC * - (Asd - Ut -) Ht - Tb - Bd - Rsd only 23522 Rsd - Asd
3522; and 23561 Ht - Rsd (decoupled from 3561 (Ht)); see also 3500
29000b R 1 1 Es - G - Munst 29004-29040
29050b R 1 1 Es - G - Dortmund Hbf 29054-29084
30000 R 2(1) 2(1) Lw - Sk (- Stv)
30100 R 2 2 Lw - High
30200 R 2 2 Lw - Gn
30300 IR 1 - [Lw - Gn]
30400 R 2(2) 2(1) Gn - Ws (- Nsch)
30500 R 2 1 Gn - Rd
30600 R 2 2 Gn - Dz
30700 R 2 - [Ah - Dtc]
30800 R 2 2 Zp - Ww
30900 R 2 2 Ah - Dtc - Ww
31000 R 2 1 Amr - Mrb
31200 R 2 2 Zp - Hgl - Odz

1 CNL = CityNightLine; IC = intercity train; ICE = InterCity Express; IR = interregional train;
LR = Light Rail; R = regional train; S = Sprinter; Th = Thalys.
2 p indicates frequency during peak-hours; op is for off-peak-hours; numbers within parentheses (...) indicate frequency of the route-part within parentheses; numbers with d or w indicate the number of trains per day or week instead of the number of trains per hour.
3 routes within parentheses (...) run less; routes within brackets [...] only during peak hours. Some lines operate less frequent, shorter routes, or not at all at night or during the weekend.

All lines are operated by NS, except for: 100 and 300 in cooperation with DB (German Railways) and SBB (Swiss Railways), 120 and 140 in cooperation with DB; 600 and 5300 in cooperation with NMBS (Belgian Railways); 2700 by NMBS; 8100, 9500 and 18100 in cooperation with HTM (The Hague bus and tram operator); 9300 and 9900 in cooperation with NMBS and SNCF (French Railways); 30000, 30100, 30200, 30300, 30400, 30500 and 30600 by NoordNed; 30700, 30800, 30900 and 31200 by Syntus; 31000 by Syntus by order of Connexxion; 8400, 8900, 9000, 29000 and 29050 by DB.
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A.5 Punctuality Measurement

The delays of the railway traffic are measured at thousands of locations in the Netherlands. However, official delay figures are expressed in 3-minute arrival punctuality at the 34 large stations. These are represented in Figure A.1. The bold lines indicate the core-network, for which the official punctuality is measured. Under the new performance contract, signed by the national government and NS in April 2005, four local lines are added to the core-network: Amsterdam Central-Hoorn-Enkhuizen, Amsterdam Central-Almere Central-Lelystad Centrum, Utrecht-Baarn, and Utrecht-Rhenen. Hoorn is the 35th measuring station.

A.6 Original Dutch Names

For the readability of the text, English names are used for Dutch institutions and projects. The original Dutch names are given in this appendix.

Commission Brokx Commissie Brokx
Commission Wijffels Commissie Wijffels
High Speed Line-South (HSL-South) Hogesnelheidslijn-Zuid (HSL-Zuid)
Ministry of Transport Ministerie van Verkeer en Waterstaat (V&W)
Rail Infrastructure Management RailInfrabeheer
Rail Traffic Control RailVerkeersleiding
Second scheme for the structure of traffic and transport Tweede Structuurschema Verkeer en Vervoer
Utilize and Build Benutten en Bouwen

A.7 Software

For the readability of the text, English names are used for Dutch institutions and projects. The original Dutch names are given in this appendix.

CPLEX (version 9.0) Optimizer for mathematical programs
DONS (Designer of Network Schedules, version 8.5) Semi-automatic construction of cyclic railway timetables
Figure A.1: The official punctuality measurements take place at the indicated stations.
FRISO (Flexibele Rail Infra Simulatie Omgeving, or, in English, Flexible Rail Infrastructure Simulation Environment) simulation of railway systems on a detailed level

OPL Studio (Optimization Programming Language Studio, version 3.7) Modeling environment based on the OPL programming language

PETER (Performance Evaluation of Timed Events in Railways, version 2.2.6) Timetable evaluation based on max-plus algebra

SIMONE (Simulation MOdel of NEtworks, production version 6.1.5) Simulation of railway systems on a network wide basis
Appendix B

Case Haarlem–Maastricht/Heerlen

The Timetable of the Reference Case

This appendix describes the cyclic timetable for the Haarlem–Maastricht/Heerlen case. This timetable is applicable to both the original and the optimized situation in Section 4.4. This is because the changes were not made in the planned running times, but, implicitly, in the minimal running times. Table B.1 shows the southbound trains, and Table B.2 shows the northbound trains. The southbound timetable is also used for the stochastic optimization model in Section 6.5.

The departure and arrival times are only given for the stations where the particular train line dwells. Departures are indicated with a ‘d’, arrivals with an ‘a’. Many stops are not indicated by a ‘d’ or an ‘a’. Here the arrival and departure times are equal: these dwells are scheduled to be zero. This is exactly how the simulation interprets these stops. The DONS-system, with which the timetable was created, includes short stops in the running time preceding this stop.

Note that train lines 6000 (Ut-Ht) and 9600 (Ht-Ehv) are considered to be one line (Ut-Ehv) in Sections 4.4 and 6.5. This is in fact the real life situation, because the rolling stock arriving as 6000 in ’s-Hertogenbosch (Ht) continues as the 9600 from ’s-Hertogenbosch. The same is true for the opposite direction.

Train lines 2200, 3000, 3500, 4800, 6000, 6400, 6800, 6900, 7300, 9600 and 19600 run twice per hour. The second train of these lines runs exactly 30 minutes apart from the one presented.

The horizontal lines in the tables represent the delay measuring locations. Furthermore, in Figure 4.12 it can be seen that Sittard–Maastricht (Std-Lut-Bk-Bde-Mt) and Sittard–Heerlen (Std-Gln-Sbk-Sn-Nh-Hb-Hrl) are two disjoint trajectories.
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Table B.1: The departure and arrival times of the lines on the Haarlem–Maastricht/Heerlen corridor, southbound.

<table>
<thead>
<tr>
<th>event</th>
<th>IC 100</th>
<th>IC 800</th>
<th>IC 900</th>
<th>IR 2900</th>
<th>IC 3000</th>
<th>R 4000</th>
<th>R 4800</th>
<th>R 6000</th>
<th>R 6400</th>
<th>R 6800</th>
<th>R 6900</th>
<th>R 7300</th>
<th>R 9600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hlm d</td>
<td>54</td>
<td>24</td>
<td>20</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hlms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ass a</td>
<td></td>
<td></td>
<td>30</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asd d</td>
<td>16</td>
<td>10</td>
<td>40</td>
<td>28</td>
<td>20</td>
<td>02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asdm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asa a</td>
<td>18</td>
<td>48</td>
<td>36</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dvd d</td>
<td>25</td>
<td>21</td>
<td>51</td>
<td>39</td>
<td>30</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dvd m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asb a</td>
<td>34</td>
<td>16</td>
<td></td>
<td>34</td>
<td>16</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ac a</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ac d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bkl</td>
<td>29</td>
<td></td>
<td></td>
<td>29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mas a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ut a</td>
<td>43</td>
<td>39</td>
<td>09</td>
<td>57</td>
<td>54</td>
<td>54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ut d</td>
<td>41</td>
<td>11</td>
<td></td>
<td>56</td>
<td>02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utl</td>
<td></td>
<td></td>
<td></td>
<td>07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Htn a</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gdm a</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gdm d</td>
<td></td>
<td></td>
<td></td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zbm</td>
<td></td>
<td></td>
<td></td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ht a</td>
<td>09</td>
<td>39</td>
<td></td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ht d</td>
<td>11</td>
<td>41</td>
<td></td>
<td>29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vg a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Btl a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bet a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ehl a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ehv a</td>
<td>29</td>
<td>59</td>
<td></td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ehv d</td>
<td>31</td>
<td>01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gp a</td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hze a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wt a</td>
<td>48</td>
<td>18</td>
<td></td>
<td>29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rm a</td>
<td>02</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rm d</td>
<td>03</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ec a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sn a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std a</td>
<td>18</td>
<td>48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std d</td>
<td>19</td>
<td>49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lut a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bk a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bde a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mt a</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gln a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shk a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sn a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nh a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hb a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hrl a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Times are in 24-hour format.
Table B.2: The departure and arrival times of the lines on the Maastricht/Heerlen–Haarlem corridor, northbound.
Fixed Departure and Arrival Times

Some of the departure and arrival times of the timetable above are fixed for the optimization cases in Section 6.5. This is to ensure that the optimized timetable fits within the national timetable. The lines and locations that are concerned are tabled for both directions in Table B.3.

<table>
<thead>
<tr>
<th>line</th>
<th>southbound event</th>
<th>time(s)</th>
<th>northbound event</th>
<th>time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Ut a</td>
<td>43</td>
<td>Ut d</td>
<td>22</td>
</tr>
<tr>
<td>2200</td>
<td>Hlm d</td>
<td>20 50</td>
<td>Hlm a</td>
<td>17 47</td>
</tr>
<tr>
<td>3000</td>
<td>Asd d</td>
<td>28 58</td>
<td>Ut d</td>
<td>09 39</td>
</tr>
<tr>
<td>3000</td>
<td>Ut a</td>
<td>57 27</td>
<td>Asd a</td>
<td>40 10</td>
</tr>
<tr>
<td>4000</td>
<td>Bkl a</td>
<td>29</td>
<td>Bkl d</td>
<td>08</td>
</tr>
<tr>
<td>4800</td>
<td>Hlm d</td>
<td>10 40</td>
<td>Hlm a</td>
<td>27 57</td>
</tr>
<tr>
<td>7300</td>
<td>Asd d</td>
<td>23 53</td>
<td>Asd a</td>
<td>14 44</td>
</tr>
<tr>
<td>9600</td>
<td>Elv a</td>
<td>23 53</td>
<td>Elv d</td>
<td>12 42</td>
</tr>
</tbody>
</table>

Table B.3: Fixed departure and arrival times for the optimization of the corridor, southbound.
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Summary

Reliability of Railway Systems

The utilization of the Dutch railway infrastructure has to increase to keep the urban areas accessible at acceptable costs. The railway network in the Netherlands is already one of the highest utilized networks in the world, but the Dutch railway industry is nonetheless aiming for an even higher utilization of the capacity. Railway traffic has to be much more reliable to achieve this goal.

Additionally, the on-time running of the trains itself is the most important goal of Netherlands Railways, it is an important characteristic to attract customers to railway transport. Moreover, the on-time running is also a central issue in contracts with the government and passenger organizations.

The main goal of this thesis is “to develop rules and instruments for supporting the generation of more reliable timetables”.

Chapter 1 provides a picture of the railway world in which this research has taken place. This is followed by the description of some concepts that are important to the reliability research. For example, the 3-minute arrival punctuality is the percentage of trains that arrives within three minutes from the planned arrival at a large station.

For the developments of these rules and models, it is first explained in Chapter 2 how the planning takes place at a railway company today. However, during the operation of the timetable there will be disturbances, due to for example malfunctioning infrastructure or rolling stock, or weather conditions. The resulting delays can propagate throughout the network because of the coherence of the railway system. Therefore, many of the dependencies within the railway system are described. Modeling a railway system, something which will repeatedly happen in later chapters, is the art of formalizing these dependencies.
Chapter 3 consists of the description of some important models for the construction and evaluation of timetables. First the DONS-software is introduced, which is used in the Dutch railway industry for the construction of cyclic timetables. Such a cyclic timetable, of 60 minutes, is repeated several times to create a timetable for a whole day.

Using max-plus algebra, some characteristics with respect to the reliability of cyclic timetables can be calculated.

The simulation software SIMONE is developed for the Dutch railway industry to judge timetables. Railway systems can be imitated in detail with simulation.

Railway and other public transport companies include running time supplements in their timetable to be able to absorb small delays. However, only limited research has looked into the best allocation of these supplements. Chapter 4 of this thesis describes this issue and concludes that the usual proportional allocation of the supplements in the Netherlands (everywhere 7% of the minimal running time) is not optimal. It is profitable to have less supplement on the first and last parts of a train line, and relatively somewhat more in the middle. This is the consequence of two intuitive causes. When a train uses supplement on the first part of its line, a delay reduction is achieved for all stations ahead. However, if the supplement is used on the last part of the line this is only beneficial for the delay reduction at the terminal station. On the other hand, too much supplement at the start will often lead to the situation that it is wasted, because the train did not incur any delay yet. The punctuality can be improved considerably by planning relatively much supplement halfway the train line.

Speed differences of differentiated train services lead, foremost on crowded trajectories, to small headways. The probability of delay propagation is much larger in case of small headways. The headways can be increased by homogenizing the railway traffic, i.e. reducing the speed differences. Consequently the delay propagation decreases. These dependencies are quantified by the two new measures SSHR and SAHR in Chapter 5. These measures do not only quantify the heterogeneity of the traffic, but they also provide an indication for the delay propagation. These results are supported by two extensive simulation studies.

Many of the dependencies within a railway system can be captured by the model presented in Chapter 6. The stochastic optimization model, a linear programming model that is deduced from so called recourse models, consists of two parts. The first part takes care of all the prerequisites for the construction of a feasible timetable. The second part evaluates the timetable-under-construction with a simulation based
on linear equations. The symbiosis of these two parts leads to an optimal timetable, given the model environment. The optimization focuses on arrival delays, but other timetable characteristics such as travel time can also be incorporated in the objective function. A case-study shows that a delay reduction up to 30% is possible within the model settings. The model’s strength is the improvement of existing timetables, for which the structure is unharmed during the optimization. Binary variables can be used to develop new timetables. The model can also be adapted to homogenize the timetable optimally.

To the best of our knowledge, this is the first timetabling model which takes delay propagation explicitly into account, and optimizes the timetable directly, without cumbersome trial-and-error procedures.

Chapter 7 discusses the results of the thesis and compares them with the objectives from Chapter 1. This leads to some additional research questions of which the answers can lead to additional reliability improvements of the railway traffic.
Samenvatting

Summary in Dutch

Betrouwbaarheid van spoorwegsystemen

Om de stedelijke gebieden in de toekomst tegen acceptabele kosten bereikbaar te houden, zal de benutting van de spoorweginfrastructuur moeten toenemen. Ondanks het feit dat de spoorbenutting in Nederland al een van de hoogste ter wereld is, zet de spoorsector zich in voor een betere benutting van de capaciteit. Om dit te bereiken zal het spoorverkeer wel veel betrouwbaarder moeten zijn.

Daarnaast is het op tijd rijden van de treinen zelf al de belangrijkste doelstelling van NS. Het is namelijk een belangrijke eigenschap om klanten aan zich te binden. Ook staat het op tijd rijden centraal in contracten met de overheid en reizigersorganisaties.

Het hoofddoel van het onderzoek is “het ontwikkelen van regels en modellen waarmee het construeren van betrouwbare spoorwegdienstregelingen kan worden ondersteund”.

Hoofdstuk 1 schetst eerst een beeld van de spoorwegwereld waarin het onderzoek plaats heeft gevonden. Daarna worden enkele begrippen beschreven, die voor het betrouwbaarheidsonderzoek van belang zijn. Zo is de 3-minuten-aankomstpunctualiteit het percentage treinen dat binnen drie minuten van de geplande tijd aankomt op een van de grote stations.

Voor het ontwikkelen van deze regels en modellen wordt in Hoofdstuk 2 eerst uitgelegd hoe de planning van ondermeer de dienstregeling bij een spoorbedrijf vandaag de dag geschiedt. Tijdens de uitvoering van deze dienstregeling zullen er echter verstoringen optreden door bijvoorbeeld defecten aan de infrastructuur of het materieel, of door weersomstandigheden. Door de samenhang van het spoorwegnet kunnen de
daardoor ontstane vertragingen zich snel door het netwerk verspreiden. Daarom zijn in eerste instantie vele van deze afhankelijkheden binnen spoorwegsystemen beschreven. Het modeleren van spoorwegsystemen, iets wat herhaaldelijk gebeurt in latere hoofdstukken, is de kunst van het formaliseren van deze afhankelijkheden.

Hoofdstuk 3 bevat een beschrijving van een aantal belangrijke modellen voor het ontwikkelen en evalueren van dienstregelingen. Eerst komt de DONS-software ter sprake, dat door NS en ProRail gebruikt wordt voor het construeren van cyclische dienstregelingen. Deze cyclische dienstregeling, van 60 minuten, wordt een aantal malen achter elkaar gezet om de dienstregeling voor een dag te maken.

Met max-plus algebra, die alleen de operatoren ‘optellen’ en ‘het maximum nemen’ kent, kunnen voor cyclische dienstregelingen enkele karakteristieken worden berekend die betrekking hebben op de betrouwbaarheid.

Met simulatie kunnen spoorwegsystemen in detail worden nagebootst. Voor NS en ProRail is voor de beoordeling van dienstregelingen het simulatie-pakket SIMONE ontwikkeld.

Spoorweg- en andere openbaar vervoerbedrijven nemen speling op in hun dienstregeling om kleine vertragingen op te vangen. Er is echter slechts in beperkte mate onderzoek gedaan naar de beste allocatie van deze speling. Hoofdstuk 4 van dit proefschrift beschrijft deze problematiek en komt tot de conclusie dat de in Nederland toegepaste proportionele verdeling van speling (overal 7% van de minimale rijtijd) niet optimaal is. Het is beter minder speling in de eerste en laatste delen van treinlijnen op te nemen, en relatief wat meer in het midden. Dit volgt intuïtief uit twee oorzaken. Als treinen aan het begin van hun reis speling gebruiken, dan wordt voor bijna de hele treinlijn de vertraging verkleind. Als de speling pas aan het eind wordt gebruikt, wordt alleen de aankomst op het allerlaatste station verbeterd door deze speling. Aan de andere kant is teveel speling in het begin vaak overbodig, omdat de speling niet gebruikt kan worden als de trein nog geen vertraging heeft opgelopen. Door relatief veel speling halverwege de treinlijn te leggen kan de punctualiteit aanzienlijk worden verbeterd.

Snelheidsverschillen van verschillende treindiensten leiden, met name op drukke baanvakken, tot korte opvolgtijden. Bij korte opvolgtijden is de kans op vertragingsoverdracht tussen treinen veel groter. Door het treinverkeer te homogeniseren, dat wil zeggen door de snelheidsverschillen te verminderen, nemen de opvolgtijden toe en vermindert de vertragingsoverplanting. In Hoofdstuk 5 worden deze afhankelijkheden gekwantificeerd door de twee nieuwe maatstaven SSHR en SAHR. Deze maatstaven kwantificeren niet alleen de heterogeniteit van het treinverkeer, maar
geven ook een indicatie voor de vertragingsvoortplanting. Deze resultaten wordt
kracht bijgezet door twee uitgebreide simulatie studies.

Het in Hoofdstuk 6 gepresenteerde model weet veel afhankelijkheden binnen
spoorwegsystemen in 'n model te vangen. Het stochastisch optimalisatie model,
een lineair programmeringsmodel dat afgeleid is van zogenaamde recourse modellen,
bestaat uit twee delen. Het eerste deel geeft alle voorwaarden voor de constructie
van een toegestane dienstregeling weer. Het tweede deel evaluateert de in constructie
zijnde dienstregeling met een op lineaire vergelijkingen gebaseerde simulatie. De
symbiose van deze twee delen leidt tot een optimale dienstregeling, gegeven de mod
elomgeving. De optimalisatie vindt in eerste instantie plaats met betrekking tot
de aankomstvertragingen, maar andere dienstregelingskarakteristieken zoals reistijd
kunnen ook worden meegenomen in de doelstellingsfunctie. Een case-studie laten
zien dat een modelmatige vertragingsvermindering tot 30% mogelijk is. Het model is
vooraf sterk in het verbeteren van bestaande dienstregelingen, waarbij de structuur
de dienstregeling in takt blijft. Met binaire variabelen kunnen ook nieuwe dien
stregelingen worden ontwikkeld. Ook kan het model zodanig worden aangepast, dat
een dienstregeling op een optimale wijze wordt gehomogeniseerd.

Voor zover wij weten is dit het eerste dienstregelingsmodel dat vertragingsvoort
planting expliciet modeleert en de dienstregeling direct optimaliseert, zonder lastige
trial-and-error procedures. Bovenal verwachten we een punctualiteitsverbetering van
enkele procentpunten als het model integraal wordt toegepast op een landelijke dien
stregeling.

In Hoofdstuk 7 worden de resultaten van het proefschrift samengevat en vergeleken
met de doelstelling uit Hoofdstuk 1. Hier vloeien een aantal vervolg-onderzoeksfragen
uit voort, waarvan de beantwoording kan bijdragen tot extra verbetering van de be
trouwbaarheid van het treinverkeer.
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Reliability of Railway Systems

Railway transport plays a key role in mobility in the Netherlands and other countries. It has been recognized that the on-time performance is one of the key performance indicators in railway transport. Many different internal and external factors cause the train operations to be disturbed. Moreover, incurred delays are often propagated to other trains and to other parts of the network. The societal, managerial, and scientific relevance of research on the on-time performance of railway systems are eminent. This thesis provides a clear picture of the reliability of railway systems. A railway system can be considered as a very large and complex stochastic dynamic system. "Reliability of Railway Systems" describes mathematical models for the evaluation and optimization of railway timetables. Special attention is given to the allocation of running time supplements. These supplements can be very useful in containing delay propagation. However, the effectiveness of these supplements highly depends on the location within a train line. A surprising, but potentially effective supplement allocation rule is developed to decrease the propagation of delays. Another important subject is the heterogeneity of train traffic, or in other words the speed differences. Besides showing a strong correlation between speed differences and reliability, new measures were developed to capture the heterogeneity. Furthermore, an innovative stochastic linear program is presented that is not only able to evaluate, but also to optimize timetables. It integrates most railway dependencies, and it directly optimizes the average arrival delays. The model shows that considerable improvements are possible with respect to the current timetable in the Netherlands. Several variants of the model are described, such that the model can be used for a wide range of problems.
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