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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3C</td>
<td>chromosome conformation capture</td>
</tr>
<tr>
<td>5-mC</td>
<td>5-methylcytosine</td>
</tr>
<tr>
<td>5’-UTR</td>
<td>5’ untranslated region</td>
</tr>
<tr>
<td>BAC</td>
<td>bacterial artificial chromosome</td>
</tr>
<tr>
<td>BF</td>
<td>blocking factor</td>
</tr>
<tr>
<td>bp</td>
<td>base pair</td>
</tr>
<tr>
<td>ceRNA</td>
<td>competing endogenous RNA</td>
</tr>
<tr>
<td>CF</td>
<td>competence factor</td>
</tr>
<tr>
<td>CGI</td>
<td>CpG island</td>
</tr>
<tr>
<td>DCC</td>
<td>dosage compensation complex</td>
</tr>
<tr>
<td>EpiSC</td>
<td>epiblast derived stem cell</td>
</tr>
<tr>
<td>eRNA</td>
<td>enhancer-associated RNA</td>
</tr>
<tr>
<td>(h)ES cell/(h)ESC</td>
<td>(human) embryonic stem cell</td>
</tr>
<tr>
<td>FISH</td>
<td>fluorescence in situ hybridization</td>
</tr>
<tr>
<td>FXS</td>
<td>fragile X syndrome</td>
</tr>
<tr>
<td>HAS</td>
<td>high affinity site</td>
</tr>
<tr>
<td>ICM</td>
<td>inner cell mass</td>
</tr>
<tr>
<td>ICR</td>
<td>imprinting control region</td>
</tr>
<tr>
<td>(h)iPS cell/(h)iPSC</td>
<td>(human) induced pluripotent stem cell</td>
</tr>
<tr>
<td>iXCI</td>
<td>imprinted X chromosome inactivation</td>
</tr>
<tr>
<td>lincRNA</td>
<td>large intergenic non-coding RNA</td>
</tr>
<tr>
<td>LINE</td>
<td>long interspersed nuclear element</td>
</tr>
<tr>
<td>Mb</td>
<td>mega base</td>
</tr>
<tr>
<td>mRNA</td>
<td>messenger RNA</td>
</tr>
<tr>
<td>ncRNA</td>
<td>non-coding RNA</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>PcG</td>
<td>polycomb group</td>
</tr>
<tr>
<td>PE</td>
<td>primitive endoderm</td>
</tr>
<tr>
<td>PGC</td>
<td>primordial germ cell</td>
</tr>
<tr>
<td>PIC</td>
<td>preinitiation complex</td>
</tr>
<tr>
<td>Pol2</td>
<td>RNA polymerase II</td>
</tr>
<tr>
<td>PTGS</td>
<td>post-transcriptional gene silencing</td>
</tr>
<tr>
<td>RdDM</td>
<td>RNA-directed DNA methylation</td>
</tr>
<tr>
<td>RNAi</td>
<td>RNA interference</td>
</tr>
<tr>
<td>rXCI</td>
<td>random X chromosome inactivation</td>
</tr>
<tr>
<td>siRNA</td>
<td>small interfering RNA</td>
</tr>
<tr>
<td>TAD</td>
<td>topologically associating domains</td>
</tr>
<tr>
<td>TE</td>
<td>trophectoderm</td>
</tr>
<tr>
<td>TGS</td>
<td>transcriptional gene silencing</td>
</tr>
<tr>
<td>TrxG</td>
<td>trithorax group</td>
</tr>
<tr>
<td>TSS</td>
<td>transcription start site</td>
</tr>
<tr>
<td>X:A</td>
<td>X-to-autosome</td>
</tr>
<tr>
<td>Xa</td>
<td>active X chromosome</td>
</tr>
<tr>
<td>Xce</td>
<td>X controlling element</td>
</tr>
<tr>
<td>XCR</td>
<td>X chromosome reactivation</td>
</tr>
<tr>
<td>Xi</td>
<td>inactive X chromosome</td>
</tr>
<tr>
<td>Xic</td>
<td>X inactivation center</td>
</tr>
<tr>
<td>Xist</td>
<td>X inactive specific transcript</td>
</tr>
<tr>
<td>Xm</td>
<td>maternally derived X chromosome</td>
</tr>
<tr>
<td>Xp</td>
<td>paternally derived X chromosome</td>
</tr>
</tbody>
</table>
CHAPTER
Introduction

Excerpts of this chapter adapted from:

Transcriptional regulation and the role of chromatin during development

Gene regulation and chromatin structure

In the end, transcriptional regulation is responsible for nearly all biological processes. It helps adapting to and coping with different environmental conditions by changing the composition and properties of genetically identical cells. Transcriptional regulation is involved in determining which program is run in any given cell in multi-cellular organisms, thereby establishing different cell identities needed for an organism to function properly as a whole. And, in the case of malfunction, it is responsible for death and disease.

The core promoter and other regulatory elements

Gene regulation is a multi-layered process in which several interwoven principles govern the final outcome. Early studies in phages, bacteria and yeast led to a simple activation by recruitment model in which transcription factor binding to specific DNA elements would recruit activators or repressors of transcription to the core promoter (reviewed in Ptashne, 2005). At the core promoter in metazoans, RNA polymerase II (Pol2), a 12 subunit complex being the catalytic entity generating RNAs using DNA as a template, and general transcription factors that form the preinitiation complex (PIC) are recruited to initiate transcription (reviewed in Roeder, 1998; Green, 2005; Grunberg and Hahn, 2013). Considering the unexpectedly low number of protein coding genes in mammals, which is in the same range as for other less complex eukaryotes, and the vast amount of non-coding DNA present in mammalian genomes, it has been proposed that organismal complexity scales with the complexity of gene regulatory mechanisms (reviewed in Levine and Tjian, 2003). In support of this, mammals exploit an extensive number of trans-acting transcription factors, accounting for more than 5% of all coding genes (Zhang et al., 2014), whose combinatorial binding specificities to DNA elements provide a platform for temporally and spatially diversified gene regulation (reviewed in Levo and Segal, 2014). To orchestrate the complex networks of gene regulation employed during life and development of multi-cellular organisms, additional diversity comes from variability in core promoter architecture and usage of basal transcription machinery (reviewed in Juven-Gershon and Kadonaga, 2010). In addition to the promoter itself, distal cis-regulatory elements termed enhancers, which can be more than 1 Mb away from their target genes (Lettice et al., 2003), are essential for proper gene regulation in higher eukaryotes. The first enhancer was described in the SV40 virus (Banerji et al., 1981) and by now novel genome-wide approaches have identified ca. 400000 putative enhancer elements in the human genome ( Consortium, 2012). These regulatory elements, in a combinatorial fashion, allow complex cell type-specific, developmental and signal-dependent transcription programs to be carried out (Andersson et al., 2014; Nord et al., 2013; Visel et al., 2009). Even though it is not entirely clear how enhancers and promoters interact, it becomes increasingly clear that the 3-dimensional organization of chromatin in the nucleus is essential for the formation of contacts between promoters and distal regulatory elements and proper gene regulation (reviewed in Wendt and Grosveld, 2014). Evidence originally obtained from the classical example of chromatin looping at the
globin locus (Hanscombe et al., 1991) has been greatly extended by the advent of 3C technology (Dekker et al., 2002). Recent studies demonstrate that the entire genome is organized into topologically associating domains (TADs) of about 1Mb size, that represent domains with preferred 3 dimensional interactions (Dixon et al., 2012; Lieberman-Aiden et al., 2009). As shown for the locus responsible for X chromosome inactivation (XCI), perturbation of the boundary between two TADs results in aberrant gene regulation in the affected neighboring regions (Nora et al., 2012).

**Histones and their posttranslational modifications modulate chromatin structure**

Another level of gene regulation is imposed by the structure of the chromatin template itself. The basal unit of DNA packaging is the nucleosome, a histone octamer typically consisting of two H2A-H2B dimers and an H3-H4 hetero-tetramer (Kornberg, 1974; Kornberg and Thomas, 1974). Approximately 147 bp of DNA is wrapped around one nucleosome. It is instantly and intuitively conceivable that this chromatin template, constituting a barrier to DNA-related functions, affects all aspects of transcription, including transcription factor recruitment, transcriptional initiation, elongation and memory of gene regulation (reviewed in Li et al., 2007). Posttranslational modifications on histone tails received particular attention as these modifications associate with gene expression levels, and provide context-dependent binding platforms for other chromatin factors. In addition, histone modifications provide a platform for transcriptional memory inherited through cell division, forming the basis for epigenetic gene regulation. Acetylation of H3 and H4 is transient and associated with active chromatin or regulatory regions. Possibly, this relationship stems from the ability of acetyl groups to directly influence histone-DNA interactions, for example by repelling negative charges (Hong et al., 1993; Shogren-Knaak et al., 2006). Methylation on lysine 9 of histone H3 (H3K9me2/3) occurs in heterochromatic regions and is catalyzed by G9A (Tachibana et al., 2002) and SETDB1 (Schultz et al., 2002). Also H3K27me3 is associated with gene repression. This modification is catalyzed by the Polycomb-group (PcG) protein EZH2, which is a subunit of the Polycomb Repressive Complex PRC2, and is often found to be localized to promoters (Cao et al., 2002). Both the H3K9me2/3 and H3K27me3 modifications are enriched on the inactive X chromosome (Xi) in female mammals, but recruitment seems to be restricted to different regions on the Xi (Heard et al., 2001; Plath et al., 2003). On the contrary, the H3K4me3 modification appears primarily in promoters of active genes, with H3K4me1/2 tapering off towards the 3’-end of the gene. Due to its association with elongating Pol2, H3K36me3 is also mostly found in gene bodies of active genes. Many additional histone modifications have been described in the past years and their presence at specific positions in the genome correlates with many nuclear processes (reviewed in Bannister and Kouzarides, 2011). The discovery of chromo- and bromo-domains as protein domain structures that specifically bind methylated and acetylated lysines on histone tails respectively (Dhalluin et al., 1999) provided an attractive model of how specific histone modifications or combinations thereof might confer function by recruiting “readers” with differing specificities (Bartke et al., 2010; Vermeulen et al., 2010). For example, H3K4 methylation, which is catalyzed by recruitment of Set1/MLL-like complexes (Ng et al., 2003), recruits several factors that facilitate transcription initiation and maintenance of an
active chromatin structure. These include general transcription factors (Lauberth et al., 2013), the splicing machinery (Sims et al., 2007), chromatin remodelers (Pray-Grant et al., 2005; Ruthenburg et al., 2011; Wysocka et al., 2006), H3K9/27-specific histone demethylases (Lin et al., 2010) and histone acetyltransferases (Taverna et al., 2006). Contrarily, only unmethylated H3K4 has been shown to have an affinity for DNA methyltransferase DNA-MT3A/B/L (Ooi et al., 2007; Otani et al., 2009). In a similar fashion, H3K36me3-dependent recruitment of DNMT3A/B via their PWWP domain (Dhayalan et al., 2010), of histone deacetylases and of H3K4me3-specific demethylases results in suppression of intragenic transcription (Carrozza et al., 2005; Houseley et al., 2008; Xie et al., 2011). Based on these findings a 'histone code' hypothesis has been introduced which proposes that
different histone modifications and combinations of these modifications are in principle instructive for certain downstream events like gene activation (Strahl and Allis, 2000). Although this hypothesis is appealing, cause and consequence are not clearly separated and the crucial question of how these histone modifications are targeted and propagated remains to be solved (Henikoff and Shilatifard, 2011). In addition to histone modifications, chromatin structure and gene regulation can be modulated by the incorporation of histone variants (reviewed in Weber and Henikoff, 2014) such as macroH2A which is enriched on the Xi and has therefore been implicated in transcriptional repression (Costanzi and Pehrson, 1998).

**DNA methylation is involved in gene repression**

DNA methylation represents another epigenetic mechanism involved in gene regulation of mammalian genomes. It occurs primarily as symmetric 5-methylcytosine (5-mC) at CpG dinucleotides and is often involved in development of disease like Fragile X Syndrome or cancer (reviewed in Guibert and Weber, 2013; Cedar and Bergman, 2012). Moreover, DNA methylation is essential for genomic imprinting (Li et al., 1993; Bourc’his et al., 2001; Kaneda et al., 2004; reviewed in Barlow, 2011) and plays an important role in the control of transposable elements (Walsh et al., 1998) and maintenance of XCI (Sado et al., 2000). Early studies demonstrated that most DNA is generally methylated but not in tissues in which the tested genes are expressed (Bird et al., 1985; Naveh-Many and Cedar, 1981). Thus, DNA methylation correlates with gene repression and a causal role was proven by using pre-methylated transgenes which, in contrast to their unmethylated counterparts, were repressed in both cell culture and *in vivo* systems (Siegfried et al., 1999; Stein et al., 1982b). Of note, DNA methylation is generally believed to be a late event in the process of silencing, because it emerges only after initial gene silencing in XCI (Gendrel et al., 2012; Lock et al., 1987). Importantly, 5-mC is propagated through cell division (Stein et al., 1982a) because hemi-methylated DNA is the substrate for the maintenance DNA methyltransferase DNMT1 which recurrently catalyzes full methylation of the CpG dinucleotide (Gruenbaum et al., 1982; Leonhardt et al., 1992; Li et al., 1992). The *de novo* methyltransferases DNMT3A and DNMT3B catalyze methylation of completely unmethylated CpG’s (Okano et al., 1999) and are mainly expressed in the early embryo, demarcating the major developmental window of time in which DNA methylation is established and remodeled (Borgel et al., 2010). It is not entirely clear how DNA methylation translates into actual gene repression, but one possibility is that it directly modulates chromatin structure by influencing nucleosome positioning (Chodavarapu et al., 2010). Interestingly, methylated DNA only confers a repressive effect after incorporation into chromatin (Buschhausen et al., 1987) and methylated and unmethylated DNA are assembled into DNAse I-insensitive and –sensitive chromatin, respectively (Keshet et al., 1986). These findings suggest that chromatinization of DNA is essential for any 5-mC relayed gene repression. In addition, a family of methyl-binding proteins including MeCP2 and MBD3 has been identified (Lewis, 1992; reviewed in Klose and Bird, 2006), whose members associate with methylated DNA and repress transcription specifically from methylated templates (Nan et al., 1997). In support of a pivotal role for chromatin-mediated silencing, this mechanism likely depends on recruitment of histone remodeling complexes (Hashimshony...
et al., 2003; Nan et al., 1998). Similarly, ZFP57 and KAP1 have been shown to specifically bind a methylated DNA motif in an imprinting control region. This binding results in tethering of additional histone modifiers and DNA methyltransferase to the locus and thereby stabilizes the local chromatin state (Quenneville et al., 2011). As unmethylated H3K4 displays enhanced affinity towards DNA methyltransferases (Ooi et al., 2007), this might create a feed-forward loop partially explaining the stability of DNA methylation-mediated silencing. CTCF, a DNA-binding protein involved in the global organization of higher order chromatin structure (reviewed in Merkenschlager and Odom, 2013), also preferentially binds to hypomethylated DNA involved in differential expression at the imprinted IGF2/H19 locus (Bell and Felsenfeld, 2000; Hark et al., 2000). Interestingly, CTCF also demarcates the boundary between two adjacent TADs involved in the regulation of XCI (Spencer et al., 2011) and deletion of the boundary leads to aberrant gene expression from the X-inactivation center (Xic). Alternatively, repressive effects on transcription could be mediated by differential affinities of transcription factors to methylated and unmethylated CpGs within their binding motifs. YY1 and E2F, for example, display methylation-sensitive binding to their cognate sites (Campanero et al., 2000; Kim et al., 2003). Recently, binding of YY1 to unmethylated regulatory elements has been implicated in mono-allelic up-regulation of Xist at the onset of XCI (Makhlof et al., 2014). However, since many transcription factor binding sites do not contain CpGs and several transcription factors such as Sp1 are unaffected by methylation (Holler et al., 1988), this mechanism appears to be restricted to a subset of factors.

**CpG islands are regions of transcriptional initiation**

In mammalian genomes, CpG density is not uniformly distributed. This is a consequence of the inherent mutagenicity of 5-mC due to deamination and implies that CpG's that are unmethylated in the germline are conserved while methylated cytosines are subject to a continuous loss over evolutionary time scales (Cohen et al., 2011). While inter- and intragenic regions are depleted for CpG's, regions of higher CpG density, so-called CpG islands (CGIs; reviewed in Deaton and Bird, 2011), map to more than 60% of annotated promoters, including almost all housekeeping and many tissue-specific genes (Saxonov et al., 2006). CGIs generally correlate with transcription start sites (TSS’s), are also found at intragenic sites (Illingworth et al., 2010), and Pol2 binds to these CG-rich regions regardless of their transcriptional status (Core et al., 2008; Guenther et al., 2007). CGI promoters rarely contain TATA-boxes and usually show dispersed patterns of transcription initiation (reviewed in Juven-Gershon et al., 2008). In addition, other factors contribute to the correlation of CGIs with transcription initiation. For example, CG-rich sequences appear to destabilize nucleosomes, since SWI/SNF complexes are not required for transcriptional activation from promoters embedded in these sequences (Ramirez-Carrozzi et al., 2009) and transcription factor binding motifs are generally rich in CpG’s (Landolin et al., 2010). Methylation of CpG’s is bimodally distributed (Straussman et al., 2009). Gene bodies are typically methylated and this methylation correlates with gene expression (Ball et al., 2009; Hellman and Chess, 2007) which is explained by the Pol2-H3K36me3-DNMT3 axis discussed before and might serve to inhibit intragenic transcription. Promoter CGIs, however, are mostly devoid of methyla-
tion. This raises the question how they are protected from CpG methylation. In general, it is likely that typical characteristics of CGI’s like Pol2/transcription factor binding and low nucleosome occupancy prevent DNA methylation by steric hindrance or lack of DNA methyltransferase recruitment (Brandeis et al., 1994; Jeong et al., 2009). Moreover, proteins binding to unmethylated DNA via CXXC domains are involved in setting up particular chromatin states. Cfp1, for example, associates with H3K4 methyltransferase Set1 and creates regions of H3K4me3 in promoters devoid of 5-mC (Thomson et al., 2010), probably because methylated H3K4 is refractory to DNMT3A/B binding (Ooi et al., 2007). Other interesting proteins containing CXXC domains are KDM2A which removes H3K36me2 (Blackledge et al., 2010) thereby preventing DNMT3A/B recruitment (Dhayalan et al., 2010) and TET1/3, which catalyze the conversion of 5-mC to 5-hydroxymethylcytosine (Tahiliani et al.). This process has been implicated in the active removal of 5-mC and could therefore protect CGI’s from methylation (reviewed in Williams et al., 2012).

Changes in chromatin structure and gene regulation patterns during early embryonic development

Mouse embryos only take four days to develop from the totipotent zygote into a blastocyst with three specified lineages. The trophectoderm (TE), which gives rise to the placenta and its membranes, and the inner cell mass (ICM), containing both the primitive endoderm (PE) that will develop into the yolk sac and the epiblast, of which the latter will form the embryo proper. After formation of these three lineages the embryo implants into the uterus and undergoes gastrulation which results in the formation of the primary germ layerers (reviewed in Stephenson et al., 2012). During these major transitions, which are governed by an intricate interplay of transcription factor networks and signaling pathways, the developmental potential becomes increasingly restricted while lineages are being specified (reviewed in Arnold and Robertson, 2009; Ng et al., 2012). OCT4, SOX2 and NANOG are well-characterized transcription factors that form part of the network maintaining pluripotency in the ICM and the ICM-derived embryonic stem cells (ES cells). For example, OCT4 is essential for ICM versus TE specification as Oct4 deletion results in failed induction of the ICM, resulting in embryo’s that solely develop the TE compartment (Nichols et al., 1998). In these processes heterogeneity in expression levels of transcription factors might help to reach stochastic cell fate decisions by creating “windows of opportunity” (reviewed in Torres-Padilla and Chambers, 2014).

Chromatin structure in embryonic stem cells

Lineage commitment can be seen as an increasing yet plastic epigenetic restriction of developmental or differentiation potential starting from the totipotent zygote (reviewed in Pera and Tam, 2010). To orchestrate the temporal changes in gene expression, instructive cues and their associated signaling pathways act on chromatin structure (Figure 1; reviewed in Badeaux and Shi, 2013). Mouse ES cells are the best-studied model for epigenetic processes during early embryonic development. In these cells, the JAK-STAT pathway is important for maintaining Nanog and Sox2 expression (Griffiths et al., 2011), and inhibition of the MAPK and Gsk3β pathways in 2i conditions results in loss of DNA methylation because increased PRDM14 levels repress
DNA methyltransferases (Ficz et al., 2013; Grabole et al., 2013; Yamaji et al., 2013). In addition, slightly increased expression of Tet1/2 tips the balance to a state of global DNA demethylation, reminiscent of cells in the ICM just after specification (Habibi et al., 2013). ES cells grown in 2i conditions are therefore considered more naive than ES cells grown under normal conditions. Naïve ES cells also show reduced levels of H3K27me3 at promoters (Marks et al., 2012). In general ES cells harbor less heterochromatin specific epigenetic modifications, and chromatin appears to be more flexible and less condensed than in differentiated cells (Meissner et al., 2008; Meshorer et al., 2006). This is consistent with high levels of transcription across all genomic regions (Efroni et al., 2008). Another epigenetic feature specifically described for ES cells are bivalent domains that contain both H3K4m3 and H3K27me3 histone modifications, which are correlated with gene activation and repression, respectively (Bernstein et al., 2006). Intriguingly, bivalent domains mostly reside in the promoters of key developmental genes which are repressed in the pluripotent state. Upon differentiation, however, they are resolved into domains carrying either H3K4me3 or H3K27me3, depending on which developmental path they follow (Mikkelsen et al., 2007). Thus, it has been proposed that bivalent domains mark genes that are silent but “poised” for activation upon differentiation. Although this hypothesis is appealing, prevalence and function of bivalent domains are still a topic of intense debate.

**Chromatin dynamics in embryos and differentiating embryonic stem cells**

Upon ES cell differentiation, general chromatin condensation is observed as shown by increased levels of H3K9me2 (Wen et al., 2009) and H3K27me3 (Zhu et al., 2013). Also DNA methylation, coinciding with the expression of DNMT’s, is gained particularly at the promoters of pluripotency and germ line-specific factors (Borgel et al., 2010; Meissner et al., 2008; Mohn et al., 2008). This is consistent with the described cycles of methylation and demethylation of CpG’s during *in vivo* development and contrasts with stable 5-mC patterns in somatic cells (Kafri et al., 1992; Monk et al., 1987; Sanford et al., 1987; reviewed in Smith and Meissner, 2013). Using whole genome bisulfite-sequencing and methylated DNA immunoprecipitation at different stages of pre- and post-implantation embryos, the *in vivo* dynamics of DNA methylation have been described in greater detail. Just after fertilization the relatively hypomethylated female and the hypermethylated male pronucleus undergo further demethylation until the ICM stage of the blastocyst is reached, which is essentially devoid of DNA methylation. This demethylation relies on passive dilution and, in the case of the male pronucleus, active demethylation by TET3 (Gu et al., 2011). During subsequent implantation, DNA methylation is regained particularly in regions of low CpG density and at a subset of promoters belonging to germ line-specific genes, pluripotency factors and some lineage-specific genes (Borgel et al., 2010; Smith et al., 2012). Also at later developmental stages, for example during specification of the hematopoietic lineages, small changes in DNA methylation patterns occur, and depending on cellular identity promoters of lineage-specific genes are re- or demethylated (Bock et al., 2012; Borgel et al., 2010). In human ES cells, differentiation towards cell types of different germ layers results in a lineage-specific switch from high DNA methylation to either H3K4me1 or H3K27me3 at regulatory sequences (Gifford et al., 2013). Since this switch did not automatically correlate
with altered expression levels of target genes, a model of epigenetic priming similar to “poised” bivalent domains was proposed. An epigenetic pre-disposition for cell fate decisions has also been demonstrated in liver and pancreas progenitors (Xu et al., 2011a) and might possibly involve the higher order chromatin structure as shown by pre-existing chromatin contacts between enhancers and target promoters (Jin et al., 2013). Pioneer transcription factors that initially bind to regulatory elements and are thought to allow quick induction by modulating chromatin structure might also play a role in this process (reviewed in Zaret and Carroll, 2011).

Another interesting finding from human and mouse ES cell differentiation experiments suggests that CpG-rich promoters of developmental regulators that are active early during differentiation are repressed by H3K27me3-related mechanisms while tissue-specific promoters, which display a lower CG content and are expressed at later stages, gain DNA methylation upon silencing (Meissner et al., 2008; Xie et al., 2013). Genetic studies have shed further light on the role of chromatin modifying machinery in early development. It was shown that DNMT1, DNMT3A and DNMT3B are essential for mouse development (Li et al., 1992; Okano et al., 1999), while Dnmt3L/-/- mice fail to properly establish genomic imprints in male and female gametes (Bourc’his et al., 2001). Interestingly, ES cells carrying homozygous deletions for DNMT’s are viable and only show marked effects upon differentiation (Chen et al., 2003; Jackson et al., 2004; Panning and Jaenisch, 1996; Tsumura et al., 2006). Not surprisingly, deletion of many other chromatin remodeling and modifying complexes show broad phenotypes observed in undifferentiated and differentiated ES cells and different stages of embryonic development (reviewed in Chen and Dent, 2014). The following non-exhaustive list describes several interesting cases especially demonstrating that complexes associated with gene silencing have important functions in differentiation and development. During early lineage specification, OCT4 recruits SETDB1 to repress a set of target genes responsible for differentiation of the TE. Therefore, deletion of Setdb1 resembles phenotypes of OCT4 ablation in that it restricts ES cells to a TE fate (Bilodeau et al., 2009; Yuan et al., 2009). Also the NuRD complex, which has histone remodeling and histone deacetylase activities, is important for lineage commitment of pluripotent cells, as targeted loss of NuRD subunit MBD3 prevents ES cells from exiting the pluripotent state (Kaji et al., 2006; Reynolds et al., 2012). The repressive PcG complexes PRC1 and PRC2 play an important role in the repression of developmental genes. ES cells deficient for subunits of these complexes display de-repression and preferential activation of PRC target genes upon differentiation (Boyer et al., 2006) and homozygous knockout mouse embryos arrest at the latest at the gastrulation stage (O’Carroll et al., 2001; Voncken et al., 2003). Analysis of deletions and point mutations in the histone methyltransferase G9A showed its involvement in a stepwise process of Oct4 silencing during ES cell differentiation. G9A mediates initial heterochromatinization via H3K9 methylation and HP1 recruitment. Subsequently, recruitment of DNMT3A/B results in de novo DNA methylation as a last nearly irreversible event, supporting a putative role for DNA methylation in terminal silencing (Epsztejn-Litman et al., 2008; Feldman et al., 2006). In addition to chromatin factors involved in transcriptional repression, activating complexes like SAGA have also been implicated in embryonic development. For example, deletion of the histone acetyltransferase GCN5, a subunit of SAGA, results in embryonic lethality and reduced developmental potential (Lin et al., 2007; Xu et al., 2000).
Conclusions

Technological advances in recent years have emphasized the crucial role of chromatin in gene regulation and development. However, the function of many additional epigenetic factors during embryonic development remains to be elucidated and it will be of special interest to further investigate the cause-consequence relationship of epigenetic phenomena. New technological developments will also help to examine the intricate interplay of environmental cues, chromatin structure, genome topology and gene regulatory networks. Finally, understanding the role of chromatin biology in health and disease will open the door for therapeutic intervention by targeting the epigenetic landscape of the genome.
Functional non-coding RNAs and antisense transcription

Pervasive transcription in the mammalian genome

Xist and H19, two of the best-studied non-coding RNAs (ncRNAs), were the first to be discovered. Especially Xist provided the first evidence for a role of ncRNAs in gene regulation (Brannan et al., 1990; Brockdorff et al.; Brown et al., 1992). Initially, ncRNAs were seen as an exotic exception to the rule of protein-coding genes. However, the arrival of novel technology that made genome-wide analysis of transcription and protein occupancy feasible, resulted in an exponential rate of discovery of novel ncRNAs. An effort to characterize the murine transcriptome revealed over 180000 transcripts, far exceeding the number of protein-coding genes (Carninci et al., 2005; Carninci et al., 2003), while oligonucleotide-array based transcript profiling (Bertone et al., 2004) and a pilot study by the ENCODE project (Consortium et al., 2007) showed that as much as 93% of the human genome might be transcribed. However, due to very moderate levels of conservation (Marques and Ponting, 2009; Ponjavic et al., 2007; Wang et al., 2004), unspliced variants, low expression levels (Cabili et al., 2011; Derrien et al., 2012) and the expected inherent infidelity of Pol2 transcriptional initiation (Struhl, 2007) most of this transcription was regarded as “transcriptional noise” and the extent and function of this pervasive transcription is still under debate (Clark et al., 2011; van Bakel et al., 2010). In addition, it is not entirely clear in how far presumed ncRNA might encode small peptides which would not be detected as ORFs due to their short size as shown for tarsal-less in Drosophila (Galindo et al., 2007; Kondo et al., 2010). Ribosome profiling indicates that many long ncRNAs are bound to ribosomes (Ingolia et al., 2011), but not necessarily give rise to peptides (Guttman et al., 2013). Different strategies to verify bona fide ncRNAs (Derrien et al., 2012; Hangauer et al., 2013; Numata et al., 2003; Ravasi et al., 2006), including approaches exploiting chromatin signature of transcribed genes (Guttman et al., 2009; Khalil et al., 2009), have been employed subsequently, indicating that at least a portion of these transcripts might be regulated and functional. Divergent transcription at promoters showing co-regulation of ncRNAs and protein-coding RNAs on the other hand suggests that a substantial part might indeed be a mere byproduct of expression of protein-coding genes (Sigova et al., 2013).

Functional non-coding RNAs

Non-coding RNAs and the regulation of genomic imprinting

The functional relevance of ncRNAs is highlighted by imprinted gene clusters in mammals. Imprinted genes display parent-specific expression which is controlled by a differentially methylated imprinting control region (ICR) (Peters, 2014). Interestingly, all imprinted gene clusters appear to harbor ncRNA genes and genetic studies have shed light on their function. While conditional deletion of H19, a maternally expressed, non-overlapping ncRNA gene in the Insulin-Igf2 cluster, does not result in loss of imprinted silencing of Igf2 (Schmidt et al., 1999), deletions of five other imprinted ncRNAs showed marked phenotypes indicating their involvement in silencing of genes in cis. A paternal truncation of Airn, removing over 95% of its transcript, showed loss of silencing of the entire gene cluster, including Igf2r, which overlaps in the opposite direction with
Similarly, a paternally inherited truncation of Kcnq1ot1, introduced by insertion of a premature polyA signal results in aberrant activation of the overlapping Kcnq1 and other genes in this cluster in cis (Mancini-Dinardo et al., 2006; Thakur et al., 2004). Promoter deletion or premature termination of transcription of paternally inherited Ube3a-ATS gene, the non-coding antisense partner of Ube3a, also abrogated repression of Ube3a on this same chromosome (Meng et al., 2012). Also, a paternally transmitted Nespas hypomorph showing reduced transcription levels resulted in loss of DNA methylation and gain of H3K4 methylation at the Nesp promoter in cis, concomitant with de-repression of the overlapping gene Nesp. The same hypomorphic allele displayed low levels of ectopic Nespas activation when maternally transmitted, which correlated with reduced Nesp expression in cis (Williamson et al., 2011). In a less well characterized example, deletion of the ncRNA Gtl2 in the Dlk1-Gtl2-Dio3 locus causes a lethal phenotype in mice (Takahashi et al., 2009; Zhou et al., 2010). Taken together, these studies suggest that ncRNAs are essential for the proper regulation of a wide range of imprinted genes, particularly their direct antisense partners, during development and adult life.

**Small non-coding RNAs repress transcription transcriptionally and post-transcriptionally**

A large group of RNAs involved in gene regulation are small ncRNAs. First hints of a post-transcriptional gene silencing (PTGS) mechanism by RNAs came forth from transgene studies in plants suggesting “co-suppression” of an introduced transgene and a homologous endogenous gene (Napoli et al., 1990; van der Krol et al., 1990). These and further studies led to the seminal discovery of sequence-specific, double-stranded RNA-dependent pathways that are ubiquitously used to degrade endo- and exogenous RNAs, pooled under the term RNA interference (RNAi) (Chang et al.; Fire et al., 1998; Grishok, 2013; Hammond et al., 2000; Hannon, 2002; Lee and Ambros, 2001; Malone et al., 2009; Voinnet, 2009; Wightman et al., 1993). Apart from involvement in direct degradation of RNAs, several classes of small ncRNAs have also been implicated in heterochromatin formation and transcriptional gene silencing (TGS). In the fission yeast Schizosaccharomyces pombe, components of the RNAi pathway are necessary for formation of pericentromeric heterochromatin (Hall et al., 2002; Volpe et al., 2002). Both strands of these genomic regions are transcribed giving rise to complementary siRNAs. These siRNAs supposedly guide a complex containing RNAi effector proteins, the RITS complex, to homologous stretches of DNA (Verdel et al., 2004), which then recruits heterochromatin-inducing factors (Buhler et al., 2006; Cam et al., 2005; Noma et al., 2004; Zhang et al., 2008). Pol2 subunits important for transcriptional elongation in heterochromatin and RDRC, a complex with an RNA-directed RNA polymerase activity, are responsible for a positive feedback loop which enhances the RNAi response (Kato et al., 2005; Motamedi et al., 2004). In addition to classical heterochromatin formation, RNA degradation by RNAi ribonucleases and the exosome has also been implicated in heterochromatic gene silencing. This effect is mediated by a specialized poly(A) polymerase that has been proposed to mark transcripts emerging from heterochromatin for degradation (Buhler et al., 2007). In plants, specialized RNA polymerases POLIV and POLV, RNAi components and RNA-directed RNA polymerases are part of chromatin modification pathways that methylate CpGs in transposons and re-
peats resulting in transcriptional repression. This process is called RNA-directed DNA methylation (RdDM) and shares many similarities with siRNA-dependent gene silencing in *S. pombe*, e.g. target recognition by siRNAs and positive feedback loops to enhance silencing (Bologna and Voinnet, 2014; Matzke and Mosher, 2014). Roles for TGS in metazoans are less well defined, but synthetic siRNAs can induce epigenetic silencing of endogenous loci under certain circumstances (Janowski et al., 2006; Kim et al., 2006; Morris et al., 2004), and disturbing Dicer or Argonaute protein levels results in defects in heterochromatin formation (Deshpande et al., 2005; Fukagawa et al., 2004). In addition, several proteins have been identified that are essential for nuclear RNAi, suggesting a role in TGS (Guang et al., 2010).

A special case of small ncRNA-directed TGS is the germ line-specific silencing of transposons by piRNAs in animals. During meiosis, transcription from piRNA clusters which are derived from defective transposons leads via self-amplifying cycles of piRNA production (“ping-pong” cycle) to incorporation of piRNAs into Argonaute/PIWI complexes and silencing of transposons (Aravin et al., 2007; Brennecke et al., 2007; Malone et al., 2009). Importantly, apart from degradation of transposon-derived transcripts, these complexes direct histone H3K9 methylation (Wang and Elgin, 2011), HP1 recruitment (Brower-Toland et al.) and DNA methylation (Watanabe et al., 2011) to the genomic loci of transposons. Several RNAi pathways thus directly confer epigenetic silencing of their target genes by sequence-specific recruitment of heterochromatin-inducing protein complexes. **Emerging new classes of non-coding RNAs**

Apart from the well-studied cases in XCI, genomic imprinting and RNAi many other examples and themes of ncRNAs and their function in gene regulation have emerged (Figure 2). A few of these cases are of special interest regarding their biology and will be briefly introduced. Detection of transcriptional activity at enhancers (De Santa et al., 2010; Kim et al., 2010) and knockdown studies of these transcripts (Orom et al., 2010) established enhancer-associated RNAs (eRNAs) as a new class of functional RNAs. Even though some evidence based on interaction studies and chromosome conformation capture technology suggests that eRNAs are directly transducing an activating effect by chromatin looping and association with Mediator (Lai et al., 2013; Li et al., 2013), the majority of this heterogeneous species of RNA appears to mostly act in cis. Moreover, the presumed activating effects of eRNAs might be conferred by the DNA elements they are produced from (reviewed in Darrow and Chadwick, 2013; Orom and Shiekhattar, 2013).

Another class of RNAs, termed competing endogenous RNAs (ceRNAs), functions as “sponges” (Ebert et al., 2007) that compete for a limited pool of miRNAs and therefore establish a paradigm for RNA crosstalk (Tay et al., 2014). Diverse types of RNAs are able to titrate out endogenous miRNAs, amongst others pseudogene-derived RNAs and circular RNAs (Hansen et al., 2013). The pseudogene *PTENP1*, for example, contains conserved seed matches for several *PTEN*-targeting miRNA families, thereby protecting the tumor suppressor gene *PTEN* from repression by miRNA-mediated degradation or translational repression (Poliseno et al., 2010).

A ncRNA with a more direct role in
gene regulation is ANRIL which interacts with H3K27me3 and polycomb complexes. Disruption of this interaction leads to de-repression of the antisense transcribed tumor suppressor INK4a (Yap et al., 2010; Yu et al., 2008). Malat1 is a conserved and abundant long ncRNA that localizes to nuclear speckles and whose expression is affected in several types of cancer. These features made it an attractive candidate for a functional ncRNA and several studies indicated that Malat1 knockdown causes a variety of phenotypes on the cellular and molecular level. However, Malat1 knock-out mice are viable and phenotypes, if any at all, are mild and controversial (Gutschner et al., 2013). A different, complicated situation is presented at the FLC locus in Arabidopsis thaliana, which is responsible for control of flowering. COOLAIR is the antisense transcript of FLC and exists in two differentially spliced variants. Up-regulation of the shorter version which ends in the 3’ end of sense FLC is correlated with loss of H3K4me2 in the body of FLC and reduction of sense and antisense transcription, while the longer splice variant, which is transcribed through the FLC promoter, is associated with activation of FLC. During vernalization, another sense ncRNA at the FLC locus, COLDAIR, is up-regulated after extended periods of cold. This ncRNA recruits PRC2 leading to epigenetic silencing of the entire locus (Jeltswaart et al., 2012).

Finally, ncRNAs have been implicated in the regulation of Hox genes, which are essential for the anterior-posterior patterning of animals during embryonic development. Interestingly, the regulation of these genes by ncRNAs involves the very same PcG and Trithorax-group (TrxG) proteins that originally were discovered as repressors and activator of Hox genes, and subsequently became paradigmatic examples of chromatin modulators (reviewed in Krumlauf, 1994). Mistral in mouse and HOTTIP in human are long ncRNAs that interact with transcriptional activators and were shown to recruit MLL1 to neighboring homeotic genes, thereby activating their expression (Bertani et al., 2011; Wang et al., 2011). Conversely, the long ncRNA HOTAIR appears to repress Hox genes. SiRNA-mediated depletion of this RNA, which is situated within HOXC locus on human chromosome 12 and interacts with PRC2, causes de-repression of a 40kb region of the HOXD locus on chromosome 2 in trans (Rinn et al., 2007). Ectopic trans-activation of part of this HOXD locus is accompanied by loss of H3K27me3 and PRC2 occupancy. In line with this result, over-expression of HOTAIR results in aberrant PRC2 localization at the HOXD locus (Gupta et al., 2010). Interestingly, HOTAIR appears to bind to many genomic sites on all chromosomes, but this recruitment is independent of the PRC2 component EZH2, suggesting an upstream function for HOTAIR in the recruitment of PcG proteins (Chu et al., 2011). In spite of these functional implications in human, Hotair knock-out mice develop normally and no effects on Hoxd gene expression were found (Schorderet and Duboule, 2011). This highlights the difficulties researchers face in distinguishing functional ncRNAs from ncRNAs produced as a byproduct of transcriptional activity of a specific region. The list of functional ncRNAs discussed herein is not exhaustive and new examples are discovered frequently. Nevertheless, it underscores the diversity and scope of ncRNAs in the regulation of genomes.

In contrast to the dissection of the specific cases of RNA-mediated gene regulation discussed above, large scale efforts in the wake of the discovery of widespread transcription and large numbers of ncRNAs were undertaken to verify and characterize their functionality on a more general level. RNA immunoprecip-
mentation (Dekker et al., 2002) experiments showed that as much as 20% of large intergenic ncRNAs (lincRNAs) in human cell lines might bind to PRC2 and equally high numbers have been reported for mouse ES cells (Khalil et al., 2009; Zhao
et al., 2010). Knockdown of more than 100 lincRNAs in murine ES cells resulted in genome-wide changes of gene expression and implicated lincRNAs in the maintenance of the pluripotent state of ES cells (Guttman et al., 2011). A similar strategy using siRNAs to knockdown long ncRNAs expressed in adipogenic cells showed varying degrees of effects on adipogenesis (Sun et al., 2013a). Attempts to find evolutionary conservation of ncRNAs suggest that the intron-exon and the secondary structure of many ncRNAs might be conserved (Guttman et al., 2010; Smith et al., 2013). Taken together these findings open the possibility that a larger portion of ncRNAs than previously anticipated might be functional. However, the exact mechanisms of function of many of the studied examples remain elusive and additional experimental validation is required.

Models and mechanisms of non-coding RNA function in the nucleus

From the described ncRNAs and many additional examples common themes of their function have emerged and several models of their mechanistic action have been proposed. The diversity of modes of action of ncRNAs, however, still raises the question whether the well-studied examples are isolated cases or follow more general mechanisms. In principle, the function of ncRNAs can be dependent on either the RNA molecule or the process of transcription per se. Moreover, it is important to distinguish between effects in cis, that is in the proximity of the ncRNA gene on the same allele, and effects in trans, which might target loci over long distances and on separate chromosomes.

Non-coding RNAs interact with proteins

A popular theme of how ncRNAs potentially could exert their regulatory function is through binding of proteins and recruitment of epigenetic modifications to target regions, even though in most of these cases, specifically for the proposed trans-regulation, it is not clear at all how specificity could be achieved (Ptashne, 2013). In addition to the large scale RNA immunoprecipitation strategies mentioned above (Khalil et al., 2009; Zhao et al., 2010), several dedicated studies of well-described ncRNAs have shown their association with protein complexes. Prominent examples from imprinted clusters are Airn, which appears to be necessary for G9A recruitment to its target genes (Nagano et al., 2008), and Kcnq1ot1 which in a similar way interacts with G9A and PRC2 (Pandey et al., 2008). Moreover, during initiation of XCI, PRC2 recruitment to

**Figure 2. Mechanisms of noncoding RNA function and antisense transcription**

(A) Small ncRNAs like miRNAs transcribed from dedicated genes or siRNAs derived from centromeric repeats can modulate gene expression by post-transcriptional degradation of mRNAs or transcriptional silencing by modulation of chromatin structure. (B) Noncoding transcription from enhancers might induce looping events and target gene activation by tethering of Mediator complex to the target gene promoter. (C) Noncoding RNA can act in cis or in trans, e.g. by recruiting effector protein complexes like PRC2 to neighboring genes (in cis) or distant genes (in trans). The lower panel exemplifies the modular nature of ncRNA-protein interactions possibly involved in these processes: One domain of the ncRNA can bind to a tethering protein while another domain might bind a transcriptional activator. Effects can be activating (shown) or repressive. (D) Noncoding RNAs like roX might act as building platforms for protein complexes. Interaction of RNA and protein can induce conformational changes in both interactors, thereby revealing or creating additional interaction domains. (E) Effects of antisense transcription can be caused by transcriptional interference, which might include polymerase collision. Alternatively, antisense transcription through a sense gene can modulate chromatin structure resulting in expression modulation.
the Xi is closely linked to the ncRNA Xist (Kaneko et al., 2010; Maenner et al., 2010; Plath et al., 2003; Silva et al., 2003; Zhao et al., 2008b). Amongst others, also ANRIL (Yap et al., 2010), HOTAIR (Rinn et al., 2007) and COLDAIR in plants (Heo and Sung, 2011) interact with PRC2 and are thought to recruit silencing activities to their target loci. Mistral and HOTTIP on the other hand associate with MLL and direct chromatin modifiers associated with activation to their target genes (Bertani et al., 2011; Wang et al., 2011). Corroborating the importance of protein binding to ncRNAs, studies on Xist have shown that different domains of the RNA confer different functions and that these functions are separable (Jeon and Lee, 2011; Wutz et al., 2002). Similarly, yeast telomerase binds different proteins with different domains (Zappulla and Cech, 2004) and HOTAIR tethers PRC2 and the histone H3K4 demethylase LSD1 by different interaction domains (Tsai et al., 2010). These findings have led to the attractive hypothesis that ncRNAs can act as modular scaffolds to bridge different protein complexes, RNA and DNA (reviewed in Guttman and Rinn, 2012). How exactly ncRNAs interact with proteins, other RNAs and DNA is not entirely clear. Base pairing between RNA-RNA, DNA-RNA and triple-helices are possibilities (Buske et al., 2011; Schmitz et al., 2010) and findings indicating secondary structure rather than sequence conservation in ncRNAs (Smith et al., 2013) suggest that the 2- or 3-D conformation of an RNA might be crucial for protein binding. Interestingly, Drosophila roX1 and roX2 ncRNAs undergo conformational changes upon stem-loop-mediated binding to the helicase MLE, which subsequently facilitates the formation of the full DCC complex, possibly by exposing additional protein binding modules on the RNA (Ilik et al., 2013; Maenner et al., 2013). However, a caveat of models implying protein and specifically chromatin factor binding to ncRNAs is that many studies employ RIP-based assays that are very sensitive for unspecific binding of RNAs to RNA-binding proteins (Friedersdorf and Keene, 2014). It has also been shown that purified PRC2 components bind RNAs in vitro non-specifically (Davidovich et al., 2013).

In addition to directly recruiting chromatin modifying activities, ncRNAs are also involved in the organization of the nucleus. Again, this is best studied for the case of Xist which forms a very stable nuclear domain (Clemson et al., 1996) that is transcriptionally silent (Chaumeil et al., 2006) and interacts with the matrix protein hnRNP U/SAF-A (Hasegawa et al., 2010; Pullirisch et al., 2010) and a chromatin organizer, SATB1 (Agrelo et al., 2009). Similarly, Kcnq1ot1 appears to be restricted to a defined nuclear domain (Redrup et al., 2009). Even though functionally not well-defined, Neat1 and Malat1 bind to several proteins in paraspeckles and nuclear speckles, respectively (Clemson et al., 2009; Hutchinson et al., 2007; Murthy and Rangarajan, 2010), and Neat1 appears to be essential for paraspeckle formation (Mao et al., 2011). In general, different RNA species are able to induce the formation of and are highly enriched in sub-nuclear structures (Shevtsov and Dundr, 2011). Moreover, several eRNAs have been proposed to induce looping events between enhancers and promoters by binding to Mediator complex or cohesin (Lai et al., 2013; Li et al., 2013). However, distinguishing between inducing conformational changes and acting on existing conformations is challenging and has not been thoroughly addressed. In support of a role for ncRNAs in the induction of instructive topological changes of DNA also CTCF, a protein important for chromosomal organization and transcriptional insulation, has been shown to interact with ncRNAs. One study demonstrated that the ncRNA SRA binds CTCF together with p68 there-
by facilitating cohesin interaction and insulator function (Yao et al., 2010). Another study proposes that Jpx functions as a decoy and titrates CTCF away, with functional implications for gene expression at that locus (Sun et al., 2013b). A similar mode of titration of proteins could potentially be another mechanism for ncRNA function as exemplified by the Gas5 ncRNA and the glucocorticoid receptor (Kino et al., 2010), but the low expression levels of most ncRNAs render stoichiometric roles unlikely in many cases (Derrrien et al., 2012). Along the same line as CTCF-SRA-p68-mediated cohesion binding, transcription factors can be bound and allosterically regulated by ncRNAs. The transcriptional repressor TLS binds to and represses its target gene CCND1 only if associated with a ncRNA (Wang et al., 2008), and the interaction of the ncRNA NRON with several proteins including nuclear transport factors has been implicated in nuclear trafficking of the transcription factor NFAT (Willingham et al., 2005). As mentioned above, another notable example where ncRNAs act as an allosteric-type regulator are roX1 and roX2 in Drosophila which are essential for building the proper platform for DCC assembly, possibly by modifying protein structure and thus allowing a stepwise assembly process (Ilik et al., 2013; Maenner et al., 2013).

Non-coding RNAs function in cis and in trans

An important question regarding transcriptional regulation by ncRNAs is whether they exert their function in cis or in trans. Classical examples of ncRNAs in genomic imprinting and XCI suggest a prominent role in cis. In addition to Xist’s silencing activity in cis, genetic studies deleting ncRNAs located in the Xic (Anguera et al., 2011; Chureau et al., 2011; Ogawa and Lee, 2003; Tian et al., 2010) show that they have an activating effect on neighboring genes within the same TAD (Nora et al., 2012). This hints at a co-regulatory mechanism in cis delineated by the topological conformation of DNA reminiscent of the association of co-regulated genes in erythroid cells (Schoenfelder et al., 2010). A similar mechanism could be at work at enhancers as knockdown of eRNAs resulted in concomitant repression of neighboring genes in cis (Orom et al., 2010) or loss of chromosomal interactions between enhancers and promoters (Lai et al., 2013; Li et al., 2013). Another ncRNA activates the human growth hormone enhancer HS1 from which it is also transcribed. This activation is solely dependent on the strength of transcription and can be emulated by an unrelated RNA (Yoo et al., 2012). Moreover, many ncRNA loci show synteny without sequence conservation indicating that genomic location and transcription might be more important than the product of transcription (Ulitsky et al., 2011). This is also exemplified by a process called germline transcription at the antigen receptor genes and intergenic transcription at the globin locus. Noncoding transcription across the antigen receptor genes is essential for opening up chromatin which in turn allows targeting of V(D)J recombination machinery (Abarrategui and Kran- gel, 2006; reviewed in Schatz and Ji, 2011). Similarly, intergenic noncoding transcription at the globin locus demarcates active regions, and remodeling of chromatin structure by transcription is necessary for globin gene activation (Gribnau et al., 2000). Taken together, these studies hint at a mechanism of cis-activation involving mass action, activator recruitment or remodeling of chromatin structure. In the case of imprinted ncRNAs like Airn, Kcnq1ot1, Nespas and others repressive effects on gene activity are strictly in cis, as well (Sleutels et al., 2002; Thakur et al., 2004; Williamson et al., 2011), and appear
to be based on both the act of transcription alone to silence the direct antisense partners, e.g. by transcriptional interference (Latos et al., 2012), and recruitment of chromatin modifiers to more distant genes (Nagano et al., 2008; Pandey et al., 2008). The same mechanism of gene regulation in cis was observed for other ncRNAs like ANRIL, Six3Os, Mistral and HOTTIP (Bertani et al., 2011; Rapicavoli et al., 2011; Wang et al., 2011; Yap et al., 2010) and might also explain low expression levels of ncRNAs because tethering and recruitment of chromatin factors in cis by ncRNAs does not necessarily need high numbers of mature transcripts.

In contrast to cis-acting ncRNAs, HOTAIR was the first long ncRNA shown to be involved in chromatin modulation in trans (Rinn et al., 2007). Depletion of HOTAIR located on chromosome 12 resulted in loss of PRC2 and H3K27me3, and de-repression of HOXD genes on chromosome 2. Surprisingly, the mouse homologue Hotair does not seem to have such a function in trans (Schorderet and Duboule, 2011). In support of the discovery of a trans-acting ncRNA, novel techniques developed to map genomic binding sites of RNAs (Chu et al., 2011; Engreitz et al., 2013; Mariner et al., 2008; Simon et al., 2011) suggest that long ncRNAs bind to many sites in the genome. Particularly the “proximity transfer” model proposed by Engreitz et al. is appealing, because its proposed direct transfer of a ncRNA to a distal site by spatial proximity due to chromosomal conformation constitutes a mixture of cis-like and trans-like mechanisms and could reconcile trans-active ncRNA function with their observed low expression levels (Engreitz et al., 2013). However, though highly interesting, these new mapping methods cannot distinguish between direct and indirect interactions and suffer from several technical limitations like cross-linking of genomic regions that are close by in the 3-D space of the nucleus or unspecific binding of oligonucleotides used for purification of DNA-bound RNA. In addition, the binding of a molecule to DNA per se does not necessarily need to be functional. For example, an eRNA from a FOXC1 enhancer binds to several genes all across the genome with no functional consequences (Li et al., 2013). Even transcription factor binding only affects expression levels in a small subset of bound genes (Cusanovich et al., 2014), indicating that binding and functional consequence can be uncoupled. The care one must take when correlating expression data with binding profiles is yet again highlighted by another set of studies. The de-repression of PRC2 bound genes in PRC2 knockout ES cells has been interpreted as a de novo silencing activity for PRC2 (Boyer et al., 2006). However, a recent study investigating the role of PRC2 binding in initiation of silencing on a genome-wide level at high temporal resolution showed that PRC2 is only recruited to target genes after these genes are repressed (Riising et al., 2014). Therefore, as shown for Drosophila homeotic genes (Struhl and Akam, 1985), PcG proteins appear to be important for maintenance and memory of gene repression rather than actually initiating repression. In a more systematic loss-of-function study in mouse ES cells depletion of ca. 150 ES cell specific ncRNAs resulted in major changes of expression patterns across the entire genome (Guttman et al., 2011). Since only very modest effects on genes directly neighboring the depleted ncRNAs were detected, the authors proposed that most ncRNAs have a function in trans. Other genome-wide studies have also failed to find extensive correlation of expression levels between ncRNAs and their closest neighbors (Cabili et al., 2011; Derrien et al., 2012) supporting a predominant role in trans. There are several additional examples of ncRNAs, amongst others Paupar, Braveheart and Firre, which...
by using knockdown and pulldown strategies have been implicated in regulating genes in *trans* (Hacisuleyman et al., 2014; Klattenhoff et al., 2013; Vance et al., 2014). However, on top of the issues concerning RNA pull-down experiments mentioned above, there are several other drawbacks in RNAi-mediated loss-of-function studies. This is mostly due to off-target effects and insufficient knowledge about miRNA binding specificities (reviewed in Hausser and Zavolan, 2014) and is exemplified by two examples in which *cis* and *trans* functions are contested. Jpx was initially shown to activate Xist in *trans* (Tian et al., 2010), but this effect could not be reproduced in another laboratory (Barakat et al., 2014). In a second study lincRNA-p21 was identified as a p53-induced repressor of several genes in *trans* (Huart et al., 2010), while a conditional knockout mouse model shows that lincRNA-p21 acts mainly as a co-activator in *cis* (Dimitrova et al., 2014). Taken together, it appears that ncRNAs are capable of functioning in *cis* and in *trans*, but while several models of how they might work have been proposed, additional functional studies are necessary to define their modes of action in detail.

**The role of antisense transcription in gene regulation**

A common theme in many of the discussed examples is antisense-transcriptional overlap with a sense partner, which prompted more comprehensive studies on a genome-wide scale. Analysis of cDNA libraries showed widespread antisense transcription in the mammalian genome in 5% to 30% of known protein coding genes (Chen et al., 2004; Katayama et al., 2005; Kiyosawa et al., 2003), and subsequent studies using novel technologies confirmed these findings in basically all metazoans studied (He, 2008; Sigova, 2013; Pelechano, 2013; reviewed in Numata and Kiyosawa, 2012). However, no link between antisense transcription and organismal complexity was detected (Sun et al., 2006b). Interestingly, many of the described antisense transcripts are non-overlapping and arise from divergent transcription at promoters (Core et al., 2008; Seila et al., 2008). Even though abundant divergent co-expression at promoters of protein-coding genes (Sigova et al., 2013) does not support a direct regulatory role for antisense transcription in many cases, in-depth analysis of datasets revealed features of antisense transcription that do not fit with a simple transcriptional noise model (Struhl, 2007). Variation among cell lines and a non-random distribution of antisense transcripts mainly from protein-coding genes argue against entirely promiscuous transcription (He et al., 2008). This can be partially attributed to epigenetic differences between cell lines and a general increase of transcription from cryptic promoters in active genomic regions, but the finding that expression of sense and antisense transcripts can be either positively or inversely correlated suggests the presence of some degree of active regulation (Chen et al., 2005a; He et al., 2008). Positive correlation, moreover, could be a corollary of population-based studies because a subset of cells might express the sense and another subset the antisense transcript (Pelechano and Steinmetz, 2013). In addition, evolutionary conservation of antisense genes could indicate functional importance (Chen et al., 2005b; Dahary et al., 2005). Support for a function of antisense genes comes from studies in prokaryotes and budding yeast. In these systems antisense transcription is important at two levels. First, for a bimodal on-off gene activation switch, because sense transcription would first need to overcome a threshold set by antisense transcription, and second for the dampening of basal leakiness in initiation of sense
transcription (Duhring et al., 2006; Legewie et al., 2008; Xu et al., 2011b). A major mechanistic question is whether the product or the process of antisense transcription per se is exerting a function. Examples for long ncRNAs which bind proteins (reviewed in Pelechano and Steinmetz, 2013) are outlined above. An attractive hypothesis is that double-stranded RNA derived from antisense transcription could feed into RNAi-like pathways which target chromatin factors to homologous stretches of DNA. Despite initial indications that this might be the case for XCI (Ogawa et al., 2008), silencing in XCI (Nestereva et al., 2008), and silencing at the ANRIL-INK4a-INK4b locus (Yu et al., 2008) and in the Kcnq1ot1 cluster (Redrup et al., 2009) occurs independent of Dicer.

In addition to direct transcriptional interference, the transcribing polymerase complex has been shown to be able to modulate gene expression by virtue of its association with chromatin factors. Also in this scenario, the RNA molecule per se is dispensable for function. Most studies have been conducted in *S. cerevisiae*, but some data is also available for mammalian systems. In budding yeast, antisense transcription induces H3K36me3 in the body of sense genes because the histone methyltransferase Set2 travels with the elongating Pol2 complex (Li, 2002). Subsequent recruitment of the histone deacetylase complex Rpd3 to H3K36me3 results in transcriptional repression of cryptic transcription from within the gene body and possibly silencing of overlapping sense promoters (Carrozza et al., 2005; Houseley et al., 2008). Independent of the Set2/Rpd3 pathway, but in a similar fashion, the histone deacetylase Set3 binds to H3K4me2 (Kim and Buratowski, 2009). This histone modification is put down by polymerase associated Set1 and is supposed to repress transcription both from cryptic initiation sites in gene bodies and from *bona fide* promoters of overlapping genes, e.g. by histone deacetylation (Kim et al., 2012; Margaritis et al., 2012; Pinskaya et al., 2009). Interestingly, a similar mechanism might be very common in the yeast genome as hundreds of antisense transcripts, called XUTs, are involved in Set1-dependent silencing of their sense counterparts (van Dijk et al., 2011). Studies in mouse and human ES cells indicate that KDM5B, a H3K4me3 demethylase, is recruited by H3K36me3 and suppresses intragenic cryptic transcription (Xie et al., 2006) and by in vitro transcription assays in yeast (Hobson et al., 2012). This model implies high levels of transcribing polymerase complexes, but RNA polymerase pausing increases the effect also in low expression systems (Palmer et al., 2009).

Transcriptional interference is another possible mechanism for repression of overlapping genes in cis (reviewed in Shearwin et al., 2005). In this case the RNA molecule is not needed for function. Many studies in prokaryotes and lower eukaryotes give insight into the regulation and mechanisms of transcriptional interference while experimental data is scarce for higher eukaryotes. Exploiting reporter constructs in various arrangements it has been demonstrated in *S. cerevisiae* that convergent transcription units allow initiation of transcription but overlapping transcription results in a reduction of mRNA levels (Prescott and Proudfoot, 2002). Similarly, transcriptional repression of two transcription units in mammalian cells is most severe if they converge (Eszterhas et al., 2002). In a prokaryotic system, passage of RNAP through the promoter of a distal gene reduced expression from this promoter approximately 5- to 6-fold (Callen et al., 2004). It was proposed that one transcribing RNA polymerase complex could displace another one by collision as shown by atomic force microscopy for bacterial polymerases (Crampton et al., 2006) and by in vitro transcription assays in yeast (Hobson et al., 2012). This model implies high levels of transcribing polymerase complexes, but RNA polymerase pausing increases the effect also in low expression systems (Palmer et al., 2009).
et al., 2011), highlighting parallels to the pathways in budding yeast. Moreover, a heritable form of anemia was shown to be caused by a deletion juxtaposing LUC7L to the α-globin gene HBA2 resulting in antisense transcription through and silencing of HBA2. Using a transgenic mouse model and differentiating ES cells it was demonstrated that, as a consequence of antisense transcription, the CpG island of HBA2 becomes fully methylated during early development (Barbour et al., 2000; Tufarelli et al., 2003). Further support for a role for transcription per se in silencing an overlapping antisense gene comes from a series of elegant genetic experiments focusing on the imprinted Igf2r cluster. Truncations and promoter shifting of endogenous Airn indicated that only the transcriptional overlap with the Igf2r promoter was necessary for silencing and DNA methylation of Igf2r (Latos et al., 2012). Truncation of Airn before the Igf2r promoter did not result in reduction of Igf2r levels, suggesting that interference mostly occurred at the level of transcription initiation. The authors favored a model of strict transcriptional interference, because they did not detect any hallmarks of repressive chromatin during initial silencing at the Igf2r promoter, while H3K4me3 was still present (Latos et al., 2012). However, it is possible that a specific chromatin signature was initially present at the Igf2r promoter, since only a small subset of histone modifications was tested. Subsequent studies using an inducible system during differentiation of ES cells showed that antisense transcription was necessary to maintain silencing until the Igf2r promoter acquired DNA methylation (Santoro et al., 2013). In contrast to Xist’s ability to silence the X chromosome, which is confined to a narrow developmental time window (Wutz and Jaenisch, 2000), Airn transcription was capable of silencing Igf2r during the entire time frame tested (Santoro et al., 2013). Given the abundance of ncRNAs and antisense or overlapping transcription, these studies provide an appealing two-step mechanism for gene silencing, particularly in a developmental context. First, a sense gene is suppressed by antisense mediated transcriptional interference or chromatin remodeling, and subsequently this repressed state is locked in by DNA methylation. Taken together, the examples from prokaryotes, yeast and mammalian systems presented above, regardless of whether transcriptional interference is direct or mediated by polymerase-associated factors, emphasize that antisense transcription has a prominent impact on gene regulation.

Long noncoding RNAs and antisense transcription in disease

The implications of noncoding RNAs and antisense transcription in gene regulation inevitably lead to their involvement in human disease. The list of ncRNAs that have been reported to be dis-regulated in diseased states is ever-growing. Most notably, aberrant expression of ncRNAs was found in many types of cancer and ncRNA expression patterns are increasingly used as prognostic markers for disease outcome or therapy (reviewed in Gibb et al., 2011; Farazi et al., 2013). A prominent example is MALAT1, whose over-expression is found in a variety of tumors (reviewed in Gutschner et al., 2013). In most cases the causal relationship between ncRNA expression and pathogenesis is not clear, and it seems likely that most of these findings are of a merely correlative nature. However, ncRNA function in gene regulation was shown to be, amongst others, responsible for silencing of tumor suppressors, as in the case of ANRIL and PTENP1, by loss of targeting of PRC2 (Yap et al., 2010) and loss of a miRNA decoy (Poliseno et al., 2010), respectively. Sim-
ilar models are attractive for any kind of protein-binding RNA like HOTAIR, that theoretically could target repressive or activating complexes to certain genomic regions. A very strong example is the targeted deletion of Xist in hematopoietic stem cells in a mouse model resulting in partial reactivation of the Xi and the development of hematologic cancers with 100% penetrance (Yildirim et al., 2013). A role for the RNA molecule itself in the pathogenesis has been shown for neurologic disorders caused by the expansion of trinucleotide repeats resulting in the production of toxic RNAs. Interestingly, several of the genes responsible for these disorders also display antisense transcription (reviewed in Batra et al., 2010). A highly informative case which offers an attractive mechanistic explanation of trinucleotide repeat mediated toxicity has been recently reported for fragile X syndrome (FXS). FXS is caused by the expansion of a CGG repeat in the 5’ UTR of the FMR1 gene whose loss of function results in the disease phenotype (reviewed in Tabolacci et al., 2013). An antisense transcript has been proposed to be involved in the pathogenesis of FXS (Ladd et al., 2007). Using a small molecule that specifically stabilizes CGG hairpin structures and RNA mapping technology it was shown in differentiating human ES cells that the CGG repeat of the FMR1 mRNA directly interacts with the CGG repeat of the FMR1 locus (Colak et al., 2014). Uncaracterized downstream events then resulted in epigenetic silencing of FMR1 during a defined window of time in neuronal differentiation. Another interesting example in which the process of transcription through a promoter or the RNA itself is responsible for the pathomechanism comes from an α-thalassemia patient. The juxtaposition of LUCL7 to HBA2, resulting in antisense transcription through HBA2, leads to silencing of HBA2 and DNA methylation of its associated CpG island by an unknown mechanism (Tu-

Conclusions

The list of ncRNAs involved in gene regulation is ever growing and a substantial amount of evidence suggests that some of their regulatory functions are mediated via the chromatin template. However, the exact mechanisms of specifically targeting transcriptional regulation by ncRNAs, their interaction with proteins, their general prevalence and their role in development and disease remain highly active fields of research that will certainly yield exciting insights in the coming years.
**X Chromosome Inactivation in Stem Cells and Development**

**Sex-chromosomes and gene dosage differences**

The origin of sexual reproduction with all its advantageous effects on the fitness of offspring was accompanied by the evolution of complex sex determination systems. Sex determination can be regulated by environmental cues such as temperature, however, these systems are highly sensitive to changes in the natural environment, and do not guarantee an equal distribution of sexes. A more stable distribution of sexes is achieved by genetic sex determination, either by utilizing a specific sex-determining gene or by employing the sex chromosome to autosome ratio. The evolution of heteromorphic sex chromosomes, as is found in a plethora of organisms, resulted in potential gene dosage imbalances between sexes. In these heterogametic species across all taxa diverse gene dosage compensation mechanisms have evolved to counter the detrimental effects of haplo-insufficiency of sex chromosome-linked genes (Figure 3; reviewed in Disteche, 2012; Livernois et al., 2012). In mammals, for example, an XY system with a degenerated Y carrying a few functional genes including the single Y-linked sex-determining gene, SRY, prompted the evolution of X chromosome inactivation (XCI). The fact that in humans only very few trisomies and no monosomies are viable, and aberrant gene regulation resulting in altered gene dosage and cancer clearly illustrate the potentially devastating effects of improper gene dosage (reviewed in Disteche, 2012).

**Dosage Compensation in Worms, Flies and Birds**

Dosage compensation mechanisms have been investigated in only a couple of different species from relatively few taxa. Given the fact that mechanisms of dosage compensation vary extensively from the molecular to macroscopic level, it would come as no surprise to find new variants as sex chromosome research advances.

In the nematode *Caenorhabditis elegans* males are X0 and hermaphrodites are XX. Sex is determined by the X to autosome ratio involving X-chromosomal numerators and autosomal denominators (Carmi et al., 1998; Powell et al., 2005) which lead to repression of the male-specifying gene *xol-1* in hermaphrodites (Miller et al., 1988). To compensate for the loss of one complete X chromosome, X-linked gene expression is up-regulated in male somatic cells (Deng et al., 2011). Although little is known about the mechanisms of X chromosome
up-regulation, in XX hermaphrodites this up-regulation would be detrimental, and is counteracted by a mechanism that represses expression of both X chromosomes to approximately half the level observed in males. Chromosome wide down-regulation of gene expression in hermaphrodites involves a ten-protein dosage compensation complex (DCC), containing zinc-finger proteins and condensins which mediate repression of transcription (reviewed in Meyer, 2010). In the absence of XOL-1 the DCC is activated and specifically targeted to the X chromosomes by a hierarchy of two different types of binding sites. The first type is capable of autonomously recruiting the DCC to the X by specific sequence motifs enriched on the X while the second type is dependent on the first and predominantly targets active promoters (Jans et al., 2009).

In the fruit fly *Drosophila melanogaster* males are heterogametic (XY). The X to autosome ratio determines sex by an intricate interplay of dosage-sensitive, autosomal and X chromosome-linked factors resulting in presence or absence of the sex-determining protein SXL, whose expression triggers female development (Cline, 1983; Salz et al., 1989). Dosage compensation has been studied extensively in this model organism. In males, expression of genes located on the single X chromosome is up-regulated approximately two-fold by a DCC to equalize X-linked gene expression between males and females and match X-linked gene expression with autosomal gene expression (reviewed in Conrad and Akhtar, 2011; Gelbart and Kuroda, 2009; Straub and Becker, 2011). The *Drosophila* DCC, amongst other proteins, consists of the male-specific core protein MSL2 (Copps et al., 1998), the histone acetyltransferase MOF (Hilfiker et al., 1997), MSL3 and two X-linked non-coding RNAs, roX1 and roX2 (Meller et al., 1997). How exactly up-regulation is achieved remains an open question. SXL is the key repressor of DCC, and DCC accumulates only in male cells where SXL is absent. The preferential binding of the DCC and accumulation of H4K16ac in gene bodies of active genes (Gilfillan et al., 2006) and global run-on sequencing showing higher RNA Polymerase II (Pol 2) occupancy in the 3' region of X-linked genes (Larschan et al., 2011) suggest that enhanced transcriptional elongation causes X-specific up-regulation. Another study found slightly enhanced Pol 2 activity at X-linked promoters and concluded that transcription initiation is the most important determinant of up-regulation of X-linked genes in male cells (Conrad et al., 2012). In *Drosophila*, the DCC is initially recruited to the X by so-called high affinity sites (HAS), which are approximately 2-fold enriched on the X and show a weak GA-rich sequence motif (Alekseyenko et al., 2008; Straub et al., 2008). From HAS the DCC spreads into adjacent chromatin predominantly targeting active genes (Larschan et al., 2006), possibly by MSL3 binding to H3K36me3 (Sural et al., 2008).

In birds females are heterogametic (ZW) whereas males carry two Z chromosomes. Notably, although superficially similar, ZW chromosomes of birds and reptiles, and XY chromosomes in mammals are non-homologous chromosomes. In birds, *DMRT1*, a Z-linked gene, which is present in two copies in males, is involved in sex determination by initiating testes development, while the W-linked genes *FET1* and *ASW* are necessary for female development (Nanda et al., 2002; Nanda et al., 1999). Dosage compensation in birds appears to be incomplete. Examination of the Z to autosome ratio in ZW females revealed ratios between 0.6 and 0.8 arguing for partial but incomplete up-regulation of Z-linked genes (Wolf and Bryk, 2011). Z-linked gene expression ratios between male and female range between 1.2 and
1.6 (Ellegren et al., 2007; Itoh et al., 2007) and this ratio differs along the Z chromosome (Melamed and Arnold, 2007). Recent evidence suggests that dosage compensation in birds involves a mechanism that leads to inactivation of Z-linked, dosage-sensitive genes, in ZZ males on a gene-to-gene basis (Livernois et al., 2013).

Dosage Compensation by X Chromosome Inactivation

In 1949 Barr and Bertram observed a dense structure in the nucleus of neurons of a female calico cat that was absent in male neurons (Barr and Bertram, 1949), a structure nowadays called Barr body. This observation, together with the description of an X-linked locus conferring a mottled coat color in heterozygous females (Fraser, 1953), the fact that X0 females survive and are fertile (Russell et al., 1959) and Ohno’s proposal that the Barr body is actually a condensed X chromosome, led Mary Lyon to formulate her XCI theory (Lyon, 1961). She proposed that the heterochromatic Barr body could be randomly established on either the maternal or the paternal X chromosome and was clonally propagated through a near infinite number of cell divisions. Ohno postulated that dosage compensation evolved in two phases: A two-fold up-regulation from the X chromosome to compensate for the loss of one X in males was followed by inactivation of one X in females to account for gene dosage differences between sexes (Ohno, 1967). The first part of his hypothesis still is a matter of intense debate (Deng et al., 2011; Nguyen and Distech, 2006; Xiong et al., 2010). Different studies report X chromosome to autosome expression ratios anywhere between 0.5 and 1 depending on which filters were used for the data analysis. Comparison of these different studies and methodologies indicates that Ohno’s hypothesis holds true for highly expressed genes and a dosage-sensitive subset of genes, e.g. those coding for proteins present in complexes (Pessia et al., 2013; Pessia et al., 2012).

XCI has mainly been studied in mice, which show two forms of XCI (Figure 4). The first wave of XCI is initiated at the 4-8-cell stage, and results in the exclusive inactivation of the paternally derived X chromosome (Takagi and Sasaki, 1975). This so-called imprinted XCI (iXCI) is maintained in the extra-embryonic lineages. After reactivation of the paternal X chromosome in the inner cell mass (ICM) of the blastocyst (Mak et al., 2004), which gives rise to the embryo proper, a second wave of XCI takes place just after implantation at E5.5. XCI in the embryo is random with respect to the parental X chromosome that is inactivated. After XCI is completed the inactive X chromosome (Xi) is stably transmitted to daughter cells. The consequence of this random XCI (rXCI) process is clearly visible in the calico cat, where the brown and black fur color are determined by different alleles of an X-linked locus, but is also observed in several mouse strains with heterozygous X-linked marker genes (Hadjantonakis, 2001; Nesbitt and Gartler, 1971).

Even though most insights into XCI have come forth from studies in mice, a growing amount of data from other eutherian species suggest that the regulation and details of XCI might differ substantially between these species. Only mouse, rats and cattle have been found to initiate iXCI in the extra-embryonic lineages (Wake et al., 1976; Xue et al., 2002). In human, rabbit, monkey and horse iXCI has not been observed. Instead, the extra-embryonic tissues and embryo both display rXCI (Okamoto et al., 2011; Tachibana et al., 2012; Wang et al., 2012). In addition, the timing of XCI differs between species,
with most species initiating XCI later during development than observed in mice.

Marsupials diverged from placental mammals about 148 million years ago, but share ancestral sex chromosomes which originated before the split. Similar to eutherians, marsupials have evolved XCI, although the marsupial form of XCI is less stable and more tissue-specific than in eutherians (Kaslow et al., 1987). In addition, XCI is imprinted in embryonic and extra-embryonic tissues (Graves, 2006; Sharman, 1971). These findings have led to speculations of iXCI being the ancestral form of XCI. However, recent work implicating different molecular players in the process of XCI indicate that different dosage compensation mechanisms might have evolved independently in meta- and eutherians (Grant et al., 2012).

**Stem Cells as a Model for XCI**

Initiation of XCI is closely linked to loss of pluripotency and several pluripotent stem cell lines have been used to study XCI. Mouse embryonic carcinoma (EC) cells represented the first in vitro model for XCI (Martin GR, 1978). These cell lines, derived from female teratocarcinomas, can be clonally expanded and have two active X chromosomes, one of which is inactivated upon differentiation in vitro. However, a final game-changing discovery for the field of XCI was the derivation of embryonic stem (ES) cells from early mouse embryos (Evans and Kaufman, 1981; Martin, 1981), which resemble the pre-XCI cells in the developing embryo much better than the EC cells obtained from tumors. ES cells are derived from the ICM of a female blastocyst, and capture the moment just after reactivation of the paternal X chromosome, containing two active X chromosomes, one of which is inactivated upon differentiation in a random fashion (Rastan and Robertson, 1985). ES cells thus constitute a perfect ex vivo model for the dissection of the molecular mechanisms underlying XCI (rXCI in particular) and much of the current knowledge of XCI has come forth from studies using ES cells.

**The X Inactivation Center**

Soon after the initial X chromosome inactivation hypothesis had been established two key concepts of XCI were formulated. The first concerned the number of X chromosomes being inactivated. Studies in humans with abnormal numbers of X chromosomes showed that all but one X chromosome were condensed and thus inactivated (Ferguson-Smith and Johnston, 1960; Fraccaro et al., 1960; Grumbach et al., 1963; Lyon, 1962), suggesting that cells were able to “count” the number of X chromosomes. These observations were further substantiated by experiments using female XXXX tetraploid mouse embryos which inactivate two X chromosomes (Copps et al., 1998; Takagi, 1993; Webb et al., 1992), indicating that each cell inactivates all X chromosomes except one per diploid genome. The finding of a Barr body in Klinefelter XXY patients also indicated that the regulation of sex-determination and dosage compensation involve separate mechanisms, contrasting the mechanisms driving sex-determination and dosage compensation in *C. elegans* and *Drosophila*.

A second concept concerned the choice of the X chromosome to inactivate, given the fact that during rXCI one of two identical X chromosomes is “chosen” to become inactivated. An X-linked locus involved in skewing of rXCI from an expected ratio of 50:50 was found by comparing the extent of position effect
variegation in an X-to-autosome translocation model (Cattanach and Isaacson, 1967). Crossings of inbred mouse strains showed that X chromosomes from certain strains are more resistant to XCI than X chromosomes from other strains (Cattanach et al., 1972). This locus, which was mapped to a 1.85 Mb region on the X chromosome (Chadwick et al., 2006), is called X chromosome controlling element (Xce). Several other modifiers of choice have been identified, e.g. parent-of-origin effects (Chadwick and Willard, 2005) and autosomal loci (Percec et al., 2002), however, none of these factors’ mode of action is understood and how they influence the outcome of XCI choice on a molecular level remains to be elucidated.

Based on studies of balanced X to autosome translocations showing that XCI could only spread into one of the two autosomal segments (Russell, 1963; Russell and Cacheiro, 1978), a single region on the X, overlapping with the Xce, has been proposed to control both counting and choice. This region, termed X-inactivation center (Xic in mouse, XIC in human), would be responsible for the initiation of the silencing signal that would then spread over the entire X chromosome (Lyon et al., 1964; Russell, 1963). Using mice with X:autosome translocations and murine embryonic stem cells with truncated X chromosomes, a 8cM (10-20Mb) region on the X chromosome, delineated by the T16H and the HD3 breakpoints, was shown to harbor the Xic (Rastan and Robertson, 1985). As cells carrying only one Xic were never able to initiate XCI, these studies also demonstrated that two Xic’s are necessary for XCI initiation and hinted at a mechanism of trans-communication involved in XCI. The human XIC was defined by a similar approach studying rearranged human X chromosomes, and revealed a region in Xq13 spanning ca. 1 Mb that is indispensable for XCI (Brown et al., 1991b).

Extensive genetic studies revealed a gene, Xist/XIST (X-inactive specific transcript in mouse/human), located within the Xic/XIC which is exclusively expressed from the Xi (Borsani et al., 1991; Brockdorff et al., 1991; Brown et al., 1991a). Surprisingly, Xist encodes for a 15-17kb long, spliced and poly-adenylated nuclear RNA lacking any conserved or significantly long ORFs (Brockdorff et al., 1992; Brown et al., 1992; Clemson et al., 1996). Together with the H19 RNA (Brannan et al., 1990), Xist constituted one of the first long non-coding RNAs to be discovered. Even though overall low levels of Xist and Xic conservation suggest evolutionary constraints other than mere DNA sequence (Chureau et al., 2002; Nesterova et al., 2001), the Xist gene in particular shows a similar structure and conserved repeats, while the Xic in general harbors several conserved genes (Brockdorff et al., 1992; Brown et al., 1992). The findings above and studies showing Xist up-regulation just before the onset of XCI during early mouse embryonic development (Kay et al., 1993) clearly implicated Xist in the process of XCI and made it a prime candidate for the Xic. Final proof for requirement of Xist for XCI to occur in cis came forth from targeted mutagenesis of Xist in mouse ES cells and mice resulting in primary non-random XCI of the wild type X chromosome (Marahrens et al., 1997; Penny et al., 1996a). Paternal inheritance of the mutated Xist allele in mice is embryonic lethal due to loss of iXCI, and the incapability to activate the maternally inherited Xist allele. Thus, Xist is necessary for iXCI and rXCI to initiate XCI and establish the Xi, but it does not recapitulate all aspects of the Xic, because the rXCI counting process is not hampered by this mutation.

Studies of an ESC line carrying a 65 kb deletion downstream of Xist indicated that this mutation invariably leads to inactivation of the mutated allele (Clerc and
Avner, 1998), suggesting the presence of an element with a cis-repressive function on XCI. This element harbors the promoter of a second long non-coding gene, Tsix, which is transcribed antisense to Xist. Tsix spans 40kb and completely overlaps with the Xist transcriptional unit and its promoter. It is highly expressed in undifferentiated ES cells and becomes down-regulated upon differentiation (Lee et al., 1999a). Heterozygous deletion of the Tsix promoter, or the DXPas34 Tsix regulatory element (Debrand et al., 1999), does not result in aberrant counting, but leads to up-regulation of Xist in cis and almost exclusive inactivation of the mutated allele in vitro and in vivo, supporting the idea that Tsix is repressing Xist in cis. However, the same Tsix promoter deletion did not result in aberrant XCI in undifferentiated cells, highlighting the involvement of additional developmentally regulated factors in the process of XCI (Lee and Lu, 1999). In addition, Tsix has also been implicated in iXCI (Lee, 2000; Sado et al., 2001). TSIX, the human homologue, appears to have a

Figure 4. The cycle of life and XCI

In female mouse embryos, both X chromosomes are active after zygotic genome activation. Around the 4 cell stage imprinted XCI is initiated leading to selective inactivation of the paternal X chromosome (Xp). The inactive state of the Xp is maintained in the extra-embryonic tissues. In cells of the ICM the Xp is reactivated and random XCI is subsequently initiated in cells of the post implantation epiblast, leading to the random inactivation of one X chromosome. Random XCI is reversed in PGCs, to allow the establishment of epigenetic instructions required for proper initiation of imprinted XCI. X chromosome reactivation also occurs during somatic cell reprogramming.

---

Avner, 1998)
similar expression pattern as mouse Tsix as it is only expressed in cells of embryonic origin, but its truncation raises questions about its role in XCI (Migeon et al., 2001). Both long non-coding RNAs, Xist and Tsix, are thus main players with opposing effects on the outcome of XCI initiation in mouse.

How Tsix represses Xist remains an open question, and several mechanisms have been proposed. Tsix may act through a transcriptional interference mechanism, supported by experiments showing that Xist repression requires Tsix transcription through the Xist promoter, but may also involve RNA mediated recruitment of chromatin remodeling complexes (Shibata and Lee, 2004). Several studies indeed demonstrated that lack of Tsix antisense transcription compromises the establishment of repressive chromatin marks at the Xist promoter (Navarro et al., 2006; Ohhata et al., 2008; Sado et al., 2005; Sun et al., 2006a). The RNA interference pathway has also been proposed to play a role in Tsix-mediated Xist regulation (Ogawa et al., 2008), but the reported effects in Dicer mutants appear indirect and mediated through DNA-hypomethylation (Nesterova et al., 2008).

Several non-coding genes have been implicated in the cis-regulation of Xist and Tsix (Figure 5). Tsx and Xite, located proximal to Tsix, are positive regulators of Tsix (Anguera et al., 2011; Ogawa and Lee, 2003). Deletion of Xite or Tsx down-regulates Tsix expression and results in skewing toward XCI of the mutated allele, resembling the phenotype associated with Tsix mutants (Anguera et al., 2011; Ogawa and Lee, 2003; Stavropoulos et al., 2005). In contrast, deletion of Jpx and Ftx, which are located proximal to Xist, negatively affects Xist expression (Chureau et al., 2011; Sun et al., 2013b; Tian et al., 2010). Interestingly, chromatin conformation capture studies examining the higher order chromatin structure of the Xic indicate that Tsix, and its positive regulators Xite and Tsx reside in the same topological associated domain (TAD) which is flanking a distinct TAD that includes Xist, Jpx and Ftx (Dixon et al., 2012; Nora et al., 2012; Spencer et al., 2011). A recent polymer model for the Xist and Tsix TADs, based on deconvolution of population based 5C data into a range of chromatin conformations present in single cells, extended these findings (Giorgetti et al., 2014). Modeling together with FISH analysis of wild type and mutant cells showed the presence of several conformations and provided a direct correlation of transcription and TAD conformation in single cells. Moreover, it was demonstrated that certain areas coinciding with CTCF binding sites act as master regulators of TAD structure. Taken together, these findings suggest a co-activation mechanism for genes embedded within the same TAD through a yet unknown mechanism, and indicate that the Xist and Tsix TADs likely represent the maximum cis-regulatory region involved in XCI.

Models for XCI Initiation

Several models have been proposed to explain female specific initiation of XCI. The blocking factor model relies on the action of a trans-acting blocking factor (BF) encoded from an autosome that binds a counting element on the X, thus preventing XCI to occur. Every X chromosome within a nucleus could be potentially protected from XCI, however, since BF is expressed at a level that is just enough to protect one X chromosome from inactivation per diploid genome, all the extra Xs would undergo XCI by default (Rastan, 1983; Rastan and Robertson, 1985). To explain the finding that female ES cells carrying heterozygous Xist mutations always inactivate the wild type allele instead
of blocking XCI in half of the cell population as the model would predict, the two factor model was postulated (Gribnau et al., 2005; Lee, 2005; Lee et al., 1999b; Marahrens et al., 1998; Monkhorst et al., 2008). In addition to an autosomal BF, in this model the action of an X-linked competence factor (CF) is essential to initiate XCI. The X-linked CF initiates XCI by titrating away the BF only when the X chromosome to autosome ratio (X:A) is either 1 or higher (Lee, 2005; Sun et al., 2013b). So far there is no evidence for the presence of a counting element, through which the CF and BF would exert there activity, and even removal of a 500kb region, which includes all known cis-acting elements in the Xic, does not affect XCI counting (Barakat et al., 2014).

The alternate states model relies on the hypothesis that the two X chromosomes in female ES cells are epigenetically different prior to XCI (Mlynarczyk-Evans et al., 2006). Although differences in sister chromatid cohesion between the two homologous X chromosomes seems to regulate the alternate states, the epigenetic marks that affect the choice of which X will be inactivated are not yet clear. Also a transient trans-interaction between the two homologous X chromosomes has been proposed to regulate counting and choice. The Xpr region, together with Tsix and Xite, facilitate this X-pairing process of the two Xics at the onset of XCI (Augui et al., 2007; Xu et al., 2006). Interestingly, removal of all elements involved in X-pairing from one X chromosome in female cells does not affect counting, and analysis of XCI in heterokaryons obtained through fusion of a male and female cell does not reveal a preference for initiation of XCI in the female nucleus (Barakat et al., 2014). These findings indicate that X-pairing is likely the consequence of the XCI process, reflecting changes in gene activity leading to spatial movements.

All these models imply that the XCI process is a deterministic and mutually exclusive process, characterized by the exact number of X chromosomes always being inactivated in female cells. Interestingly, analysis of XCI in cells with a different X-autosome ratio revealed a direct relationship between this ratio and increased robustness of the XCI process, indicating the presence of X-linked XCI-activators driving the probability to initiate XCI (Monkhorst et al., 2008). According to this stochastic model, the probability of each X to be inactivated depends on the action of both the X-linked XCI-activators and the autosomally encoded XCI-inhibitors. The double dosage of X-linked activators in female cells is sufficient to generate a specific probability for Xist to be up-regulated, whereas the XCI inhibitors are involved in setting up a threshold that has to be overcome by Xist to accumulate. Because the activators are X linked, spreading of Xist will down-regulate the XCI activators in cis, and this feedback mechanism will prevent the inactivation of the second X chromosome. In male cells the levels of the XCI-activators will not be sufficient to overcome the threshold for XCI to initiate, and Xist will not be up-regulated. This model explains many of the experimental data obtained to date and recently several XCI-inhibitors and -activators have been described supporting this model.

Trans-acting Factors in XCI

Female specific initiation of XCI involves the tight orchestration of expression of XCI-activators and -inhibitors during embryonic development. The key pluripotency factors NANOG, OCT4, KLF4, REX1, SOX2, PRDM14 and the reprogramming factor C-MYC have been reported to act as negative regulators of XCI providing a beautiful link between
loss of pluripotency and initiation of XCI (Figure 5) (Donohoe et al., 2009; Ma et al., 2011; Navarro et al., 2008; Navarro et al., 2010). In addition, using ES cells with different chromosomal compositions and Xist deletion or induction systems, it has been demonstrated that a twofold dosage of X-linked genes, as present in undifferentiated female ES cells, blocks exit from the pluripotent state via MAPK and Gsk3β inhibition, which yet again emphasizes the close relationship between pluripotency and dosage compensation (Schulz et al., 2014). NANOG, OCT4, SOX2 and PRDM14 bind to the first intron of Xist and have been shown to directly repress Xist in undifferentiated female and male ES cells (Ma et al., 2011; Navarro et al., 2008). However, female ES cell lines and mice carrying a heterozygous deletion of this region do not show an overt XCI phenotype, suggesting the presence of redundant mechanisms in the repression of XCI (Barakat et al., 2011; Minkovsky et al., 2013; Nesterova et al., 2011). Accordingly, several of the same pluripotency factors inhibit Xist expression indirectly, either by promoting Tsix up-regulation or by repressing the XCI activators. Indeed, OCT4 has been proposed to regulate Tsix expression through regulating Xite and in cooperation with CTCF by binding to the Tsix regulatory DXPas34 element in ES cells (Donohoe et al., 2009), and a similar mechanism has been reported for REX1, KLF4 and C-MYC (Navarro et al., 2010). OCT4, SOX2, NANOG and PRDM14 also have been reported to act as negative regulators of Rnf12, the important trans-activator of Xist (Navarro et al., 2011; Payer et al., 2013). RNF12 indirectly activates Xist by targeting the XCI-inhibitor REX1 for proteasomal degradation (Gontan et al., 2012). RNF12 is X-encoded, and dose-dependent degradation of autosomally encoded REX1 ensures female specific initiation of XCI (Gontan et al., 2012). Female mice heterozygous for a null Rnf12 mutation are not viable when the mutated allele is maternally transmitted showing impaired iXCI (Shin et al., 2010). These findings have been extended by a recent study using a Sox2-Cre mediated conditional deletion of Rnf12 in the ICM (Shin et al., 2014). Female Rnf12−/− mice are born and show hallmarks of XCI, suggesting that the main function of RNF12 is the regulation of iXCI. However, a different system revealed rXCI-related phenotypes of Rnf12 deletions in vivo (Barakat, Mira, Dupont, unpublished). This finding calls the specificity of the conditional knockout and the non-allelic nature of analysis into question, but might be explained by differences in the genetic background of the mice studied, as pluripotency factor expression levels vary between mouse strains (Balle-Morera et al., 2008). In addition other XCI-activators might be in play. Indeed, Rnf12+/− ES cells show reduced initiation of XCI upon differentiation, but XCI is not completely abolished, suggesting the existence of one or more additional X-encoded XCI activators (Barakat et al., 2011). Interestingly, female Rnf12+/− ES cells and Xist+/−Rnf12+/−-cis heterozygous ES cells show a severe XCI phenotype, indicating
that RNF12 acts at two levels (Barakat et al., 2011; Barakat et al., 2014). A twofold dosage of RNF12 ensures female specific initiation of XCI, whereas requirement for one active copy of Rnf12 provides a robust feedback mechanism preventing XCI of one X too many. Ftx and Jpx, both located within the Xic, have been shown to act as positive regulators of XCI (Augui et al., 2007; Bacher et al., 2006; Chureau et al., 2011; Sun et al., 2010; Tian et al., 2010). Ftx and Jpx encode long non-coding RNAs, and deletion of both genes results in down-regulation of Xist (Chureau et al., 2011; Tian et al., 2010). Jpx has been proposed to act in trans by antagonizing CTCF-mediated Xist repression (Sun et al., 2013b). Interestingly, deletion of a region including Xist, Tsix, Jpx, Ftx and Xpr does not result in loss of XCI on the wild type X chromosome, and further investigation of the function of the region encompassing Jpx, Ftx and Xpr indicates that this region acts in cis and is involved in the activation of Xist expression (Barakat et al., 2014). Jpx and Ftx therefore do not act as dose dependent trans-acting XCI-activators but are part of the cis-regulatory region involved in the regulation of Xist. Further studies are therefore required to reveal additional XCI-activators.

**Chromosome-Wide Silencing of the X Chromosome**

The discoveries that Xist is essential for XCI (Marahrens et al., 1997; Penny et al., 1996b) and that Xist RNA “paints” the entire X chromosome from which it is transcribed (Clemson et al., 1996) spawned two inter-twined key questions which still remain partially unresolved. How would a long non-coding RNA be able to “spread” along and coat an entire chromosome and how would this coating lead to actual silencing of that chromosome?

Efforts to characterize the chromatin landscape of the Xi yielded a long list of chromatin features which are specific for the Xi (Nora and Heard, 2010) and are good candidates for epigenetic transmission of the inactive state, since many of these features, stay on metaphase chromosomes during cell division (Chaumeil et al., 2002; Jeppesen and Turner, 1993; Jonkers et al., 2008; Mak et al., 2002). The earliest epigenetic event on the Xi following Xist spreading is the exclusion of most hallmark active transcription such as RNA Polymerase II and general transcription factors (Chaumeil et al., 2006). A subset of “active” histone modifications (Chaumeil et al., 2002; Heard et al., 2001; Jeppesen and Turner, 1993) is excluded from the Xi, as well. Later on, the Xi acquires many chromatin marks that are associated with silent chromatin (Chadwick and Willard, 2003; Heard et al., 2001), most notably H3K27me3 and H2AK119u1 whose deposition is catalyzed by the polycomb repressive complexes PRC2 and PRC1, respectively (de Napoles et al., 2004; Mak et al., 2002; Plath et al., 2003; Silva et al., 2003; Wang et al., 2001). PRC2 and PRC1 are only transiently enriched on the Xi, at later stages of differentiation H3K27me3 and H2AK119u1 are maintained on the Xi without obvious enrichment of the these complexes. Finally, CpG methylation in promoters of genes and other regulatory sequences, such as CpG islands, on the Xi is acquired at a late stage during development (Lock et al., 1987) and necessary to maintain the inactive state (Sado et al., 2000), suggesting that DNA methylation terminally locks silencing in place. Interestingly, the SmcHD1 protein appears to be necessary for the maintenance of DNA methylation on the Xi (Blewitt et al., 2008). This protein contains a SMC hinge domain normally found in core components of cohesion complexes, which are involved in *C. elegans* dosage compensation. In a similar fashion, knockdown of
ATF7IP results in reactivation of X-linked silenced transgenes, which suggests that this protein is important for bridging DNA methylation and H3K9me3 via its binding partners MBD1 and SETDB1 (Minkovsky et al., 2014). It has to be emphasized, however, that despite the extensive knowledge of chromatin signatures present on the Xi, the causal relationship between chromatin marks and silencing remains elusive, possibly due to the highly locus- and tissue-specific nature of the effects of these epigenetic features.

A first link between Xist localization and recruitment of PRC1 and PRC2 was found when their co-localization was observed on Xi metaphase chromosomes (Mak et al., 2002; Silva et al., 2003). In addition, studies using truncated Xist transgenes showed that different domains of Xist confer different functions. A conserved 5' element, repeat A, is required for proper silencing (Hoki et al., 2009; Wutz et al., 2002), while several other domains, most prominently repeat C, seem to act co-operatively and/or redundantly in coating (Beletskii et al., 2001; Wutz et al., 2002). The matrix attachment protein hnRNP U/SF-A is enriched on the Xi (Pullirsch et al., 2010), binds to Xist via repeat C and is necessary for correct Xist localization (Hasegawa et al., 2010). Repeat F on Xist DNA has been proposed to function as a “nucleation center” for Xist RNA binding (Jeon and Lee, 2011). Moreover, biochemical analyses suggested that repeat A directly recruits PRC2 (Kaneko et al., 2010; Maenner et al., 2010; Zhao et al., 2008a). It should be noted, however, that Xist RNA deficient for this conserved domain is still able to induce PRC2 and H3K27me3 enrichment on the Xi and that Xist expression at later stages of development does not lead to H3K27me3 enrichment (Kohlmaier et al., 2004). Most likely Xist RNA is thus able to recruit PRC2 by redundant mechanisms. In support of such a redundant process to generate and maintain the Xi, a recent study demonstrated that JARID2 associates with the Xi via Xist repeats B and F and subsequently recruits PRC2 (da Rocha et al., 2014). In addition, these redundant mechanisms might include developmentally regulated accessory factors, because the developmental context in general constitutes a major component of Xist’s capacity to induce silencing. The use of inducible Xist transgenes has shown that Xist is only able to trigger silencing in undifferentiated murine ES (mES) cells and during early differentiation of ES cells (Wutz and Jaenisch, 2000), and that Xist-dependent induction of H3K27me3 follows the same pattern (Kohlmaier et al., 2004). So far, only one factor, which enables Xist-mediated silencing in a developmental context, has been identified. Using an elegant screen, SATB1 has been shown to be necessary and sufficient for Xist-mediated XCI in lymphoma cells (Agrelo et al., 2009). SATB1 is expressed early during mES cell differentiation and might help in relaying chromatin changes to actual silencing. Nevertheless, SatB1−/− female mice are born (Alvarez et al., 2000), again highlighting redundancies in the system. Similarly, ectopic Xist expression leads to reversible silencing in undifferentiated mES cells, while deletion of endogenous Xist (Csankovszki et al., 1999) or repression of an inducible Xist transgene after XCI has occurred (Wutz and Jaenisch, 2000) does not cause reactivation of the Xi. Thus, maintenance of XCI is developmentally regulated, as well, and appears to be independent of Xist RNA. Interestingly, an exception from Xist-independent maintenance of iXCI is found in the extra-embryonic lineages (Ohhata et al., 2011), yet again emphasizing the plasticity and heterogeneity of XCI.

The observation that the Xi is frequently found in the nuclear periphery (Rego et al., 2008) and in close proximi-
ty to the nucleolus (Zhang et al., 2007), both regions that consist mainly of heterochromatin, led to the proposition that the sub-nuclear localization and organization of the Xi might be involved in initiation and maintenance of silencing. The Xi seems to form a specialized compartment, evidenced by its interactions with the matrix attachment protein hnRNP U/SAF-A (Hasegawa et al., 2010; Pullirsch et al., 2010) and the chromosome organizing SATB1 protein (Agrelo et al., 2009), and, additionally, from the fact that removal of DNA does not affect the Xi associated nuclear matrix and the Xist RNA domain (Clemson et al., 1996). Xist has thus been proposed to have a structural role in stabilizing the Xi domain. Indeed, Xist is capable of creating a transcriptionally silent domain in the nucleus into which genes are displaced upon silencing (Chaumeil et al., 2006), even though inactive genes can be found outside and active genes inside the Xist domain (Calabrese et al., 2012), raising the question of cause and consequence and showing that the position relative to the Xist territory is not an absolute determinant of activity or repression. The core of the Xist coated domain of X chromosomal sequences is comprised of repetitive elements (Clemson et al., 2006), of which LINEs have been implicated in facilitating the formation of a silent compartment and the silencing process per se (Chow et al., 2010). These observations suggest that the formation of a transcriptionally silent compartment and the silencing of genes by displacement into that domain are uncoupled. They might also explain why X-linked genes are silenced only after appearance of an Xist- and H3K27me3-domain on the Xi.

The observed two-fold enrichment of LINEs on the human X chromosome (Bailey et al., 2000; Boyle et al., 1990) supported earlier ideas of LINEs acting as way stations in the spreading process of Xist (Lyon, 1998). This hypothesis was put forward to explain the incomplete spreading of Xist into nearby autosomal sequences in X to autosome translocations (Duthie

Figure 5. XCI regulatory network

Schematic overview of the X inactivation centre (Xic), its location on the X and XCI regulators. Dashed lines indicate trans acting factors whereas cis acting factors are indicated by continuous lines. In undifferentiated ES cells XCI is repressed by the action of the XCI inhibitors repressing Xist and activating Tsix expression. Upon differentiation, loss of XCI inhibitors concomitant with the combined action of XCI activators triggers Xist upregulation.
et al., 1999; Popova et al., 2006; White et al., 1998) and the silencing gradient with the most effective silencing taking place closest to the break point (Russell and Montgomery, 1970). However, several transgene studies showed that Xist RNA per se is able to spread into and silence autosomal sequences (Heard et al., 1999; Lee and Jaenisch, 1997; Lee et al., 1996) and a recent study succeeded in inactivating an entire chromosome 21 in iPSCs derived from a Down-Syndrome patient thereby rescuing the accompanying phenotype in neurons (Jiang et al., 2013). These data rule out an absolute requirement of X chromosome-specific DNA elements for the spreading of Xist. In addition, XCI occurs in some rodent species that are devoid of LINEs (Cantrell et al., 2009) and the lack of autosomal silencing might be rather attributed to selective disadvantages of cells inactivating autosomal genes than the intrinsic inability to silence those genes due to low density of LINE elements. Further light has been shed on Xist spreading by a series of recent studies investigating chromatin states on the Xi by next generation sequencing techniques and novel pull-down assays. One study probed the Xi chromatin landscape in trophoblast stem cells and found an Xi-specific signature of DNase hypersensitive sites and H3K27me3 enrichment over transcription start sites of inactivated genes. No tight correlation between the position of an inactive or escaping gene within or outside of the Xist domain was observed (Calabrese et al., 2012), suggesting that the mechanism of silencing might rather target specifically active genes than being the result of a general chromosome-wide exclusion from the transcription machinery. Another study inferring from chromatin states indirectly to binding and spreading of Xist observed that from initial ~150 Ezh2-binding sites PRC2 spreads into adjacent chromatin on a local scale (Pinter et al., 2012). These findings were supported by directly assessing Xist binding using oligo-based pull-down assays (Engreitz et al., 2013; Simon et al., 2013). The general emerging picture appears to be a two-step model in which Xist is first targeted to active genes or associated regulatory elements and subsequently spreads into adjacent intergenic chromatin, a model reminiscent of the spreading of the DCC in Drosophila (Maenner et al., 2012). Notably, no specific DNA sequence motifs were found in either study and LINE density is anti-correlated with Xist enrichment, contrary to earlier hypotheses mentioned above. Instead, the 3D conformation of the X chromosome via proximity of the Xist transcription locus (Engreitz et al., 2013) and the activity of a given gene (Calabrese et al., 2012) are thought to promote initial Xist binding.

Another long-standing question has been how Xist stays exclusively on the chromosome it is transcribed from. Inducible Xist transgenes carrying a series of truncations showed that several Xist domains contribute to Xist RNA binding to the Xi (Wutz et al., 2002). Using different Xist truncation mutants, trans diffusion of Xist RNA to X chromosomes other than the one it originated from was observed (Jeon and Lee, 2011). Massive over-expression from multi-copy transgenes introduced into terminally differentiated cells might explain this finding which has never been observed before (Jonkers et al., 2008; Lee et al., 1996) and is reminiscent of the situation in Drosophila, where roX RNA over-expression leads to roX binding to autosomal sequences (Ilik et al., 2013). YY1, a transcription factor with activator and repressor function, has been implicated in tethering Xist RNA to the Xist locus by its ability to bind both RNA and DNA via different domains. YY1 has thus been proposed to form a “nucleation center” for the spreading of Xist RNA (Jeon and
Lee, 2011), but may also be involved in “locking in” Xist at other X-linked sequences facilitating Xist spreading in cis.

Induced Pluripotent Stem Cells as a Model for X Chromosome Reactivation

In 2006, Yamanaka and colleagues published their seminal findings on the in vitro generation of ES cell-like induced pluripotent stem cells (iPSCs). In this straightforward experiment, a pool of pluripotency-associated candidate transcription factors were tested for their ability to reprogram mouse fibroblasts into iPSCs (Takahashi and Yamanaka, 2006). In years since, the iPSCs technology has been strongly improved providing iPSCs that closely resemble ES cells both morphologically and functionally. One of the typical features associated with the naïve pluripotent state of mouse ES cells is the presence of two active X chromosomes. Also mouse iPSCs retain two active X chromosomes indicating that reprogramming of female mouse fibroblasts into iPSCs results in reactivation of the Xi. Notably, reactivation of the Xi is not an iPSC specific phenomenon. In mouse embryonic development, the inactive state of Xi is reversed twice, in the ICM of the blastocyst and during specification of female primordial germ cells (PGCs). X chromosome reactivation (XCR) therefore represents a powerful tool for studying epigenetic changes and chromatin dynamics and for defining fully reprogrammed cells, thus improving in vitro reprogramming methods.

X Chromosome Reactivation in Embryonic Development

In the mouse, XCI is initiated between the 4 to 8 cells stage of embryonic development. This initial phase of XCI is imprinted and is characterized by selective silencing of the paternal allele (Xp). Initially it was thought that iXCI occurred in a lineage-specific manner, with Xp being inactivated exclusively in extra embryonic tissues and random XCI occurring in cells emanating from the inner cell mass (ICM). However, the observation of Xp reactivation in the ICM revealed the plasticity of XCI in pre-implantation embryos (Figure 4; Mak et al., 2004; Okamoto et al., 2004). Xist RNA accumulation on Xp starts at the 4 cell stage of embryonic development. Subsequently, the PRC2 complex, responsible for the establishment of histone modification H3K27me3, appears on Xp at the morula stage. At day E3.5 of mouse embryonic development, every cell of the early stage female blastocyst shows a single Xist cloud that co-localizes with accumulated H3K27me3. Moreover, allele specific transcriptional analysis of X-linked genes shows silencing of Xp, thus demonstrating that iXCI occurred in all cells of the pre-implantation embryo (Mak et al., 2004). One day later Xist clouds and PRC2 foci start to disappear in cells of the ICM concomitant with reactivation of the Xp, whereas Xist coating and silencing of the Xp remains in cells that will contribute to extra-embryonic tissues. Even though a few X-linked genes on the Xp have been reported to be reactivated prior to loss of Xist coating and depletion of H3K27me3 (Williams et al., 2011), for most genes Xp reactivation in the ICM is dependent on Xist repression. IXCI thus strongly differs from random XCI, where Xist silencing after establishment of the Xi does not lead to XCR (Csankovszki et al., 1999; Wutz and Jaenisch, 2000). Interestingly, loss of the Xist coated Xi and Xi associated PRC2 during ICM development occurs specifically in cells that are positive for pluripotency factor NANOG, suggesting that the establishment of a pluripotent ground state is necessary for XCR to take place. This
tight linkage between pluripotency, Xist regulation and reversibility of Xi silencing has been extensively studied in ES cells (Navarro et al., 2008; Navarro et al., 2005; Wutz and Jaenisch, 2000), and the role of some pluripotency-specific candidate genes has also been investigated in XCR.

Xp specific induction of Tsix in the developing blastocyst has been reported to repress Xist expression promoting XCR (Ohhata et al., 2011). However, in Tsix knockout mice XCR seems to be delayed but is not completely abrogated, indicating that Tsix-mediated repression of Xist is unlikely to be the sole mechanism involved in Xp reactivation (Payer et al., 2013). Notably, OCT4, SOX2, NANOG and PRDM14 transcription factors all bind intron 1 of Xist and have been shown to inhibit random XCI by repressing Xist expression in ES cells (Ma et al., 2011; Navarro et al., 2008). XCR in the ICM appears to be restricted to NANOG and PRDM14 positive cells. NANOG is required for establishment of the naïve pluripotent state of ES cells, whereas PRDM14 is involved in the maintenance of this state, by protecting the ICM to differentiate towards extra-embryonic endoderm (Payer et al., 2013). In addition, PRDM14 is indispensable for primordial germ cell (PGC) development, representing the only cell lineage where the inactive state of Xi is reversed for the second time during mouse embryonic development (Yamaji et al., 2008). Both Nanog and Prdm14 knockout embryos show impaired XCR of the paternal X chromosome, showing persistent H3K27me3 foci at day E4.5 of blastocyst development (Payer et al., 2013; Silva et al., 2009). However, knockout and transgene studies indicate that binding of these factors to the Xist intron 1 region plays a minor role in the regulation of Xist and XCR (Minkovsky et al., 2013; Nesterova et al., 2011). ChIP-seq studies also reveal binding of PRDM14 and NANOG in Rnf12 regulatory regions, and Rnf12 expression is up-regulated in Prdm14 knockout ESCs (Payer et al., 2013). These findings indicate that PRDM14 and possibly NANOG act on XCR through repression of Rnf12. This RNF12 mediated mechanism likely acts in parallel with Tsix mediated repression to faithfully initiate XCR in the pre-implantation embryo.

Primordial germ cell (PGC) specification starts at day E6.5 of embryonic development, with a cluster of cells from the post implantation epiblast undergoing major epigenetic changes in order to repress the epiblast somatic program, and to promote re-acquisition of pluripotency including initiation of genome-wide DNA de-methylation (Saitou and Yamaji, 2012). By day E7.5, around 40 PGCs expressing Blimp1, Stella and Prdm14 start migrating through the embryonic gut to colonize the genital ridges at E12.5 (Ohinata et al., 2005). In female mouse embryos, epigenetic reprogramming in PGCs is accompanied by reactivation of Xi. Prdm14 knockout mice fail to develop functional primordial germ cells (PGCs) (Yamaji et al., 2008). In absence of PRDM14, PGCs are initially specified but fail to undergo epigenetic reprogramming thus losing their identity around day E8.5, showing de-regulation of genes indispensable for germ cell specification together with down-regulation of pluripotency factors and up-regulation of the DNA methyltransferase genes Dnmt3a/b (Grabole et al., 2013). Whereas reactivation of the paternal X chromosome in the ICM of the embryos occurs in 24 hours, XCR in PGCs is a slower process and requires several days (Sugimoto and Abe, 2007). Xist RNA FISH analyses show a heterogeneous pattern of Xist expression during PGCs development, with few cells that have lost Xist appearing at day E7.0. This number increases during PGC development to reach a complete loss of Xist clouds at day E10.5 (Sugimoto and Abe,
2007). *Tsix* is not expressed at any stage of PGC development (de Napoles et al., 2007; Sugimoto and Abe, 2007) suggesting that *Tsix* is not required for repression of *Xist* and is dispensable for XCR. The Xi specific markers EED and H3K27me3 disappear between day E9.5 and 11.5 of PGCs specification (Chuva de Sousa Lopes et al., 2008; de Napoles et al., 2007), and bi-allelic expression of X-linked genes is first detected around day E10.5 (Sugimoto and Abe, 2007). Interestingly, between days E10.5 and E14.5 several X-linked genes showed mono-allelic expression in absence of *Xist*. Therefore, although a limited number of X-linked genes have been tested, *Xist* repression does not seem to be the only mechanism responsible for X chromosome reactivation in PGCs. This observation contrasts with XCR in the ICM, underscroing the difference in epigenetic states of the Xi. Discrepancies in silencing reversibility might be associated with the cell lineage. *Xist*-mediated silencing in the ICM is not yet stabilized by DNA methylation, whereas silencing of Xi associated genes in cells of the post-implantation epiblast that give rise to PGCs may involve DNA methylation and other histone modifications that fix in the inactive state (Sado et al., 2000). Therefore, the drastic epigenetic reprogramming events that characterize PGC specification, including up-regulation of pluripotency factors, genome wide DNA de-methylation and erasure of histone modifications, are most likely the key factors able to trigger reactivation of the DNA-methylation dependent inactive state of Xi in PGCs. 

**In Vitro X Chromosome Reactivation: Somatic Cell Reprogramming**

*In vitro* XCR can be achieved by several methods. Mouse embryos generated by somatic cell nuclear transfer (SCNT) show reactivation of an X-linked GFP transgene that was silenced in the donor somatic cell nucleus (Eggan et al., 2000). Also, in hybrid cells obtained by fusion of somatic cells with pluripotent cells such as embryonic carcinoma (EC) and ES cells, the Xi present in the somatic cells is reactivated (Tada et al., 2001; Takagi et al., 1983; Ying et al., 2002). For these methods, XCR was assessed as a measure of erasure of epigenetic memory but neither of the two provide an efficient and appropriate model for studying dynamics of XCR *in vitro*. The generation of induced pluripotent stem cells (iPSCs) from somatic cells provided a more convenient model system to study XCR. Forced expression of four genes encoding the transcription factors, KLF4, SOX2, c-MYC and OCT4, appears to be sufficient to reprogram somatic cells to pluripotent stem cells (Takahashi and Yamanaka, 2006). Mouse iPSCs are functionally indistinguishable from ES cells and have been reported to efficiently contribute to every tissue of chimeric mice including the germ line (Maherali et al., 2007; Okita et al., 2007; Wernig et al., 2007), and to give rise to “all iPSCs” mice in a tetraploid complementation assay, the most stringent test known for pluripotency (Boland et al., 2009; Stadtfeld et al., 2010; Zhao et al., 2009). Reprogramming of mouse somatic cells into iPSCs results in XCR accompanied by loss of *Xist* clouds and H3K27me3 foci, together with re-acquisition of bi-allelic expression of *Tsix* and other X-linked genes. Moreover, iPSCs undergo random XCI upon differentiation with the same dynamics described for females ES cells (Maherali et al., 2007). XCR occurs relative late during reprogramming, when iPSCs become independent of the exogenous reprogramming factors (Stadtfeld et al., 2008). As discussed above, the *Xist* intron 1 pluripotency factors binding site has been initially proposed to be the linkage between *Xist* regulation and pluripotency (Navarro et al., 2008). How-
ever, lack of the *Xist* intron 1 binding site for OCT4, SOX2 and NANOG does not result in up-regulation of *Xist* in ES or differentiated cells and does not affect XCR upon reprogramming (Minkovsky et al., 2013). Moreover, stem cells derived from the post-implantation epiblast (EpiSCs) show *Oct4* and *Sox2* expression and retain the inactive state of Xi, excluding a critical role of these factors in triggering Xi reprogramming (Guo et al., 2009). One ES cell specific pluripotency factor, not expressed in EpiSCs is REX1. As a target of RNF12, REX1 plays a key role in XCI initiation, and coinciding up-regulation of Rex1 and down-regulation of *Rnf12* may be the trigger to execute XCR during reprogramming. Interestingly, KLF4 alone is able to reprogram EpiSCs into iPSCs, suggesting that KLF4 might also be implicated in XCR (Guo et al., 2009). In mouse embryonic development, XCR occurs in NANOG positive cells (Mak et al., 2004). Moreover, NANOG is initially dispensable during reprogramming but becomes essential at later stages of reprogramming promoting the transition from a pre-pluripotent state to a naïve ground state pluripotency typical of ES cells (Silva et al., 2009). In addition, Nanog null cells in the ICM fail to reactivate the Xi whereas Nanog over-expression triggers the reprogramming of EpiSCs to iPSCs, together with reactivation of Xi (Silva et al., 2009). Taken together, these observations point at NANOG as a candidate for the regulation of XCR. Another good candidate identified in embryonic development studies is PRDM14 (Yamaji et al., 2008). Prdm14 greatly accelerates reprogramming of EpiSCs into iPSCs when expressed in combination with Klf2, and is required for self-renewal of iPSCs (Gillich et al., 2012). Moreover, Prdm14 null iPSCs partially fail to down-regulate *Xist* during reprogramming (Payer et al., 2013). Interestingly, PRDM14 appears to act through repression of *Rnf12* and not through *Xist* intron 1, which is dispensable for reprogramming mediated XCR (Minkovsky et al., 2013). These findings suggest that acquirement of the naïve pluripotent state results in expression of pluripotency factors acting as repressors of *Rnf12*. Whether Xist repression is a necessary step of epigenetic reprogramming as well as the molecular mechanism by which this is achieved is not yet clear. Importantly, XCR in the ICM and PGCs will likely not mimic XCR during iPSC reprogramming and further studies are necessary to better understand these processes.

Since the first derivation of human iPSCs in 2007 (Takahashi et al., 2007; Yu et al., 2007), the possibility of using these cells to study human XCI appeared very promising. Nonetheless, generation of human pluripotent stem cells that faithfully recapitulate XCR and subsequently initiate XCI upon differentiation in vitro turned out to be challenging. In contrast to female mouse ESCs and iPSCs where XCR is related to the naïve pluripotent state, this scenario is extremely controversial in human stem cells. *In vitro*, human embryonic stem cells (hESCs) show very heterogeneous patterns of *XIST* expression and X-linked gene silencing (Hall et al., 2008; Shen et al., 2008). Based on their XCI phenotypes, hESCs have been grouped in three different classes (Silva et al., 2008). Class I hESCs resemble mouse ES cells, have two active Xa’s, lack XIST and H3K27me3 foci and undergo random XCI upon differentiation. Class II hESCs carry one XIST cloud and show X-linked gene silencing in undifferentiated state, whereas in class III hESCs, the silent state of Xi is maintained but XIST is no longer present, along with loss of accumulation of H3K27me3. Human iPSCs (hiPSCs) and hESCs are morphologically similar and re-express the endogenous pluripotency factors NANOG, OCT4 and SOX2 (Takahashi et al., 2007; Yu et al., 2007). Different studies examining a wide range of
hiPSCs indicate that similar to hESCs, hiPSCs show heterogeneous XCI patterns and even tend to lose XIST expression after prolonged passaging in a process called erosion of XCI (Mekhoubad et al., 2012). Even though XIST loss does not seem to trigger consistent Xi reactivation, further studies at chromosome-wide level are necessary to confirm these results both in hESCs and hiPSCs (Hall et al., 2008; Lengner et al., 2010; Shen et al., 2008). These discrepancies in X chromosome epigenetic features between mouse ESCs/iPSCs and human ESCs/iPSCs may arise from intrinsic differences between mouse and human early development, with human ESCs/iPSCs resembling mouse EpiSCs, which besides carrying one silent X chromosome, share many additional molecular features (Hanna et al., 2010; Lagarkova et al., 2006; Nichols and Smith, 2009; Rossant, 2008; Thomson and Marshall, 1998; Valler et al., 2005). Cells of the human ICM have been reported to carry two active X chromosomes both coated by XIST RNA in vivo (Okamoto et al., 2011). This finding suggests that regulation of XCI is different between human and mouse and that lack of Xi reactivation in hiPSCs might reflect this difference. Nevertheless, hESCs and hiPSCs lines with two active X chromosomes have been described, suggesting that lack of XCR might be overcome by changing culture conditions which push the hESCs/iPSCs to a more naïve state (Hanna et al., 2010; Lengner et al., 2010; Silva et al., 2008; Ware et al., 2009). In two studies, naïve hESCs and hiPSCs have been efficiently generated and maintained with combinations of cytokines and small molecule inhibitors independently of the constitutive expression of exogenous factors (Gafni et al., 2013; Hanna et al., 2010). These naïve hESCs/hiPSCs appear to maintain two active X chromosomes and upon differentiation XIST expression is up-regulated suggesting that rXCI is initiated. Although further studies will have to confirm whether rXCI is properly initiated, and two recent studies converting conventional hESCs to a naïve state show different outcomes regarding the state of the Xi (Takashima et al., 2014; Theunissen et al., 2014), these two studies are of great importance and seem to provide us with an in vitro model to explore initiation and maintenance of XCI in humans. Moreover, since stringent pluripotency assays such as chimerism or tetraploid complementation are ethically not applicable to human cells, being able to characterize the epigenetic status of X chromosomes in female cells represents a powerful indirect method to generally assess the degree of pluripotency.

Conclusions

Although considerable advances have been made in XCI research, many questions remain unsolved. The growing list of XCI activators and inhibitors is not complete yet. Also, several of the known regulators have been reported to play a role in rXCI, but whether they also act in iXCI or XCR remains elusive. Furthermore, the mechanism of Xist mediated gene silencing still needs to be resolved, and the cues that ensure the developmental regulation of XCI and its irreversibility upon differentiation await identification. XCI represents an extraordinary epigenetic paradigm, and understanding how two genetically identical X chromosomes become different epigenetic entities within the same nucleus is fascinating and challenging. New insights in XCI research will shed more light on gene regulation and chromatin remodeling mechanisms, with an impact that reaches far beyond the field of dosage compensation.
Aim and scope of this thesis

In heterogametic species, dosage compensation evolved to account for the difference in expression of sex chromosome-linked genes. In mammals dosage compensation is achieved by inactivation of one X chromosome during early female embryogenesis in a process called X chromosome inactivation (XCI). Central players in this process are two overlapping antisense transcribed noncoding genes, Xist and Tsix. Xist expression is required to silence the X chromosome in cis, by recruiting chromatin remodeling complexes, while Tsix expression is involved in the repression of Xist. The nature of this XCI process places this field of research at the interface between stem cell biology, epigenetics and gene regulation.

The aim of this thesis is to shed further light onto the different levels of regulation that ensure faithful initiation and maintenance of XCI in a developmental context. These different levels include transcription factors, noncoding RNAs, antisense transcription, and epigenetic processes including DNA methylation, histone modifications and chromosomal conformation.

In chapter 2 we analyze trans- and cis-acting networks that regulate the initiation of XCI. Classical transcription factors and their regulators, most prominently the ubiquitin ligase RNF12 and its primary target in ES cells, REX1, have an essential function during initiation of XCI and are also needed to maintain Xist expression at early stages of differentiation. Moreover, our deletion and transgene studies argue that many of the noncoding RNAs located in the Xic predominantly function in cis, and that X chromosome pairing events are not necessary for XCI to occur.

In chapter 3 we utilize Xist and Tsix reporter lines to study their regulation on an uncoupled allele which allows us to distinguish between direct and indirect effects, revealing antagonistic roles for both genes. We also use these cells to investigate the dynamics of Xist and Tsix regulation during ES cell differentiation and find it to be more stable than previously anticipated. Reduction of the X:autosome ratio reveals semi-stable states which might correspond to distinct higher order chromatin conformations of the Xic. These studies also indicate that X-encoded factors are involved in Tsix activation.

In chapter 4 we present evidence for a special regulatory phase during early embryonic development in which dedicated chromatin modulators act to confer stable gene repression. A reporter construct containing an inducible antisense promoter showed that antisense transcription mediated repression in ES cells was reversible and dependent on properly assembled chromatin. In contrast, transcriptional interference did not seem to have a major repressive effect in our system. Repression was locked in by DNA methylation as soon as antisense transcription through the promoter of the reporter was induced during differentiation. Since the promoter of the reporter acquired H3K36me3 upon induction of antisense transcription, and interfering with removal of this histone modification resulted in enhanced silencing, we propose that H3K36me3 might be a crucial component in the cascade of stably silencing antisense transcribed genes. The results presented in appendix A support the notion of a developmental stage, in which certain characteristics of chromatin are recognized. Here, reprogramming of fibroblasts derived from a carrier of a full but unmethylated FMR1 mutation resulted in targeting of DNA methylation to the mutated allele during the reprogramming process.
Finally, in the General Discussion in chapter 5, we discuss our findings and those of others in the light of the different layers of regulation of XCI and in regard to the special developmental environment this fascinating phenomenon takes place in.
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Abstract

X chromosome inactivation (XCI) in female placental mammals is a vital mechanism for dosage compensation between X-linked and autosomal genes. XCI starts with activation of Xist and silencing of the negative regulator Tsix, followed by cis-spreading of Xist RNA over the future inactive X chromosome (Xi). Here, we show that XCI does not require physical contact between the two X chromosomes (X-pairing), but is regulated by trans-acting diffusible factors. We found that the X-encoded trans-acting and dose-dependent XCI-activator RNF12 acts in concert with the cis-regulatory region containing Jpx, Ftx, and Xpr, to activate Xist and to overcome repression by Tsix. RNF12 acts at two subsequent steps; two active copies of Rnf12 drive initiation of XCI, and one copy needs to remain active to maintain XCI towards establishment of the Xi. This two-step mechanism ensures that XCI is very robust and fine-tuned, preventing XCI of both X chromosomes.

Introduction

Evolution of the mammalian sex chromosomes over a period of 160 million years is associated with increased transcription of the X chromosome and with XCI, together resulting in gene dosage compensation between the X chromosome and the autosomes both in XX female and in XY male cells (Gribnau and Grootegoed, 2012; Wutz, 2011). XCI is controlled by the X inactivation centre (Xic), which is required for XCI (Augui et al., 2011). Two non-coding and cis-acting genes, Xist and Tsix, map to the Xic and play key roles in initiation of XCI. Xist RNA coats the Xi from which it is transcribed, thereby attracting chromatin modifying complexes involved in silencing (Borsani et al., 1991; Brockdorff et al., 1991). Tsix is a negative regulator of Xist, generating transcripts in antisense direction and in conflict with Xist transcription, which prevents XCI of the future Xa (Lee et al., 1999). Xist and Tsix represent the master switch locus proposed to be regulated by cis- and trans-acting regulatory elements and genes involved in the repression or activation of XCI.

One of the most intriguing questions related to the XCI process is how a cell determines the number of X chromosomes and initiates XCI if more than one X chromosome is present per diploid genome. Our previous studies have indicated that initiation of XCI is mediated by at least one X-linked activator and autosomally encoded inhibitors of the XCI process (Monkhorst et al., 2008). We and others have identified X-encoded RNF12 as an important trans-acting XCI-activator (Barakat et al., 2011a; Jonkers et al., 2009; Shin et al., 2010). Rnf12 is located just 500 kb upstream of Xist and encodes an E3 ubiquitin ligase, which catalyzes dose-dependent breakdown of REX1 by targeting REX1 for proteasomal degradation (Gontan et al., 2012). When present at an effective concentration, REX1 inhibits Xist transcription and stimulates Tsix transcription (Gontan et al., 2012; Navarro et al., 2010), thereby blocking initiation of XCI. Breakdown of REX1 is most prominent in differentiating female cells, which still have two active copies of Rnf12, resulting in female specific initiation of XCI.

Rnf12 is a crucial player in initiation of XCI illustrated by the loss of XCI in female Rnf12<sup>-/-</sup> embryonic stem cells (ESCs) (Barakat et al., 2011a). The observation that XCI is less robust but still occurring in Rnf12<sup>+/−</sup> female ESCs, in contrast to the
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RNF12 ACTS AT TWO STEPS TO REGULATE XCI

virtual absence of XCI in male cells, suggested the presence of additional activators of XCI acting in parallel with RNF12 to direct initiation of the dosage compensation process (Barakat et al., 2011b; Jonkers et al., 2009). Several non-coding genes and elements, located in close proximity to Xist, have been implicated to exert XCI-activator activity. These include the non-coding genes Jpx and Ftx, which are co-activated with Xist and up-regulated upon ES cell differentiation (Chureau et al., 2011; Tian et al., 2011). Deletion of Jpx has been reported to result in a severe loss of XCI, leading to massive cell death (Tian et al., 2011), and it has been suggested that Jpx mediates female specific Xist activation in trans, by dose-dependent eviction of CTCF at the Xist promoter (Sun et al., 2013). A deletion of Ftx negatively affects expression of both Xist and Jpx (Chureau et al., 2011), but this has been analysed only for male cells, which impedes making a distinction between cis and trans effects. Other elements located within the Xic have also been implicated in trans-activation of XCI, acting by mediating spatial movements and direct interactions of the Xic's of the two X chromosomes in female cells at the onset of XCI. This X-pairing process is regulated by multiple elements including Xite, Tsix and the Xpr region, and requires active transcription and the factors CTCF and OCT4 (Augui et al., 2007; Bacher et al., 2006; Donohoe et al., 2009; Xu et al., 2007; Xu et al., 2006).

X-pairing might play a role in counting the number of X chromosomes present in a nucleus, and in XCI choice and initiation (Augui et al., 2007; Bacher et al., 2006; Donohoe et al., 2009; Xu et al., 2007; Xu et al., 2006), but may also be a consequence of initiation of XCI (Barakat et al., 2010).

In the present study, we have addressed the question if direct physical interaction between the two X chromosomes indeed is required for proper execution of XCI. We find that counting and initiation of XCI do not require direct physical interaction of wild type X chromosomes, indicating that XCI is regulated by diffusible trans-acting factors that are transported through the cytoplasm. We provide evidence that these factors may not include gene products from Jpx and Ftx, which appear to activate Xist mainly, if not exclusively, in cis, rather than acting in trans. This reinforces the model for a mechanism in which Rnf12 is required and sufficient for XCI, acting in two steps to initiate XCI and establish the Xi.

---

**Figure 1. X pairing is not required for initiation of random XCI**

(A) Male and female ESCs were DiD- and DiO-labelled, and fused to form XY-XX heterokaryons, which were FACS-sorted prior to differentiation. Initiation of XCI in the male nucleus of XY-XX heterokaryons indicates that pairing is not required for XCI initiation. (B) FACS analysis after fusion of DiD and DiO labelled XX and XY cells. (C) Left panel: Immuno-RNA FISH analysis detecting ms2 tagged Xist (FITC) and Actb (Rhodamine Red), in the XY nucleus of a XY-XX heterokaryon, differentiated for 2.5 days. Right panel shows sequential DNA-FISH of the same cell shown on the left, detecting a probe of the Xic (FITC). (D) Quantification of ms2 Xist or total Xist in the indicated heterokaryon experiments. N=number of heterokaryons analysed. (E) Schematic representation of part of the Xic. Line underneath the scheme indicates the region deleted in the +/Δ(Xite-Dxmit171) ESC lines. Primers and enzymes for RFLP digestion are indicated. The ms2 repeat integrated in Xist is shown above. (F) PCR analysis of genomic DNA from wild type parental ESCs and two +/Δ(Xite-Dxmit171) ESC lines with primers shown in (E). (G) Allele specific RT-PCR analysis of cDNA from undifferentiated wild type and +/Δ(Xite-Dxmit171) ESC lines. (H) Xist RNA-FISH analysis of day 5-differentiated female wild type or +/Δ(Xite-Dxmit171) cells. Xist, FITC; DNA is stained with DAPI (blue). (I) Xist RNA-FISH quantified at different time points after start of differentiation of female wild type and five individual +/Δ(Xite-Dxmit171) ESC lines. Average of two independent differentiation experiments is shown. Error-bars represent standard deviation, n>200 cells counted per time point.
Results

Counting and initiation of XCI in heterokaryons independent of X-pairing

Initiation of XCI may involve trans-acting diffusible factors in interplay with cis-regulatory sequences. In addition, initiation of XCI may also be directed by physical pairing of the X chromosomes (Bacher et al., 2006; Xu et al., 2006). Direct physical contact between the two X chromosomes either may be a mechanistic factor at the start of XCI initiation, or could be a consequence of the XCI process. To discriminate between these options, we studied XCI in a situation which precludes any direct interaction between a future Xi and Xa within one and the same diploid nucleus, by making use of XX-XY heterokaryons. In previous studies we found that XXXY tetraploid ESCs never initiate XCI upon differentiation, whereas XXXY tetraploid ESCs initiate XCI on one of the X chromosomes, in agreement with XCI leading to one active X per diploid genome (Monkhorst et al., 2008). Here, we generated female-male (XX-XY) ESC heterokaryons (Figure 1A), to investigate if XCI in these XX-XY heterokaryons with two diploid nuclei would proceed as observed for the XXXY tetraploid synkaryons, with random XCI of any one of the three X chromosomes. To generate XX-XY and XY-XY heterokaryons, DiD and DiO labelled cells were fused with polyethylene glycol, followed by FACS to sort double positive heterokaryons (Figure 1B), which were then differentiated. The male ESC line used for this fusion harbours an ms2 tagged Xist gene (Figure 1E). Immuno-RNA-FISH was performed detecting Actb (beta-actin) to discriminate between synkaryons and heterokaryons, and Xist-ms2 to identify XY nuclei that initiated XCI. The number of heterokaryons obtained was 7.9% and 1.5%, at day 2.5 and day 5 of differentiation, respectively. In the XX-XY heterokaryons, we detected male nuclei with Xist-ms2 clouds, which were all found in XY-XY heterokaryons (Figure 1C and data not shown). Using sequential RNA-DNA FISH it was confirmed that in the male nucleus of the XX-XY heterokaryons the Xist-ms2 clouds were restricted to the X chromosome, excluding the possibility that complex heterokaryons with sex chromosomal aneuploidies had formed. We counted 21.6% and 71.4% of the XX-XY heterokaryons having one Xist cloud (either Xist or Xist-ms2), at day 2.5 and day 5, respectively (Figure 1D). Quantification of the Xist-ms2 positive nuclei showed that in approximately one out of three of these XX-XY heterokaryons, 6.6% and 25.0% at day 2.5 and day 5, respectively, it was the male nucleus which had initiated XCI (Figure 1D). This result is in full agreement with a mechanism for control of random XCI based on an independent probability for each one of the three X chromosomes to initiate XCI (Monkhorst et al., 2008). Hence, in the XX-XY heterokaryons, XCI is not restricted to XX nuclei, but is randomly distributed over all three X chromosomes present, including the one X chromosome in the male nucleus which is unable to engage in XX pairing. XCI initiation and counting in these heterokaryons appears to be under control of trans-acting factors which can pass across nuclear membranes.

Deletion of X-pairing elements on one of the two X chromosomes does not obstruct XCI

The above observation led us to re-investigate whether the known X-pairing elements within the Xic are required for XCI. To this end, we generated ES cell lines
which lack all the known X-pairing elements, namely Xite, Tsix, and the Xpr region (Augui et al., 2007; Bacher et al., 2006; Donohoe et al., 2009; Xu et al., 2007; Xu et al., 2006) from one of the two X chromosomes. To delete these elements, we introduced an Xite targeting cassette flanked by lox sites in the 129/Sv X chromosome by homologues recombination in wild type F1 2-1 (129/Sv:Cast/Eij) ESCs (Figure 1E and Supplementary Figure 1A-B). We also introduced a neo cassette flanked by lox sites into the Dxmit171 marker located between Xpr and Rnf12, of the 129/Sv X chromosome, by homologous recombination with a BAC targeting vector (Supplementary Figure 1C-E). Next, Cre mediated deletion of the region from Xite up to and including the Xpr region of the 129/ Sv X chromosome yielded +/∆(Xite-Dxmit171) ESC lines, with a wild type Cast/ Eij X chromosome (Figure 1F-G). Investigating these cells using Xist RNA-FISH, and in comparison to a wild type female F1 129/Sv:Cast/Eij ESC line, we found that the frequency and overall appearance of Xist cloud formation in five different +/∆(Xite-Dxmit171) ESC lines was not at all impaired (Figure 1H-I). Quantitative RT-PCR showed upregulation of Xist RNA, and proper down-regulation of the pluripotency factor genes Nanog and Klf4 upon differentiation of the +/-∆(Xite-Dxmit171) ESC lines compared to wild type ESC lines (Supplementary Figure 1F-H). In addition, no defects in cell proliferation, survival, morphology, and karyotype were observed for these mutant ESC lines (Supplementary Figure 2I, Supplementary Figure 2A, and data not shown). Inescapably, therefore, our findings lead to the conclusion that the known X-pairing elements can be deleted from one of the two X chromosomes in a female nucleus, without loss of mechanisms controlling X chromosome counting and initiation of XCI.

**Jpx, Ftx, and Xpr cooperate with Rnf12, in activation of Xist**

The observed robust initiation of XCI in the +/-∆(Xite-Dxmit171) ESCs indicates that Jpx and Ftx, present in only one copy in these female cells, do not act as predominant trans-activators of XCI, at least not as powerful as RNF12, as in Rnf12-/- cells the rate of XCI is strongly reduced (Barakat et al., 2011a). A relatively subtle effect of Jpx and Ftx in trans might be masked by the presence of two Rnf12 alleles in the +/-∆(Xite-Dxmit171) ES cells. Hence, we generated female ESC lines lacking the region covering Jpx, Ftx, Xpr, and also Rnf12, on one of the two X chromosomes. To this end, Xist<sup>2lox/+</sup> ESCs were targeted with an Rnf12 BAC vector introducing a lox sequence in Rnf12 (Figure 2A-B and Supplementary Figure 2B), followed by transient expression of Cre recombinase to remove all sequences from in between Xist and Jpx up to and including Rnf12, yielding +/-∆(Jpx-Rnf12) ESCs in which Xist and a 5 kb upstream region was still present on the targeted 129/Sv X chromosome (Figure 2C and Supplementary Figure 3A).

For the +/-∆(Jpx-Rnf12) ESCs we observed a relatively strong reduction of XCI, compared to the Rnf12-/- female ESCs, at all time-points analysed using Xist RNA-FISH (Figure 2E-F and Supplementary Figure 2F). As observed for the +/-∆(Xite-Dxmit171) ESC lines, the undifferentiated and embryonic body (EB)-differentiated +/-∆(Jpx-Rnf12) ESCs did not display differences in morphology, cell viability or proliferation, compared to the wild type parental ESCs (Figure 2D and Supplementary Figure 2C-E), contrasting a previous study indicating massive cell death upon differentiation of Jpx-/- ES cells, attributed to loss of XCI (Tian et al., 2011). Although we observed some heterogeneity in the outgrowth of differenti-
ating +/Δ(Jpx-Rnf12) ESC subclones, we obtained no differences in Xist induction in between cell lines and clones (Supplementary Figure 2C-F). In addition, allele specific PCR amplification of Xist on genomic DNA isolated from individual
+/Δ(Jpx-Rnf12) ESC clones indicated a stable X chromosome karyotype, without loss of an X chromosome upon differentiation. Also the original +/Δ(Jpx-Rnf12) ESC line used in all further experiments displayed a stable karyotype, as assessed by regular karyotyping and combined RNA-DNA-FISH (Supplementary Figure 3C and data not shown). Importantly, competition experiments with differentiating Rnf12−/− and wild type ESCs did not indicate significant selection against Rnf12−/− cells, which only sporadically initiate XCI, indicating that loss of XCI does not affect cell survival in vitro (data not shown). Hence, it seems unlikely that a single copy of Jpx in female cells is incompatible with cell viability. In agreement with this, +/Δ(Jpx-Rnf12) ES cells injected in blastocysts could contribute to adult chimaeras, presenting with high coat-color contribution (Supplementary Figure 3B). However, as XCI in the +/Δ(Jpx-Rnf12) ES cells is more strongly reduced, compared to Rnf12+/− ESCs (Figure 2F), these findings suggest that Jpx, and Ftx, and possibly Xpr, act in conjunction with Rnf12, in the cis- or trans-activation of XCI. On the other hand, the results indicate that XCI is still initiated in the presence of only one copy of Rnf12, Jpx, Ftx, and the Xpr, albeit at a lower frequency.

Jpx, Ftx, and Xpr act in cis in the activation of Xist

Activation of XCI by RNF12 is mediated in trans through proteasomal degradation of REX1, which acts as a repressor of Xist (Gontan et al., 2012). To test whether the reduction of XCI in +/Δ(Jpx-Rnf12) cells compared to Rnf12+/− cells represents loss of control either in cis or in trans, we analysed allele specific Xist expression at different time points of ESC differentiation. To this end, we used ESCs carrying X chromosomes from two genetic backgrounds, Cast/Eij and 129/Sv. In wild type female F1 Cast/Eij / 129/Sv ESCs, XCI is skewed with a 65%:35% preferential inactivation of the 129/Sv X chromosome (Figure 2G). When the 129/Sv X chromosome was modified to carry a ΔRnf12 deletion, the Rnf12+/− female ESCs, upon differentiation, showed completely skewed XCI of the ΔRnf12 129/Sv X chromosome (Barakat et al., 2011b; Jonkers et al., 2009) (Figure 2G). This might be explained, because inactivation of the wild type Cast/Eij X chromosome in these cells would lead to an Rnf12 null cell, which may be selected against, or may be unable to maintain Xist expression due to the absence of RNF12. When we investigated XCI skewing for cells carrying the large Δ(Jpx-Rnf12) deletion on the 129/Sv X chromosome, we detected a relative increase in Xist from the wild type Cast/Eij X chromosome compared to Rnf12+/− cells, at day 3 of differentiation (Figure 2G). RNA-DNA FISH analysis detecting Xist RNA and the Xpr region, not present on the Δ(Jpx-Rnf12) allele revealed that 18% of the cells showed an Xist cloud on the wild type Cast/Eij X chromosome after 7 days of differentiation (Supplementary Figure 3C). This expression of Xist RNA emanating from the wild type allele was lost at day 14 of differentiation (Figure 2G). The transient Cast/Eij derived Xist expression which we observed in the +/Δ(Jpx-Rnf12) cells may point to a role for the Jpx-Rnf12 region in the activation of Xist in cis, leading to a further reduction in total Xist expression in the +/Δ(Jpx-Rnf12) cells and therefore a relative increase in Xist RNA transcribed from the wild type Cast/Eij X chromosome.

To test this, we introduced BAC transgenes covering either Rnf12 or both Jpx and Ftx (Jpx/Ftx), into the +/Δ(Jpx-Rnf12) ESCs (Figure 2A). We also introduced a BAC covering the Xpr into these
Figure 3. Rnf12, but not Xpr and Jpx/Ftx activate XCI in trans

(A) RT-qPCR examining Xist expression normalized to Actin, for Xpr, Jpx/Ftx, and Rnf12 transgenic +/Δ(Jpx-Rnf12) ESC clones differentiated for 5 days, compared to wild type female parental cells, Rnf12+/- cells and +/Δ(Jpx-Rnf12) cells. Error bars represent standard deviation (clones used in double transgenic studies are indicated in bold).

(B) Quantification of the percentage of Xpr+Rnf12 and Jpx/Ftx+Rnf12 double transgenic +/-Δ(Jpx-Rnf12) ESCs with an Xist cloud at day 5 of differentiation. Error bars represent the 95% confidence interval, n> 200 cells per ESC line. Also shown are the percentage of Xist clouds in the founder cell lines with the Xpr and Jpx/Ftx transgenes alone (dashed bars), and wild type, Rnf12+/-,
cells. Positive clones were identified by qPCR on genomic DNA (data not shown), and by RFLP RT-qPCR analysis to verify transgenic expression of Ftx, Jpx, and Rnf12 (Supplementary Figure 4A-C). For the Jpx/Ftx transgenic ESC lines we found that three of the six Jpx/Ftx expressed both Ftx and Jpx, and that three clones expressed Jpx alone. Slc16a2, which overlaps with the Xpr region, is not expressed in our ES cells, and verification of Xpr positive clones was therefore performed by DNA FISH (Supplementary Figure 3D).

For day 5 differentiated cells, using qRT-PCR, we observed upregulation of Xist expression only in the +/Δ(Jpx-Rnf12) ESC clones carrying an Rnf12 transgene, but no consistent upregulation was found for the Jpx/Ftx or Xpr transgenic cell lines (Figure 3A and Supplementary Figure 3E-H). Introduction of the Rnf12 transgene as a second transgene, next to either Jpx or Ftx, resulted in upregulation of Xist in most of these double transgenic +/Δ(Jpx-Rnf12) ESC lines (Figure 3B-C), with a positive correlation between Xist

and +/Δ(Jpx-Rnf12) ESC lines. Averages of three independent differentiation experiments for these controls are shown; error bars represent standard deviation, n>200 per cell line. (C) DNA-FISH analysis on Δ(Jpx-Rnf12), Xpr+Rnf12 double transgenic undifferentiated ESCs, with Xpr (FITC) and Rnf12 (Rhodamine Red) probes (FISH signals are indicated with triangles). DNA is stained with DAPI (blue). (D) As in (B), but now Rnf12+Xpr double transgenic +/Δ(Jpx-Rnf12) cell lines are shown. (E) As (D), but now Rnf12+Jpx/Ftx double transgenic +/Δ(Jpx-Rnf12) cell lines are assessed. (F) Allele specific expression of Xist in day 5-differentiated Rnf12 transgenic +/Δ(Jpx-Rnf12) clones. Upper band represents Xist from the 129/Sv allele; lower band represents Xist from the Cast/Eij X chromosome. (G) As (F), but now Xpr transgenic +/Δ(Jpx-Rnf12) clones are assessed. (H) as (F), but here for Jpx/Ftx transgenic +/Δ(Jpx-Rnf12) clones.
upregulation and the expression of transgenic Rnf12 (Supplementary Figure 5A-B and Supplementary Table 1). A predominant effect of RNF12 is also indicated by a reciprocal experiment, where we did not find an additional effect of either Jpx/Ftx or Xpr transgenes in +/Δ(Jpx-Rnf12) ESC cell lines harbouring an Rnf12 transgene (Figure 3D-E and Supplementary Figure 5E-H). Hence, our results indicate that the region encompassing Jpx, Ftx and Xpr does not have a pronounced trans-regulating function in XCI, but is mainly involved in activation of Xist in cis, in contrast to the prominent trans-acting activity of RNF12.

**Jpx, Ftx, and Xpr lower the threshold for RNF12-mediated activation of Xist**

Our findings predict that in a cell carrying a mutant X chromosome lacking a significant part of the cis-regulatory region of the Xic, next to a wild type X chromosome, trans-activation by RNF12 of the Xist gene located on the mutant X will be severely compromised. Indeed, when we determined the allelic origin of Xist RNA in Rnf12 transgenic +/Δ(Jpx-Rnf12) day 5 differentiated ESCs, we found preferential upregulation of Xist expression from the Cast/Eij wild type X chromosome (Figure 3F and Supplementary Figure 5B). Combination of the quantitative RT-PCR data with allele specific expression data indicates that the upregulation of Xist can be solely attributed to increased activation of the Cast/Eij Xist allele (Supplementary Figure 5C-D). Such an effect was not observed upon expression of Jpx/Ftx and Xpr transgenes in +/Δ(Jpx-Rnf12) ESC lines (Figure 3G-H), in concordance with a lack of trans-activity of these regions.

What could be an explanation for the lack of RNF12 mediated activation of XCI on the mutant X chromosome? To study this in more detail, a relevant observation was made for the +/Δ(Jpx-Rnf12) female ESCs at different time points of differentiation, where RT-qPCR analysis indicated upregulation of Tsix (Figure 4A), no change in expression of Nap1L2, a gene located 300 kb centromeric to Tsix (Figure 2A and Figure 4B), and reduced Ftx expression (Figure 4C). Such an upregulation of Tsix was absent in Rnf12−/− cells. Allele specific expression analysis indicated an increase of expression of Tsix from the Δ(Jpx-Rnf12) allele (Figure 4A), suggesting a role for the Jpx-Rnf12 region in overcoming Tsix-mediated repression of Xist, possibly through a cis-acting mechanism that involves co-activation of Xist, or by direct repression of Tsix. Abolishing the function of Tsix on the mutant Δ(Jpx-Rnf12) allele might rescue the XCI phenotype in the +/Δ(Jpx-Rnf12) female ESCs. To test this, we replaced Tsix major exon 1 linked to the Δ(Jpx-Rnf12) allele by a mCherry open reading frame (Supplementary Figure 6A-D). Analysis of XCI during differentiation of these +/ΔTsixΔ(Jpx-Rnf12) ESCs indicated that premature abortion of Tsix transcription indeed restored initiation of XCI in cis on the Δ(Jpx-Rnf12) allele (Figure 4D and 6B). Hence, when Jpx, Ftx, and Xpr are setting up a cis-environment, the results indicate that this cis-action overcomes Tsix-mediated repression of Xist activation. If such a cis-environment is lacking, Tsix expression will be enhanced, and this will result in a strong inhibition of Xist.

**RNF12-mediated feedback is sufficient for proper initiation of XCI**

Our findings underscore the important role of cis-interactions of elements and genes in the activation of Xist or Tsix. However, the cis-interacting landscape cannot distinguish between male
Figure 5. RNF12 is required for initiation of XCI and establishment of Xi

(A) Xist RNA FISH (FITC) on day 5-differentiated wild type Xist^{+/2lox}, +/\Delta(Jpx-Rnf12), and two +/\Delta(Xite-Rnf12) ESC lines (DAPI is blue). (B) Quantification of relative number of Xist clouds during a differentiation time course (days 3, 5, 7 and 10) in cells shown in (A) and in Rnf12^{+/−} cells. Average of two independent differentiation experiments is shown. Error bars represent standard deviation, n>200 cells per time point (t test, * p<0.05, ** p<0.01, *** p<0.001). (C) As in (B), but now female wild type Xist^{+/2lox}, Xist^{+/1lox}, and four Xist^{+/1lox} Rnf12^{+/−} cell lines are shown. (D) Xist RNA FISH (Rhodamine Red) on day 3-differentiated +/\Delta(Xite-Rnf12) ESCs and two Rnf12 transgenic +/\Delta(Xite-Rnf12) ES cell lines (DAPI is blue). (E) Allele-specific RT-PCR detecting Rnf12 in two +/\Delta(Xite-Rnf12) ES cell lines, and Rnf12 transgenic +/\Delta(Xite-Rnf12) ES cell lines. Upper band (Cas) represents Cast/Eij-derived Rnf12 RNA from the wild type X chromosome. Lower two bands (Tg) represent Rnf12 RNA derived from the autosomally integrated 129/Sv Rnf12 BAC. (F) Quantification of RNA-FISH results shown in (D), for female wild type Xist^{+/2lox}, +/\Delta(Xite-Rnf12) ESCs, and Rnf12 transgenic +/\Delta(Xite-Rnf12) ES cell lines, differentiated for three days. Error bars represent 95% confidence interval. >200 cells analysed per cell line.
CHAPTER 2

Figure 6. Rnf12 is expressed form the Xa throughout XCI

(A) Percentage of cells with Xist clouds at different time points of differentiation, in wild type and Rnf12−/− cells with a targeted 129/Sv or Cast/Eij allele. Average of three independent differentiation experiments is shown. Error bars represent standard deviation, n>200 cells per time point (t test, * p<0.05, ** p<0.01). (B) Allele specific expression analysis of Xist detecting a length polymorphism, comparing wild type, +/Δ(Jpx-Rnf12), Rnf12+/− (Cast/Eij), Xist+/lox, +/ΔTsixΔ(Jpx-Rnf12) ES cell lines at different time points of differentiation. Upper band represents 129/Sv derived Xist, whereas lower band represents Cast/Eij derived Xist. (C) Quantification of relative number of wild type, Δ(Jpx-Rnf12), and ΔRnf12/Δ(Jpx-Rnf12) ESCs with Xist clouds during differentiation (day 3, 5, 7 and 10). Average of three independent differentiation experiments is shown. Error bars represent standard deviation, n>200 cells per time point (t test, *p>0.05, ** p<0.01 ***< 0.001). (D) RNA-FISH detecting Xist (FITC) and Rnf12 transcription foci (Rhodamine Red) in day 3 differentiated female (F121) and male (1.3 and J1) wild type ESCs. (E) Quantification of Rnf12 transcription foci in female (F121) and male (1.3 and J1) wild type ESCs during a short differentiation time course (day 0, 2 and 3). Shown are averages of two independent differentiation experiments, and plotted is the percentage of cells with Rnf12 transcription focus. Error bar represents standard deviation, n>200 per time point and ESC line. (F) As in (E), but depicting the percentage of Xist clouds. (G) As in (E), showing the percentage of cells with an Xist coated Xi and a Rnf12 transcription focus associated with the Xa. (# only few cells showed an Xist cloud at day 0 of differentiation). (H) As in (E), but showing the percentage of cells with a Xist cloud co-localizing with a Rnf12 transcription focus.

XY and female XX cells. In contrast, the trans-acting factor RNF12, and putative other XCI-activators, are instrumental in the determination of the number of X chromosomes present in a nucleus, and subsequent initiation of XCI if more than one X is present per diploid genome (Bar-akat et al., 2010; Monkhorst et al., 2008). To test whether Rnf12 is essential for the initiation of XCI in our ∆(Jpx-Rnf12) cells, we removed the second Rnf12 allele by BAC-mediated gene targeting (Supplementary Figure 6G-H). Differentiation of these ESC lines showed severe down-regulation of XCI at all time points compared to wild type controls (Figure 6C). This reinforces that RNF12 is a key trans-acting activator of XCI, and also indicates that its presence might be continuously required for XCI to be established.

To test this continuous requirement, we generated ESC lines in which Xist and Rnf12 are removed in cis. In these cell lines, Rnf12 is expressed from the wild type X chromosome prior to and during the early stages of XCI. This expression will be lost when XCI is initiated on that wild type chromosome, and if expression of RNF12 is continuously required for maintaining the XCI initiation, such Rnf12 silencing should result in a failure of maintaining XCI. To remove Xist, we first introduced a Xite targeting cassette into the +/Δ(Jpx-Rnf12) ESC line to allow Cre mediated deletion of the region from Xite through to and including part of Rnf12 (Supplementary Figure 7A). Cre-mediated loopout of the intervening sequences in properly targeted clones yielded +/Δ(Xite-Rnf12) ESC lines (Supplementary Figure 7B-C). Xist RNA-FISH indicated that Xist cloud formation in differentiating ESC lines was severely compromised by this heterozygous deletion (Figure 5A-B). In addition, the few Xist clouds present looked dispersed, as if Xist targeting to the Xi was disturbed. This cannot be explained by an absence of all elements involved in X-pairing, as +/Δ(Xite-Dxmit171) ESCs undergo normal XCI (Figure 1). Furthermore this cannot be explained by loss of one Rnf12 allele, because the XCI phenotype is more pronounced than what we observed in the +/Δ(Jpx-Rnf12) cells. Hence, this might suggest that RNF12 is continuously required to establish the Xi.

To preclude a possible effect of the combined deletion of many elements on the XCI phenotype, and to test whether RNF12-mediated feedback is indeed sufficient to prevent XCI on the Xa in XaXi cells, we generated Xist+/lox Rnf12+/− cis
compound knockout ESC lines with single gene mutations located on the same X chromosome. Targeting of Xist$^{lox/+}$ ESCs with an Rnf12-lox cassette targeting the same 129/Sv allele was verified, followed by Cre mediated loopout of Xist (Figure 2B-C). XCI analysis of several Xist$^{+/1lox}$ Rnf12$^{+/+}$ ESC lines indicated a severely reduced percentage of Xist clouds, compared to wild type and Xist$^{+/1lox}$ Rnf12$^{+/+}$ ESC lines (Figure 5C). In addition, as in the $+/\Delta$(Xite-Rnf12) cells, Xist clouds in
Xist\(^{+/\text{lox}}\) Rnf12\(^{+/-}\) cells were dispersed, as if Xist could not properly accumulate, or this might represent cells which have accumulated Xist followed by a down-regulation of Xist expression. Control cells, in which Xist was mutated on the 129/Sv X chromosome and Rnf12 was mutated on the Cast/Eij X chromosome, showed normal XCI of the X chromosome harbouring the Rnf12 mutation (data not shown). Therefore, the results of both the +/\Delta(Xite-Rnf12) and the Xist\(^{+/\text{lox}}\) Rnf12\(^{+/-}\) ESCs suggest that RNF12 is continuously required to establish the Xi. Indeed, when we introduced an autosomal copy of Rnf12 in \Delta(Xite-Rnf12) ESCs, these EB differentiated Rnf12 rescued \Delta(Xite-Rnf12) ESCs showed robust upregulation of Xist with normal appearing Xist clouds localized at the Xi (Figure 5D-F and Supplementary Table 1C). In contrast, introduction of a BAC covering either Ftx and Jpx or the Xpr did not result in restoration of Xist expression in these cells (Supplementary Figure 7D-E).

A dual role for RNF12 in initiation of XCI and establishment of the inactive state of the Xi, explains the reported skewing towards inactivation of the X chromosome carrying an Rnf12 mutation in Cast/Eij/129/Sv heterozygous Rnf12\(^{+/-}\)129/Sv cells (Barakat et al., 2011a; Jonkers et al., 2009). In this situation, the wild type copy of Rnf12 remains active, which predicts that, in ESC lines with a mutated Cast/Eij Rnf12 allele, the Cast/Eij X chromosome will be preferentially inactivated. Indeed, when we obtained such Rnf12\(^{-}\text{Cast/Eij}/+\) ESCs through BAC-mediated targeting, we observed reciprocal skewing in these Rnf12\(^{-}\text{Cast/Eij}/+\) ESCs compared to Rnf12\(^{+/-}\)129/Sv cells upon differentiation (Figure 6A-B and Supplementary Figure 6E-F). From this, one would expect that, in differentiating wild type ES cells which have started XCI, Rnf12 expression is always maintained from the future Xa. This was tested using RNA-FISH detecting Xist and Rnf12. We found that almost 90% of the female cells with an Xist cloud also contained an Rnf12 transcription signal located on the Xa (Figure 6D and 6E, G). Also, we found that Rnf12 transcription was almost never observed within an Xist cloud, even during early stages of Xist cloud formation (Figure 6D and 6F-H). This confirms that there is a highly efficient feedback mechanism, to ensure that Rnf12 does not escape from XCI and that RNF12 is down-regulated as soon as XCI is initiated, preventing inactivation of one X too many.

Discussion

The genomic region around the Xist gene is composed of a complex series of elements and genes, which act together to achieve well-controlled transcription of Xist RNA, leading to inactivation of either one of the two X chromosomes in female cells of placental mammals within a defined developmental time window. Herein, we have studied the initiation of random XCI in mouse ES cells, and the first steps towards establishment of the Xi. Our findings reveal a mechanism for XCI which involves cis-action of the genomic region nearby Xist in conjunction with trans-action of X-linked gene products. This mechanism provides dosage-mediated initiation of XCI and feedback, protecting against silencing of too many X chromosomes.

Co-activation of Xist, Jpx and Ftx

Cis-acting elements and genes are important regulators of Xist activity by regulating Xist directly or indirectly through Tsix. However, cis-acting information will not allow the cell to discriminate between male and female, which is determined by
the dose-dependent action of trans-acting XCI-activators and inhibitors. In recent years, several cis-acting sequences have been identified to regulate Xist or Tsix, and 3C and 5C studies have indicated that Xist and Tsix reside in different neighbouring chromatin interaction domains, or topologically associated domains (TAD) (Nora et al., 2012; Tsai et al., 2008). Jpx, Ftx and Xpr reside in the Xist TAD, and previous experimental data confirmed a positive regulatory role for these elements in activation of Xist (Augui et al., 2007; Chureau et al., 2011; Sun et al., 2013; Tian et al., 2011). Our study involving +/Δ(Xite-Dxmit171) and +/Δ(Jpx-Rnf12) ESCs indicates that this part of the Xist TAD activates Xist in cis. The Rnf12 gene is located near the telomeric end of the Xist TAD, but it is unlikely that this gene plays a role in cis-activation of XCI, as Rnf12+/− cells preferentially inactivate the ∆Rnf12 X chromosome. In addition, the XCI phenotype in the +/Δ(Jpx-Rnf12) cells, which also affected the wild type allele, can be rescued by introduction of a randomly integrated Rnf12 transgene. Evidence for a strong trans-activating role for RNF12 in Xist activation is provided by many different experimental approaches. If other genes within the Xist TAD have trans-activating activity, such an activity is weak, compared to the effect exerted by RNF12. No detectable trans-acting activity of Jpx and Ftx was found in our previous studies (Jonkers et al., 2009). The present transgene studies involving Jpx, Ftx and Xpr introduced in +/Δ(Jpx-Rnf12) and +/Δ(Xite-Rnf12) cells did not reveal any trans-acting activity of the region deleted in Δ(Jpx-Rnf12) ES cells. This, and our finding that XCI is unaffected in +/Δ(Xite-Dxmit171) ESCs, contrasts two recent studies suggesting a role for Jpx in the regulation of XCI in trans (Sun et al., 2013; Tian et al., 2011). In comparing the outcome of different studies, one needs to take into account that the genetic background of ESCs might play some role. On the other hand, we arrive at our conclusion based on a comparison between the trans effects of Jpx/ Ftx and Jpx alone in comparison to that of Rnf12, for ESCs on the same genetic background. Such a comparison was not made in the other studies (Sun et al., 2013; Tian et al., 2011). Differentiation of our Rnf12+/− ESCs did not result in massive cell death, as reported for the Jpx+/− ESCs (Tian et al., 2011), despite the fact that the Rnf12+/− cells only sporadically initiate XCI (Barakat et al., 2011a). This indicates that loss of XCI, when induced by homozygous loss of Rnf12, does not result in massive cell death in vitro upon ESC differentiation. Hence, loss of Jpx+/− ESCs by cell death (Tian et al., 2011) might be caused by some mechanism unrelated to XCI.

One key question is how Jpx, Ftx, and Xpr manage to regulate Xist in cis. In the present study, we find that Xist expression is severely compromised on the X chromosome with a Δ(Jpx-Rnf12) deletion. Introduction of a randomly integrated Rnf12 transgene shows preferential upregulation of Xist from the wild type X chromosome, indicating that the RNF12 concentration threshold to initiate XCI on the Δ(Jpx-Rnf12) X chromosome is very high (Figure 7A). In agreement with this, we found enhanced Tsix expression in cis. By removing Tsix in cis we were able to reduce the RNF12 threshold, allowing an increased rate of initiation of XCI. These results indicate that Jpx, Ftx, and Xpr counteract the repressive action of Tsix by activating Xist in cis. Recent studies have indicated that genes located within a TAD are highly co-regulated (Dixon et al., 2012; Nora et al., 2012). This TAD restricted cis-activating environment controlling Xist and Tsix may exert its action by means of promoter and enhancer co-activation through mass action (Schoenfelder et al., 2010). Such a model is supported by findings that Jpx and Ftx form an inter-
action hub together with $Xist$ (Tsai et al., 2008), and that disruption of $Ftx$ results in down-regulation of both $Jpx$ and $Xist$ (Chureau et al., 2011). This would mean that the additive activity of promoters and regulatory elements within the $Xist$ TAD is crucial in the regulation of $Xist$. Co-activation through promoter contacts may
indicate that there is no major function for the Jpx and Ftx RNAs in activation of Xist, a suggestion which explain the poor conservation of the exon-intron structure of these genes among placental mammals.

**XCI in the absence of X-pairing**

In female cells both X chromosomes come in close proximity prior to the initiation of XCI. Initial reports showed a significant percentage of cells with both Xic’s located within a 2 μm distance at the onset of XCI (Bacher et al., 2006; Xu et al., 2006). More recently, time lapse imaging studies revealed a short complete overlap of both Xic’s prior to Xist spreading (Mausui et al., 2011). We addressed the question whether pairing is required for XCI to be initiated. The present observations on initiation of XCI in male nuclei in XX-XY ESC heterokaryons, and initiation of XCI in ESCs that lack all elements identified to be crucial for the pairing process, indicate that pairing is not required for XCI initiation and counting. X-pairing likely reflects changes in transcriptional activity of genes located within the Xist and Tsix TADs, and might be a consequence of the XCI process. This is supported by the finding that transcription is required for pairing to occur (Xu et al., 2007), and the absence of X-pairing after CTCF knockdown (Xu et al., 2007) might reflect dys-regulation of XCI activation and initiation. Active genes are preferentially located in the nuclear interior whereas silent gene loci reside in the nuclear periphery, and transient activation of Xist, and other genes within the Xist TAD, on both X chromosomes may lead to relocation of the loci. In addition, association of co-regulated genes has been reported, for example, for the erythroid and stem cell specific genes in developing red cells and ESCs, respectively, showing preferential recruitment of these genes to a limited number of transcription factories enriched for shared transcription factors (de Wit et al., 2013; Schoenfelder et al., 2010). Similarly, Xist and possibly Jpx, Ftx, and Xpr could transiently share the same, in number restricted, transcriptional interactomes. These inter-X chromosomal associations will happen by chance, and may explain that XCI is associated with X-pairing.

**RNF12 expression crucial for maintained Xist expression**

The near complete loss of XCI in Rnf12−/− ESCs indicates a crucial role for RNF12 in the initiation of XCI. Other authors have suggested a less prominent role for RNF12 in initiation of random XCI as compared to imprinted XCI in mice (Shin et al., 2010). However, our previous and present findings involving the Rnf12−/− and ∆Rnf12/∆(Jpx-Rnf12) ESC lines, all support a critical role for RNF12 in initiation of random XCI. XCI was also severely affected in the +/∆(Xite-Rnf12), and Xist+/1lox Rnf12−/+ (cis) ESC lines, to a much higher extend than in Rnf12−/− and Xist+/lox Rnf12−/+ (trans) ESCs. This indicates that the effect of the respective mutations in the +/∆(Xite-Rnf12), and Xist+/1lox Rnf12−/+ (cis) ESC lines on XCI cannot be attributed to loss of XCI initiation, a conclusion that is supported by our observation of dispersed Xist clouds upon differentiation of these ESC lines. Therefore, the results obtained with the +/∆(Xite-Rnf12), and Xist+/1lox Rnf12−/+ ESC lines indicate that RNF12 is required at a next step, after Xist upregulation, to maintain Xist expression towards establishment of the Xi.

Our data indicate that Rnf12 is acting at two subsequent steps to regulate XCI. In differentiating wild type female ESCs the X-encoded XCI-activator activ-
ity (including Rnf12) will be twice as high as in male ESCs driving initiation of XCI, which is stochastic and can happen on either one of the two X chromosomes. This leads to silencing of all activators of XCI in cis, which will prevent XCI on the second X chromosome. As a consequence of the stochastic nature of the process initiation of XCI may happen on the two X chromosomes at the same time, or within the time window where the Xi has not been established yet. In the RNF12-based XCI model, where RNF12 is involved also in maintenance of XCI, initiation of XCI on both X chromosomes results in loss of XCI, which is a reversible process early during ESC differentiation, and may therefore allow cells to restart the XCI process. This continuous requirement for RNF12 throughout XCI is probably an underlying cause for complete skewing of XCI in Rnf12+/− cells, and may explain loss of imprinted XCI in female Rnf12+/− embryos after inheritance of the null allele through the maternal germ line (Shin et al., 2010). In +/Δ(Xite-Rnf12) and Xist+/lox Rnf12+/− cells, accumulation of Xist on the wild type X chromosome will shut down the single functional Rnf12 gene in cis (Figure 7A) followed by loss of Xist coating, visible in the +/Δ(Xite-Rnf12) and Xist+/lox Rnf12+/− cells as dispersed signals after Xist RNA-FISH. This may result in reactivation of the Xi, allowing RNF12 to increase and start XCI again, but in most of the +/Δ(Xite-Rnf12) and Xist+/lox Rnf12+/− cells this vicious circle never allows spreading of Xist. The low amount of cells that do show dispersed spreading of Xist underscores the robust feedback mechanism involving close proximity of Rnf12 to Xist, but also the high turnover of both RNF12 and its target REX1.

A cis- and trans-X inactivation center

The Xic was determined by genetic studies delineating a 10 Mb region in mouse, or a 700 kb region in human, to be required for XCI (Augui et al., 2011). Most of the gene interactions are restricted within the TADs and are much more abundant than inter TAD interactions, suggesting that the Xist and Tsix TADs most likely represent the cis-regulatory region required for XCI, representing the cis-Xic (Figure 7B). Our findings support this, and indicate that all important Xist regulatory elements reside within the Xist TAD. However, to be able to regulate Xist and Tsix in a sex-specific manner, trans-acting cues are crucial. The trans-Xic may encompass multiple regions on the X chromosome involved in activation of the XCI process. Genes generating activators of XCI can be located anywhere on the X chromosome, although close proximity to Xist will facilitate a rapid feedback mechanism preventing XCI on both X chromosomes. Parallel pathways in the activation of XCI may be present, as indicated by the presence of a percentage of Xist clouds in Rnf12+/− cells, which is higher than the percentage found for male cells. In addition, XCI-activator activity may also come from X-linked genes acting in the same pathway as RNF12, by affecting Rnf12 gene or protein activity.

Although putative XCI-activators acting on Rnf12 expression or function may still be identified, our present studies support a critical role for the RNF12-REX1 pathway in XCI. The double dose of RNF12 expression in female cells drives female-specific initiation of XCI, whereas the continued requirement for one active copy of Rnf12 to establish the Xi provides a robust and fast feedback mechanism which takes care that once XCI has started, this does not result in oscillation between off-on states.
Experimental Procedures

**ES cell culture, generation of knockout cell lines, and transgenesis**

Wild type ESC and culture media for ESC culture and differentiation have been described (Barakat et al., 2011a). To generate the +/Δ(Xite-Dxmit171) cell lines, a pXite DTA Hygro TK vector was used to insert a lox site upstream of Xite (Monkhorst et al., 2008) in wild type female F121 ESCs, and correct targeting was verified by Southern analysis. Then, the Dxmit171 length polymorphism was targeted by a BAC targeting vector replacing the Dxmit171 length polymorphism on the 129/Sv allele by a floxed neomycin cassette. Transient Cre expression resulted in the loopout of the region between the lox sites, resulting in the Δ(Xite-Dxmit171) allele. To generate the +/Δ(Jpx-Rnf12) deletion cell lines, a female Xist 2lox ESC line, containing a wild type Cast/Eij X chromosome and a 129/Sv X chromosome with a floxed Xist allele (Csankovszki et al., 1999) was used. Rnf12 was targeted using the previously described BAC targeting vectors and methods (Barakat et al., 2011a; Jonkers et al., 2009), thereby introducing an additional lox site on the 129/Sv X chromosome. Correct targeting was verified using an RFLP based screening method and Southern blotting (Monkhorst et al., 2008), transient Cre expression was used to loopout Xite, Tsix, and Xist (Δ(Xite-Rnf12) allele), which was detected by PCR analysis. For rescue experiments, the previously modified BAC transgenes covering Rnf12, Jpx/Ftx or the Xpr (Jonkers et al., 2009), with either neomycin or puromycin selection, were used. Copy number of transgenes was estimated using qPCR on genomic DNA, as previously described (Barakat et al., 2011a; Jonkers et al., 2009).

**Expression analysis**

Expression analysis was performed by qRT-PCR, as previously described (Barakat et al., 2011a), using the primers listed in Supplementary Table 2.

**Generation of experimental heterokaryons**

Male (1.3) (Jonkers et al., 2008) and female (F121) mouse ESCs were labelled with Vibrant 1,1’-dioctadecyl-3, 3,3’,3’-tetramethylindodicarbocyanine (DiD) and 3,3’-dioctadecyloxacarbocyanine perchlorate (DiO) cell labelling solutions (Molecular Probes, Invitrogen), respectively. Cells were resuspended at 1·10^6 cells/ml in DMEM and labelled with 5 μl/ml of dye at 37°C for 15 min. After washing, cells were allowed to recover for two days in ES cell medium on MEFs. ESCs were then preplated and mixed in a 1:1 ratio, washed, and fused with 50% (resulting in +/Δ(Jpx-Rnf12) ΔTsix cell lines). To remove Xite and Tsix sequences, a pXite DTA hygroTK vector was used to insert a lox site upstream of Xite (Monkhorst et al., 2008) in the cell line already deleted for Jpx, Ftx, and Xpr, and mutated for Rnf12. After verification of correct targeting by Southern blotting (Monkhorst et al., 2008), transient Cre expression was used to loopout Xite, Tsix, and Xist (Δ(Xite-Rnf12) allele), which was detected by PCR analysis. For rescue experiments, the previously modified BAC transgenes covering Rnf12, Jpx/Ftx or the Xpr (Jonkers et al., 2009), with either neomycin or puromycin selection, were used. Copy number of transgenes was estimated using qPCR on genomic DNA, as previously described (Barakat et al., 2011a; Jonkers et al., 2009).
polyethylene glycol (pH 7.4) (PEG 1500; Roche Diagnostics) at 37°C over 1 min before dilution. Cells were washed and cultured in ESC-media overnight in gelatinised culture dishes. Differentiation was started after 12 hours, by washing and addition of EB-medium. After 12 hours of differentiation, DiD+DiO+ cells were FACS-sorted using a FACSARia cell sorter (BD Bioscience). The DiO+DiD+ sorted cells were plated out on chamber slides in EB-medium and differentiated for additional periods of 48 hours (day 2.5) or 108 hours (day 5) prior to fixation.
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Supplemental Information includes seven figures and two tables and can be found with this article online at http://dx.doi.org/10.1016/j.molcel.2014.02.006.
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Summary

In female mammals, X chromosome inactivation (XCI) is a key process in the control of gene dosage compensation between X-linked genes and autosomes. Xist and Tsix, two overlapping antisense transcribed noncoding genes, are central elements of the master locus regulating XCI. Xist up-regulation results in coating of the entire X chromosome by Xist RNA in cis, whereas Tsix transcription acts as a negative regulator of Xist. We generated a series of Xist and Tsix reporter mouse embryonic stem (ES) cell lines, to study the genetic and dynamic regulation of these genes upon ES cell differentiation, and uncoupled from each other. Our results reveal mutually antagonistic roles for Tsix on Xist and vice versa, and, by analysis of different X-to-autosome (X:A) ratios, provide evidence for additional X-linked genes involved in their regulation. In addition, we observed independent stochastic but concerted regulation of the two genes, which is rather stable during ES cell differentiation. Interestingly, we also found two semi-stable transcriptional states of the Xic, which are delineated by the Xist and Tsix topologically associating domains (TADs), and which might represent higher order conformations predicting the outcome of XCI.

Introduction

Early during mammalian development one of the two X chromosomes in female cells is transcriptionally inactivated. This X chromosome inactivation (XCI) process is initiated early during development, and is then clonally propagated through a near infinite number of cell divisions. Two X-linked non-coding genes, Xist and Tsix play a key role in the regulation of XCI in mouse. Xist expression is up-regulated on the future inactive X chromosome (Xi), and cis-spreading of Xist leads to recruitment of chromatin remodeling complexes that render the X inactive. Tsix is transcribed anti-sense to Xist and fully overlaps with Xist (Lee et al., 1999). Tsix transcription and/or the produced Tsix RNA are involved in repression of Xist which includes Tsix mediated chromatin changes at the Xist promoter (Lee and Lu, 1999; Navarro et al., 2006; Ohhata et al., 2008; Sado et al., 2005).

Xist and Tsix are key components of the master switch locus that is regulated by X-encoded XCI-activators and autosomally encoded inhibitors of XCI. XCI-activators either activate Xist and/or repress Tsix, whereas XCI-inhibitors are involved in repression of Xist and/or the activation of Tsix. In recent years several XCI-inhibitors have been described, including the pluripotency factors NANOG, SOX2, OCT4, REX1, and PRDM14, which provide a direct link between loss of pluripotency and initiation of XCI (Ma et al., 2011; Navarro et al., 2008; Navarro et al., 2010; Payer et al., 2013). These factors, and other ubiquitously expressed XCI-inhibitors including CTCF (Donohoe et al., 2007; Sun et al., 2013), repress initiation of XCI through binding to multiple gene regulatory elements of Xist and Tsix. Genetic studies indicate that several of these elements might fulfill redundant roles in the regulation of XCI (Barakat et al., 2011a; Nesterova et al., 2011).

The X-linked gene Rnf12 encodes the only XCI-activator that has been described so far (Jonkers et al., 2009). The encoded protein RNF12 is an E3 ubiquitin ligase, which targets the XCI-inhibitor REX1 for degradation (Gontan et al., 2012). Overexpression of Rnf12 results in ectopic XCI in differentiating
transgenic embryonic stem cells (ESCs). ChIP-seq studies indicated REX1 binding in both Xist and Tsix regulatory regions. REX1 mediated repression of Xist involves indirect mechanisms including activation of Tsix, as well as direct regulation of Xist by a competition mechanism, where REX1 and YY1 compete for shared binding sites in the F repeat region in Xist exon 1 (Makhlouf et al., 2014).

Rnf12 knockout studies revealed a reduction of XCI in differentiating female Rnf12+/− ES cells, and a near loss in XCI initiation in Rnf12−/− ES cells (Barakat et al., 2011b). However, remained initiation of XCI in a subpopulation of Rnf12+/− cells also indicates the presence of additional XCI activators, as XCI is not initiated in male cells. This is supported by in vivo studies revealing that mice with a conditional deletion of Rnf12 in the developing epiblast are born alive (Shin et al., 2014). Jpx and Ftx have been described as putative XCI-activators (Chureau et al., 2011; Tian et al., 2010). Both genes are located in a region 10-100kb distal to Xist, and knockout studies indicated that both genes are involved in Xist activation. Although transgene studies implicated Jpx as a trans-activator of Xist, recent studies involving a knockout of a region from Xite up to the Xpr region did not reveal any effects in trans suggesting that Ftx and Jpx are cis-activators of Xist (Barakat et al., 2014).

Interestingly, examination of the higher order chromatin structure revealed Xist and Tsix to be located in two distinct neighboring topological associated domains (TADs) (Nora et al., 2012). Positive regulators of Xist, including Jpx and Ftx are located in the same TAD, and similarly Tsix positive regulators are located in the Tsix TAD, suggesting that these two TADs represent the minimal X inactivation center covering all cis-regulatory elements, which are regulated by trans-acting XCI-activators and -inhibitors. During development or ES cell differentiation the XCI-activator concentration in female cells will be two fold higher compared to male cells, which is sufficient to direct female exclusive initiation of XCI. Stochastic initiation of XCI and rapid feedback mechanisms, including the shutdown of Tsix, Rnf12 and other XCI-activators in cis, direct a highly efficient XCI process, facilitated by the requirement of loss of pluripotency for initiation of XCI (Schulz et al., 2014).

The overlapping gene bodies of Xist and Tsix and the mutually antagonistic roles of these two genes hamper clear insights in the regulatory mechanisms that govern Xist and Tsix transcription. To be able to study the independent pathways directing Xist and Tsix transcription we have generated Xist and Tsix reporter alleles, with fluorescent reporters replacing the first exon of Xist and/or Tsix. Our studies indicate antagonistic roles for both Xist and Tsix, and show that RNF12 and REX1 regulate XCI through both repression of Tsix and activation of Xist. Live cell imaging confirms reciprocal correlation of Xist and Tsix transcription, but also reveals that their regulation is not strictly concerted and rather stable in time. Interestingly, loss of an X chromosome severely affects the dynamics of both Xist and Tsix expression, and results in two different cell populations with semi-stable transcriptional states, absent in female ES cells. This indicates a regulatory role for the X:A ratio, regarding the nuclear concentration of X-encoded trans-acting factors. Similar semi-stable transcriptional states are observed in female ES cells grown in medium supplemented with MEK and GSK3 inhibitors, and display distinct XCI characteristics upon ES cell differentiation. Our findings suggest that XCI-activators are required to install a uniform transcriptional state of the Xic that allows proper up-regulation of Xist upon ES cell differentiation.
Results

Antagonistic roles for *Xist* and *Tsix*

*X* chromosome inactivation (XCI) is orchestrated by *Xist* and *Tsix*, two non-coding RNAs with antagonistic roles. *Xist* is essential for XCI to occur in cis (Marahrens et al., 1997; Penny et al., 1996), while *Tsix* is a negative regulator of XCI (Lee and Lu, 1999; Stavropoulos et al., 2001). Analysis of the regulation of *Xist* and *Tsix*, and their relationship during the onset of XCI is hampered by the architecture of the locus. *Tsix* entirely overlaps with *Xist*, is transcribed in antisense direction, and manipulation of one of the two genes always affects the antisense partner. To be able to follow and manipulate the activity of the *Xist* and *Tsix* promoters independently, we generated a series of reporter lines in murine ES cells (Fig. 1A). Exploiting BAC-mediated homologous recombination in polymorphic female 129/Sv-Cast/Ei ES cells (Barakat et al., 2011c), exons 1 of *Xist* and *Tsix* were replaced with EGFP and mCherry coding sequences, respectively (Fig. S1). Expression of the reporters was thus controlled by the endogenous promoters of these two non-coding genes. The alleles behaved as full *Xist/Tsix* knockouts, resulting in complete skewing of XCI, because splice donor sites at the 3'-end of the targeted exons

---

**Figure 1. Xist and Tsix Reporter Lines Reveal Antagonistic Roles for Xist and Tsix**

(A) Map of the *Xist/Tsix* locus showing design of the reporter cell lines and exemplary pictures of undifferentiated and differentiated cells. **(B and C)** Histograms of EGFP (B) and mCherry (C) FI distribution as determined by FACS analysis. Black outlines represent single knockin cell lines *Xist*-GFP undifferentiated (B) and *Tsix*-CHERRY at day four of differentiation (C). Solid colors represent FI distributions for *Xist*-GFP/*Tsix*-CHERRY. **(D)** Quantification of two-color RNA FISH detecting *Xist* and *Tsix* transcripts at different time points of differentiation. Cells scored show Xist cloud identifying the Xi and a Tsix pinpoint from the Xa. Dark blue bars represent wild type female ES cells, green bar *Xist*-GFP line and light blue bars two independent *Xist* deletion lines. Error bars indicate 95% confidence interval, n > 150 for all time points and cell lines. **(E)** Analysis of *Tsix* transcript levels at different time points of differentiation by quantitative RT-PCR. Quantification of *Tsix* emanating from the Xa in *Tsix*-CHERRY and the Xi in *Xist*-GFP/*Tsix*-CHERRY is depicted as fold change as compared to undifferentiated cells. Error bars represent SD of two independent experiments. See also Figure S1 and Figure S2.
were removed and polyA signals downstream of the reporters terminated transcription (Fig. S1). By successive rounds of targeting and cre-mediated removal of selection markers three ES cell lines were obtained: i) Xist promoter-EGFP knock-in (Xist-GFP), ii) Tsix promoter-mCherry knock-in (Tsix-CHERRY) and iii) double knock-in on the same allele with Xist promoter-EGFP and Tsix promoter-mCherry (Xist-GFP/Tsix-CHERRY). Differentiation of these lines and expression of Xist and Tsix on the remaining wild-type allele was unperturbed (Fig. S2A). Moreover, FACS analysis of EGFP and mCherry expression for all three ES cell lines during differentiation shows faithful recapitulation of the behaviour of wild-type Xist and Tsix during the first days of differentiation (Fig. S2B). EGFP is initially up-regulated until the Xist promoter on the mutant allele becomes repressed around day 3 of differentiation because this Xist deletion allele is destined to become the active X chromosome (Xa). Conversely, mCherry is highly expressed in undifferentiated ES cells and is gradually down-regulated upon differentiation. As expected, comparison of Xist-GFP/Tsix-CHERRY ES cells, which allows independent tracking of Xist/Tsix, with Xist-GFP ES cells shows EGFP de-repression in undifferentiated cells if Tsix is deleted in cis (Fig.1B).

Comparison of Xist-GFP/Tsix-CHERRY with Tsix-CHERRY revealed delayed down-regulation of the mCherry reporter in the double knockin, which might indicate a role for Xist in silencing Tsix. Interestingly, quantification of Tsix levels emanating from the wild type X chromosome in Xist-GFP/Tsix-CHERRY (Tsix only on Xi) and Tsix-CHERRY (Tsix only on Xa) by qPCR showed similar kinetics of Tsix down-regulation on Xi and Xa (Fig. 1E). Therefore, the delay in mCherry down-regulation cannot be attributed to differences in mCherry expression/Tsix promoter activity between the Xi (in Tsix-CHERRY line) and the Xa (in Xist-GFP/Tsix-CHERRY line), suggesting that Tsix down-regulation on the future Xa is compromised upon ES cell differentiation in the absence of Xist (Fig.1C). To verify that this effect is not due to the deletion of any DNA elements involved in the repression of Tsix in Tsix-CHERRY, we performed two-colour RNA FISH to distinguish between Xist and Tsix transcripts in differentiating ES cells. Three independent Xist deletion lines, Xist-GFP, Xistlox

► Figure 2. Time-Lapse Imaging of Live Cells

(A) Quantification of Xist RNA FISH in differentiating wild type and Xist-GFP/Tsix-CHERRY cells. Error bars indicate 95% confidence interval, n > 100 for day 0, n > 350 for day 3 and 6, n > 150 for day 10. (B) Exemplary pictures of Xist-GFP/Tsix-CHERRY cells taken at different time points of differentiation during time-lapse imaging. Scale bar is 5 µm. (C) Whole cell integrated FI values of EGFP (green) and mCherry (red) plotted over time for several exemplary cells during time-lapse imaging. (D) Linear regression of FI over time for each cell cycle was performed. Slope of linear regression as a proxy for promoter activity is plotted. Values for EGFP FI are binned into low (lowest tercile), medium (intermediate tercile) and high (highest tercile), and the corresponding values for mCherry are plotted right next to it. (E) Same as in (D), but bins are chosen according to time point of Xist promoter activation. Threshold for Xist activation was set at 3.29 SDs (corresponding to 99.9% within confidence interval) of background mean EGFP FI measured within the first six hours of time-lapse experiment. Bins as depicted in cartoon on top of panel were chosen as follows: The exact cell cycle in which EGFP FI threshold is reached (exact), one cell cycle before or after threshold is reached (-1,+1) and all cell cycles before or after threshold is reached (all before, all after). (F) EGFP FI reaching a threshold as defined in (E) in relation to cell cycle progression. Dots show time point in cell cycle when EGFP FI threshold is passed. Box plot summarizes data, with thick bar representing median, edges of box the 25th and 75th percentiles and whiskers the 9th and 91st percentiles. (G) Pedigree of an exemplary cell followed through four cell divisions. In top panel, slope of linear regression as described in (D) is shown for EGFP FI. In lower panel, slope of linear regression is shown for mCherry. Same colored dots represent the same cell, thus values for EGFP in top panel and mCherry in lower panel. Arrows connecting dots indicate mother cell to daughter cell relationship.
(Csankovszki et al., 1999) and ptet-Xist (A. Loda, unpublished), show persisting Tsix transcription from Xa compared to wild-type ES cells (Fig.1D & S2C). Taken together, these results show that Xist and Tsix display antagonistic roles, directly influencing the expression level of each other on the Xa during the early phases of ES cell differentiation. It also highlights the need to investigate the dynamics of their early genetic regulation on the un- coupled allele in Xist-GFP/Tsix-CHERRY.

Dynamics of regulation of the Xic by live cell imaging

The Xist-GFP/Tsix-CHERRY line allowed us to monitor the regulation of Xist and Tsix independently and disconnected from their antagonistic silenc-
ing capabilities at single cell level. Initial analysis of FACS plots showed that Xist up-regulation precedes Tsix down-regulation (Fig. S2B). To verify proper regulation of the wild-type X chromosome Xist RNA FISH was performed on Xist-GFP/Tsix-CHERRY ES cells at different time points of differentiation. Consistent with qPCR data (Fig. S2A), Xist-GFP/Tsix-CHERRY cells displayed similar kinetics of Xist cloud formation as wild type cells, albeit with slightly reduced percentages as - probably due to stochastic initiation- expected from a full Xist knockout (Fig. 2A). These data, together with RNA quantification and FACS analysis, demonstrate that both wild-type and mutant allele are properly regulated also on single cell level, and that cloud formation occurs early during differentiation.

To further analyze the dynamics of Xist and Tsix regulation, we performed live cell imaging of differentiating Xist-GFP/Tsix-CHERRY cells for extended periods of time by confocal microscopy (Fig. 2B). The integrated EGFP and mCherry fluorescence intensities (FI) of entire single cells were measured, resulting in oscillating patterns due to accumulation of fluorescent reporters followed by dilution upon cell division (Fig. 2C). For each cell cycle, the slope of the linear regression of integrated FI over time gives an estimate of the activity of the Xist and Tsix promoters. Binning cell cycles with low, medium and high increase in EGFP FI into groups and comparing the corresponding values for mCherry confirms a concerted anti-correlated regulation independent of antisense transcription, with EGFP being up-regulated before down-regulation of mCherry (Fig. 2D). Next, we set a threshold for mean EGFP FI to estimate at which point EGFP FI rises above background noise. This serves as a proxy for activation of the Xist promoter and allowed us to bin cell cycles in relation to the time point of Xist activation. Low values for the slope of mCherry before, and high values after Xist activation argue that, in spite of concomitant anti-correlated regulation, Xist and Tsix are independently and stochastically regulated (Fig. 2E). This independence is also apparent from the original EGFP/mCherry FI plots, in which mCherry down-regulation in different cells occurs before, exactly at or after EGFP activation (Fig. 2C). Analysis of the timing of EGFP up-regulation demonstrates that passing the threshold predominantly occurs in the second half of the cell cycle (Fig. 2F). This clustering of threshold-passing events suggests that Xist is activated preferentially during a defined window of time in the cell cycle, even though an arbitrarily set threshold and uncertainties regarding the kinetics of translation and maturation of EGFP preclude inference of the exact time of Xist activation.

Live cell imaging also enabled us to follow single cells through mitosis and monitor the fate of daughter cells through successive rounds of cell division. Plotting the slope of EGFP/mCherry FI for each generation confirms the previously described anti-correlation of Xist and Tsix activity for each given cell (Fig. 2G). Moreover, daughter cells display strikingly similar patterns of Xist and Tsix promoter activities, indicating that they generally follow the same fate. This implies that switches of Xist and Tsix activity occur rarely or slowly and that once a certain transcriptional state is established it is stably transmitted through cell division and relatively resistant to changes or reversal. It also hints at major changes in reporter activity predominantly taking place during or just after mitosis, because shifts in the slope of FI over time rarely occur between cell divisions. Taken together, live cell imaging and fate mapping suggest that on an uncoupled allele, Xist and Tsix are antagonistically regulated in a develop-
mentally concerted manner, even though up- and down-regulation of both genes per se are independent and probably stochastic. We also find evidence for a specific time point in the cell cycle at which Xist activation occurs and observe that fate decisions, once established, are quite stable.

**Interdependent regulation of the Xic’s**

Even though the EGFP and mCherry reporters provide an estimate of Xist and Tsix promoter activity, we cannot directly relate them to silencing of an X chromosome, as only the wild-type allele harbors an intact copy of Xist and can therefore initiate XCI. To address this problem, an Ezh2 transgene fused to mTagBFP2-FLAG (Subach et al., 2011) was introduced into Xist-GFP/Tsix-CHERRY ES cells. EZH2 is part of the PRC2 complex that transiently co-localizes with the Xi during initiation of XCI (Plath et al., 2003) and serves as a marker for actual silencing of one X chromosome. Immuno-fluorescence staining confirmed that transgenic EzH2-FLAG co-localizes with H3K27me3 (Fig. S3A). In addition, the kinetics of association of the fluorescent Ezh2 transgene with the Xi as determined by fixation and direct imaging of differentiating ES cells (Fig. S3B) were highly similar to earlier studies (de Napoles et al., 2004; Plath et al., 2003). To unravel the relation between Xist and Tsix activation and silencing of the Xi, we performed live cell imaging of differentiating Xist-GFP/Tsix-CHERRY cells containing mTagBFP2-Ezh2 by confocal microscopy for extended periods of time. As expected, a distinct mTagBFP2-EZH2 focus was discernible in a fraction of cells starting at around 48 hours of differentiation (Fig. 3A). Analysis was hampered by the fact that Xi domains appeared late during imaging when high cell densities partially precluded proper tracking and FI measurements of cells. Moreover, cell viability was reduced, and cell cycle length increased as compared to the previous experiments, probably due to the use of high energy wavelengths necessary to excite mTagBFP2. Nonetheless, exploiting the same strategy as outlined before we were able to follow single cells over time and to correlate the appearance of an Xi domain with EGFP and mCherry levels (Fig. 3B). As noted for the correlation between up-regulation of EGFP and down-regulation of mCherry, Xi domains appear to emerge loosely around the time of EGFP activation and mCherry repression with no tight order of events being discernible (Fig. 3B, right panel). Close examination of later time points of differentiation, however, revealed that cells containing an EZH2 focus basically never displayed high levels of EGFP (Fig. 3A, right panel). Since we were not able to continually follow high numbers of cells until an Xi domain appeared, we instead scored cells at different time points of differentiation for EGFP level and presence of an EZH2/Xi domain (Fig. 3C). The results show the expected percentages of EZH2 focus formation and moreover confirm that high EGFP levels almost never concur with an Xi domain. This suggests that a sub-population of cells cannot up-regulate Xist on the wild type allele, although our experimental setup does not preclude the possibility that EGFP\textsuperscript{high} cells gain an Xi beyond the imaging time window we were able to study. In addition, despite the relatively high EGFP half-life of approximately 10 hours, EGFP down-regulation may precede Xist cloud and EZH2 domain formation (Figure S3C). Comparison of Xist RNA-FISH data and EZH2 domain formation indeed indicates a lag of about a day between Xist accumulation and the time required to acquire an Xi that is visible by live imaging (Fig. 2A and Fig. S3B). To study the correlation between EGFP levels and formation of Xist clouds in more detail,
and to obtain independent proof for the observed mutual exclusive occurrence of high EGFP levels and factual initiation of XCI on the wild-type X chromosome, we sorted Xist-GFP/Tsix-CHERRY cells based on their EGFP FI and scored the percentage of cells with Xist clouds by RNA FISH (Fig. 3D). At day 2 of differentiation we observed a clear correlation between EGFP fluorescent intensity and percentage of Xist clouds, demonstrating that both Xist promoters become activated and that EGFP up-regulation and XCI initiation scale at least to some degree. Interestingly, at day 3 the EGFP\textsuperscript{high} fraction of cells contained less Xist clouds than the EGFP\textsuperscript{intermediate} fraction. This suggests that EGFP\textsuperscript{high} cells indeed down-regulate EGFP before EZH2-BFP becomes visible, but also suggests the presence of a sub-population of cells that strongly and consistently activate Xist-GFP without up-regulation of Xist on the wild-type X chromosome. These data indicate that, while EGFP is a suitable proxy not only for activation of the Xist promoter but also for Xist cloud formation, some cells might get locked in an active state of the Xist-GFP allele and do not switch to initiating XCI on the wild-type X chromosome.

Figure 3. Correlation between Xist-GFP activation and Xist cloud formation

(A) Exemplary pictures of Xist-GFP/Tsix-CHERRY+ mTagBFP2-Ezh2 cells taken at different time points of differentiation during time-lapse imaging. White arrowheads denote mTagBFP2-Ezh2 focus on Xi. Scale bar is 5 µm. (B) Whole cell integrated FI values of EGFP (green) and mCherry (red) plotted over time for several exemplary cells during time-lapse imaging. Green background shading indicates presence of representing a silenced Xi. (C) Quantification of presence of mTagBFP2-Ezh2 focus/ Xi domain and/or high levels of EGFP at different time points of differentiation in Xist-GFP/Tsix-CHERRY+ mTagBFP2-Ezh2 cells. Error bars indicate 95% confidence interval, n =162 for 48 hours, n = 215 for 60 hours and n = 277 for 72 hours. (D) Day two and three differentiating Xist-GFP/Tsix-CHERRY cells were FACS-sorted into EGFP low, intermediate and high fractions. Graphs show quantification of Xist RNA FISH in these fractions. Error bars indicate 95% confidence interval, n > 250 for all time points and fractions. See also Figure S3.
Activators and Inhibitors of XCI

RNF12 functions as a trans-activator of XCI (Jonkers et al., 2009) by targeting REX1, a repressor of XCI, for proteasomal degradation (Gontan et al., 2012). Previous work has indicated that REX1 might have a dual role in the activation of XCI by activating Tsix and repressing Xist (Barakat et al., 2011a; Gontan et al., 2012; Navarro et al., 2010). To dissect this XCI regulatory network and determine the role of these factors in the regulation of Xist and Tsix in ES cell lines harboring uncoupled Xist/Tsix alleles, we introduced Rnf12 and Rex1 transgenes into the three knock-in cell lines. Clones chosen for analysis consistently over-expressed Rnf12 and Rex1 two- to three-fold as compared to wild-type (Fig. S4A). FACS analysis of differentiating Xist-GFP/Tsix-CHERRY ES cells showed that Rnf12 and Rex1 transgenes had a clear effect on the EGFP and mCherry reporters (Fig. 4A, B). REX1 strongly repressed the Xist and activated the Tsix promoter. Conversely, Rnf12 overexpression resulted in increased activation of EGFP and reduced mCherry expression. This was also evident from quantitative analysis of RNA levels by qPCR. In the Xist-GFP/Tsix-CHERRY line, both Xist and EGFP were up-regulated by an Rnf12 transgene and down-regulated by a Rex1 transgene, while the opposite effect was observed for Tsix and mCherry (Fig. S4B). Since we monitored the uncoupled allele in a comparatively well-preserved genomic context, we can exclude any indirect effects due to interference from the corresponding antisense partner. In the presence of the antisense partner, in the single knock-in Xist-GFP and Tsix-CHERRY lines, we observed that the effect of Rnf12 and Rex1 overexpression was strongly attenuated (Fig. 4C, D). This finding indicates that antisense transcription or the antisense transcript represses transcription of the Xist and Tsix promoter located on the opposite strand, and that a balanced allele might be necessary for proper integration of regulatory signals.

The major difference between female cells that undergo XCI and male cells that do not is the X:A ratio. To better investigate the effects of changes in this X:A ratio on Xist and Tsix expression, we screened Xist-GFP/Tsix-CHERRY for subclones that had lost the wild-type 129 X chromosome by using an X-linked RFLP (Fig. S5A). Comparison of these X0 lines (XGTC-X0), with the XX Xist-GFP/Tsx-CHERRY double knock in ES cell line indicated that the dynamics of both GFP and mCherry expression during ES cell differentiation was severely affected by loss of the wild type X chromosome (Fig. 4E, F). Increased Rex1 expression, as a consequence of loss of one copy of Rnf12 in XGTC-X0 cells, might explain reduced Xist-GFP up-regulation upon differentiation, as was found for the Rex1 transgenic XX Xist-GFP/Tsx-CHERRY lines. An increase in REX1 levels, however, does not explain the reduced mCherry expression level throughout ES cell differentiation, which was not found in the XX Xist-GFP/Tsx-CHERRY Rex1 transgenic cell lines. Comparison of Tsix RNA expression levels in male and female ES cell lines by qPCR analysis confirmed that lower levels of Tsix RNA are present in male ES cells (Fig. S5B). This finding indicates that more X-encoded factors are involved in the regulation of XCI, and that the X:A ratio also directs the dose dependent activation of Tsix.

Semi-stable transcriptional states of the Xic predict outcome of XCI

Interestingly, the XGTC-X0 cells display a strikingly bimodal mCherry distribution, indicating that in similar proportions of cells the Tsix promoter is either
on or off. Staining for the differentiation marker CD31 and alkaline phosphatase activity, specific for undifferentiated embryonic stem cells, did not reveal differences in cell differentiation between the different cell populations (Fig. S5C). We obtained similar results with a male Tsix-CHERRY only knock-in cell line showing a similar bimodal mCherry distribution (Fig. S5D). These two states switch, if at all, very slowly. This is evident from the presence of two distinct populations considering the half-life of mCherry, and the fact that recovery of the mixed population of mCherry pos-

Figure 4. Impact of the RNF12-REX1 regulatory network on Xic regulation

(A) Contour plots of FACS analysis showing EGFP and mCherry FI at different time points of differentiation for Xist-GFP/Tsix-CHERRY (XX), Xist-GFP/Tsix-CHERRY+ Rex1 (+Rex1) and Xist-GFP/Tsix-CHERRY+Rnf12 (+Rnf12). Starting from outermost contour, lines represent 7.5%, 22.5%, 37.5%, 52.5%, 67.5%, 82.5% of total events. (B) Same as in (A), but mean FI for EGFP and mCherry is plotted. (C) Box plots showing EGFP FI as determined by FACS analysis at different time points of differentiation for Xist-GFP, Xist-GFP+Rex1 and Xist-GFP+Rnf12. Center bar in box plots represents median, edges of box the 25th and 75th percentiles and whiskers the 9th and 91st percentiles. (D) Same as in (C), but mCherry FI for Tsix-CHERRY, Tsix-CHERRY+Rex1 and Tsix-CHERRY+Rnf12 is depicted. (E) Contour plots of FACS analysis showing EGFP and mCherry FI at different time points of differentiation for XGTC-X0 line. Starting from outermost contour, lines represent 7.5%, 22.5%, 37.5%, 52.5%, 67.5%, 82.5% of total events. (F) Same as in (E), but mean FI for EGFP and mCherry is plotted. See also Figure S4 and Figure S5.
itive and negative cells after FACS-sorting of one of the populations does not occur within two weeks (Fig. 5A). Moreover, seeding cells at a low density results in homogeneous colonies of either mCherry negative or positive cells (Fig. S5E). As we noticed that also female Xist-GFP/ Tsix-CHERRY cells grown in 2i+LIF conditions displayed two separable mCherry populations, we wanted to test if the additional X in these cells increases the rate of switching between the two populations. Therefore, we sorted mCherry low and high cells and monitored them for two weeks under 2i+LIF conditions (Fig. 5B). Again, recovery of the mixed population of mCherry positive and negative cells did not occur within this time frame. We next attempted to reset the state of the Xic by developmental cues and started to differentiate the sorted XGTC-X0 and Xist-GFP/Tsix-CHERRY cells. Since Xist-GFP/Tsix-CHERRY cells were grown in 2i+LIF we also transferred them to serum+LIF, which has been reported to trigger a “primed” state in ES cells (Marks et al., 2012). Before complete shutdown of the Tsix promoter upon differentiation, XGTC-X0 cells from both low and high mCherry populations show recovery of the bimodal distribution to some degree (Fig. 5A). In differentiating Xist-GFP/Tsix-CHERRY cells, mCherry levels stay mostly stable and similar results are obtained from cells transferred to serum+LIF (Fig. 5B & S5F). Intriguingly however, the mCherry low populations activates the Xist promoter-driven EGFP reporter much more strongly than the mCherry high population (Fig. 5B). This suggests that the potential to initiate XCI is determined by the state of the Xic already before differentiation. Xist RNA FISH performed on day 2 of differentiation on these cells moreover indicates that mutant and wild-type allele co-exist with a high probability in the same state, because cells from the mCherry low population showed higher percentages of cloud formation (Fig. 5C). To find the basis of the difference between the two populations, RNA sequencing was performed on FACS-sorted mCherry positive and negative XGTC-X0 cells. This analysis indicated that both populations have highly similar expression profiles (Pearson correlation coefficient r=0.9832; Fig. S5G), and confirmed that expression of the pluripotency factors was indifferent between the two cell populations. Interestingly, close examination of expression levels of genes located in the Xic indicated several genes for which the expression level correlated or anti-correlated with Tsix-promoter driven mCherry expression (Fig. S5H). Most of the genes showing expression changes were restricted to the two flanking topological associated domains that Xist and Tsix are embedded in (Fig. 5D). These findings argue that the on-off switch of the Tsix promoter is based on distinct epigenetic states and/or the spatial conformation of the Xic and also explains the observed Xist promoter activation on both alleles in the mCherry low population by increased levels of RNF12 (Fig. 5B,C). These differential epigenetic states might be capable of providing stable on-off switches for genes involved in XCI.

Discussion

In mouse Xist and Tsix represent the key cis-regulatory players in proper execution of XCI. This sense-antisense transcribed gene couple fulfills antagonistic roles in the regulation of XCI, with the action of Tsix restricted locally as a negative regulator of Xist, whereas Xist acts over large distances silencing genes along the X chromosome. Our study confirms the repressive role of Tsix on Xist expression, although this effect appears most pronounced in undifferentiated ES cells.
Interestingly, our studies also indicate that Xist acts locally facilitating the shutdown of Tsix on the future Xa, as we observed sustained Tsix expression comparing three different Xist knockout ES cell lines with wild type cells during ES cell differentiation. As down-regulation of the mCherry reporter shows equal kinetics on the Xa and Xi, this also suggests a role for Xist in silencing Tsix on the future Xi. Although this effect is likely mediated through Xist RNA instructed local recruitment of chromatin remodeling complexes, we cannot exclude a transcriptional interference mechanism to be involved.

Live cell imaging of XX cells harboring Xist/Tsix fluorescent reporters indicated that also in the absence of sense-antisense overlapping transcription expression of Xist and Tsix is anti-correlated. Nevertheless, this anti-correlation is not strict, and we find Xist up-regulation prior to Tsix down-regulation and vice versa. This suggests a mechanism of stochastic expression of both genes, where initiation of Xist expression is increased during differentiation until a level is reached which is sufficient to spread in cis, leading to Tsix silencing thereby providing a feed forward loop facilitating further Xist transcription initiation, accumulation and spreading. Interestingly, our results also point at a specific time window in the cell cycle where Xist up-regulation is initiated. Although our experimental setup precludes precise pinpointing of this time point of Xist up-regulation, the slopes of increasing Xist-GFP only seem to change after cell division suggesting that the M-G1 transition may be instructive in facilitating changes in the transcriptional state of Xist. In support of this, exclusion of transcription factors from chromatin during mitosis has been proposed to be important for resetting transcriptional states (Martinez-Balbas et al., 1995).

The present live cell imaging studies also indicate that regulation of Xist and Tsix is rather stable in time and that Xist and Tsix expression in daughter cells preferably adopt the same fate. This might be related to Xic locus intrinsic factors or to stable expression profiles of regulators of XCI. The studies involving XGTC-X0 reporter cells grown in serum/LIF conditions and XX Xist-GFP/Tsix-CHERRY reporter cells cultured in 2i supplemented medium indicate that genes located within the Xist and Tsix TADs adopt different transcriptional fates, favoring expression of a subset of genes. These distinct transcriptional fates might represent different semi-stable states of higher order chromatin structure that can be propagated through many cell divisions. A recently developed polymer model predicted such different states of higher order chromatin structure (Giorgetti et al., 2014). Sorted cell populations provide the exciting opportunity to examine these different chromatin structural states in detail by DNA FISH and chromatin capture technologies. We predict these transcriptional states to be maintained independent of DNA methylation which is nearly absent in 2i conditions (Habibi et al., 2013), and does not seem to be involved in regulation of Tsix until after implantation (Prissette et al., 2001). Switching between the different transcriptional states rarely occurs, but is more frequently observed upon ES cell differentiation, which might be related to the reported increased chromatin dynamics during the early stage of ES cell differentiation (Masui et al., 2011), possibly provoked by changes in regulators of the XCI process. In serum/LIF conditions no distinct sub-populations of cells are observed which might indicate that switching between states happens at a much higher frequency, with a shifted equilibrium constant or that all cells adopt one and the same transcriptional state. This does not necessarily mean that different transcriptional states
**Figure 5. Two Stable States of the Xic Predict XCI Potential**

(A) Contour plots of FACS analysis showing EGFP and mCherry FI for XGTC-X0 line. Top panel depicts original population with bimodal mCherry distribution, underneath the sorted mCherry low and high populations (as indicated by red bounding box and arrows) are shown directly after the sort, 14 days after the sort and upon differentiation. Starting from outermost contour, lines represent 7.5%, 22.5%, 37.5%, 52.5%, 67.5%, 82.5% of total events. (B) Exactly the same as in (A), but shown for female Xist-GFP/Tsix-CHERRY line grown in 2i+LIF. Small inset on right depicts same line grown on feeders in serum. (C) Quantification of Xist RNA FISH in female Xist-GFP/Tsix-CHERRY cells at day two of differentiation after sorting into mCherry low and high populations. Error bars indicate 95% confidence interval, n = 313 for mCherry low and n = 305 for mCherry high populations. (D) Expression levels of genes located in the Xic as determined by RNA sequencing of XGTC-X0 mCherry low and high populations. Top indicates location of genes along the X chromosome, bars show log2(FPKM mCherry low/FPKM mCherry high). See also Figure S5.
as represented by the Tsix-mCherry medium and high subpopulations are intrinsically stable. Rather, we favor a scenario in which chromatin conformation is fluctuating but exists preferentially in one or the other conformation. Our differentiation studies indicate that this transcriptional state in XX ES cells under serum conditions responds more homogeneously to differentiation cues than ES cells grown in 2i conditions. Nevertheless, also in serum/LIF differentiated ES cells we observe cells that do not accumulate a PRC2 domain on the Xi, and continue to express the Xist-GFP reporter at high levels suggesting that these cells are locked in an epigenetic state that does not allow initiation of XCI on the wild type X chromosome. The results obtained with the 2i cells indicate that these transcriptional states can even predict the responsiveness of the Xic to XCI regulators prior to the initiation of this process, and that many cells do not initiate XCI at all. As Tsix-mCherry levels in serum/LIF are equal to the Tsix-mCherry high subpopulation in 2i conditions that is more refractory to XCI initiation, this indicates that different transcriptional states exist that cannot be fully separated by Tsix levels only.

Interestingly, RNA-FISH studies on sorted 2i populations indicate cross talk between the Xic’s with respect to this responsiveness, revealing significantly more cells initiating XCI on the wild type X in Tsix-mCherry medium than high cells. This might be related to differences in the expression level of activators and inhibitors of XCI, coordinated with the transcriptional state of the Xic. RNF12 is the prime candidate factor in the communication of the Xic’s in trans, as this activator of XCI is located within the cis-Xic that shows distinct transcriptional states. A switch to a transcriptional state with a higher Rnf12 transcription level on one allele will result in increased RNF12 mediated turnover of REX1 and Xist activation. In general, several pluripotency factors act as repressors of Rnf12 (Navarro et al., 2011; Payer et al., 2013), and also reduced REX1 levels may therefore facilitate switching to a transcriptional state with higher Rnf12 expression on the second X chromosome, providing a feed forward loop fixing in the transcriptional state. Our results also indicate that the 2i culture conditions are suboptimal for studying the XCI process, and that serum/LIF culture conditions can be further optimized to allow a more robust but well titrated XCI process.

Previous work has implicated RNF12 in the regulation of random XCI by activation of Xist and repression of Tsix. ChIP analysis indicated two prominent REX1 binding peaks in both the Xist and Tsix intragenic regulatory elements (Gontan et al., 2012). REX1 mediated repression of Xist involves competition of REX1 and YY1 binding for the same binding sites in the F-repeat region of Xist, YY1 being an activator of Xist expression (Makhlof et al., 2014). Despite the removal of this F-repeat region from our reporter allele, we still find clear effects of Rnf12 and Rex1 over-expression on Xist regulation, indicating a role for alternative binding sites, such as found in the Xist promoter, or indirect mechanisms to be instructive in Xist regulation. Our findings are supported by previous studies also showing an effect of changes in Rnf12 expression on luciferase reporters linked to the minimal Xist promoter (Barakat et al., 2011a). Although our results suggest a prominent role for the RNF12-REX1 axis in the regulation of XCI, the effects on Xist and Tsix transcription where much more prominent in the absence of overlapping transcription, indicating that activation of XCI requires a very balanced cis- and trans-acting environment for proper regulation. In addition, the severely reduced dynamics of Xist-GFP and Tsix-mCherry expression in X0 reporter cell lines dur-
ing ES cell differentiation, also indicates that more X-linked factors are involved in the regulation of XCI. Interestingly, these factors also boost Tsix expression, which might be a requirement for proper execution of a mutual exclusive XCI process, providing a stable binary switch. XCI-activators therefore seem to act at two different levels, first by bringing the Xic to a transcriptional state that allows proper execution of XCI, and second by providing sufficient Xist promoter activity through direct and indirect mechanisms.

Experimental procedures

Plasmids and Antibodies

Plasmids used for generation of transgenic cell lines were pCAG-Rex1-Flag, pCAG-Rnf12-Flag (Gontan et al., 2012) and pCAG-mTagBFP2-Ezh2-Flag. The coding sequence of mTagBFP2 (gift from G.-J. Kremers) was inserted N-terminally to the EZH2 coding sequence amplified from mouse cDNA and cloned into pCAG-Flag to give pCAG-mTagBFP2-Ezh2-Flag. Antibodies used were against Flag-M2 (Sigma), REX1 (Abcam and Santa Cruz), RNF12 (Abnova), H3K27me3 (Diagenode) and CD31-FITC (BD Biosciences).

Cell Lines

Culture media and conditions for ES cell culture and differentiation have been described (Barakat et al., 2011a). 2i+-LIF conditions were: DMEM supplemented with 100 U/ml penicillin/streptomycin, 20% KnockOut Serum Replacement (Gibco), 0.1mM NEAA, 0.1mM 2-mercaptoethanol, 5000 U/ml LIF, 1µM MEK inhibitor PD0325901 (Stemgent) and 3 µM GSK3 inhibitor CH99021 (Stemgent). Transgenic ES cell lines were generated using wild-type female line F1 2-1 (129/Sv-Cast/Ei) and wild-type male line J1 (129/Sv). BAC targeting strategy was used as has been described (Barakat et al., 2011c). In short, Xist knockin was created as follows: EGFP/neomycin-resistance-cassette flanked by lox sites was targeted by homologous recombination in bacteria to a BAC (Barakat et al., 2011c). 5’and 3’targeting arms were amplified from BAC using primers 1 + 2 and 5 + 6, respectively. With the modified BAC wild-type ES cells were targeted, and resistance cassette was removed by transient Cre transfection, resulting in cell line Xist-GFP. A Xist ScrFI RFLP with primers 4 + 20 was used to screen drug-resistant clones for correct recombination events. Tsix knockin was created as follows: mCherry/neomycin-resistance-cassette flanked by lox sites was targeted by homologous recombination in bacteria to a BAC. 5’and 3’targeting arms were amplified from BAC using primers 25 + 27 and 29 + 30, respectively. With the modified BAC wild-type or Xist-GFP ES cells were targeted, and resistance cassettes were removed by transient Cre transfection, resulting in cell lines Tsix-CHERRY or Xist-GFP/Tsix-CHERRY, respectively. A Tsix PCR length polymorphism with primers 36 + 41 was used to screen drug-resistant clones for correct recombination events. Rex1, Rnf12 and mTagBFP2-Ezh2 transgenes were introduced by electroporation (Bio-Rad Gene Pulser Xcell) and subsequent puromycin selection. Over-expression of transgenes was verified by western blotting and qRT-PCR. XGTC-X0 line was generated by subcloning Xist-GFP/Tsx-CHERRY via single cell sorting on a FACSAria III platform. Single cell-derived subclones were screened for loss of the wild type X chromosome by an Pf1MI RFLP located in the X-linked gene Atrx using primers 68 + 69.
FACS Analysis and Cell Sorting

Single cell suspensions were prepared by TE treatment for 7 minutes at 37°C. Duplets were excluded by appropriate gating and dead/dying cells by Hoechst 33258 staining (1 µg/ml, Molecular Probes). Relative fluorescence intensities were determined for EGFP and mCherry. Cell analysis was performed on LSRFortessa and cell sorting on FACSAria III (BD Biosciences) with FacsDiva software. Statistical Analysis was performed in FlowJo.

Expression Analysis

RNA was isolated using Trizol reagent (Invitrogen) using manufacturer’s instructions. DNase I treatment was performed to remove genomic DNA, and cDNA was prepared using random hexamers and SuperScriptII (Invitrogen). Quantitative RT-PCR was performed on a CFX384 Real-Time PCR Detection System (Biorad) using Fast SYBR Green Master Mix (Applied Biosystems) and primers described in Table S1. Results were normalized to Actin, using the ΔC\textsubscript{T} method and mostly represented as fold-change versus day 0 of differentiation.

Live Cell Imaging and Image Analysis

Cells were preplated to remove feeders and differentiation was initiated 12 hours prior to start of imaging.Cells were seeded at low density (10^4 cells/well) in a 6-well glass bottom dish (MatTek P06G-1.5-20-F) coated with human plasma fibronectin (Millipore). Imaging was performed on a Leica SP5 AOBS at 37°C and 5% CO\textsubscript{2} using adaptive focus control to keep cells in focus during the entire experiment. Pictures were taken every 20 minutes for a total of 68 hours. Tiled images were acquired and automatically stitched to record a large field of view at sufficient resolution to resolve subcellular structures and follow cells over time. Average projection of Z-stack was generated in Fiji (version 1.45b) and background corrected integrated fluorescence intensities for EGFP and mCherry were measured for single cells over the entire time frame that a given cell was clearly discriminable. Based on recorded values, linear regression by least squares method was performed to calculate the straight line that best fits the data. The slope of this function with fluorescence intensity being dependent on time was used as a proxy for Xist or Tsix promoter activity. Threshold for Xist activation was calculated by using 3.29 standard deviations (corresponding to 99.9% within confidence interval) of mean EGFP FI values measured in cells within the first six hours of time-lapse experiment.

Fluorescent In Situ Hybridization and Immunofluorescence

For Xist/Tsix RNA-FISH and immunofluorescence stainings cells were grown on or absorbed to poly-lysinated coverslips. For RNA-FISH, cells were fixed for 10 minutes with 4% paraformaldehyde (PFA)-PBS at room temperature, washed with 70% EtOH, permeabilized 4 minutes with 0.2% pepsin at 37°C and post-fixed with 4% PFA-PBS for 5 minutes at room temperature. Coverslips were washed twice with PBS and dehydrated in a gradient of 70%, 90%, and 100% EtOH. Nick-labeled DNA probes (digoxigenin for Xist/Tsix probe, biotin for Tsix probe) were dissolved in hybridization mixture (50% formamide, 2XSSC (1XSSC: 0.15 M NaCl, 0.015 M sodium citrate), 50 mM phosphate buffer (pH 7.0), 10% dextran sulfate) and 100 ng/µl mouse Cot DNA to a final concentration of 1 ng/µl. Probe was denatured for 5 min, pre-hybridized
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for 45 min at 37°C, and coverslips were incubated overnight in a humid chamber at 37°C. After hybridization, coverslips were washed once in 2XSSC, three times in 50% formamide-2X SSC, both at 37°C and twice in TST (0.1 M Tris, 0.15 M NaCl, 0.05% Tween 20) at room temperature. Blocking was done in BSA-TST for 30 minutes at room temperature. Detection was done by subsequent steps of incubation with anti-digoxigenin (Boehringer) and two FITC-labeled antibodies for Xist/Tsix RNA detection or anti-biotin (Roche) and two rhodamine-labeled antibodies for Tsix RNA detection in blocking buffer for 30 min at room temperature. Coverslips were washed twice with TST between detection steps and once finally with TS (0.1 M Tris, 0.15 M NaCl). Dehydrated coverslips were mounted with ProLong Gold Antifade with DAPI (Molecular Probes). For immunofluorescence, cells were fixed for 10 minutes at room temperature in 4% PFA-PBS followed by three washes in PBS and permeabilization in 0.25% Triton-X100-PBS. Blocking was done in blocking solution (0.5% BSA, 1% Tween20 in PBS) for 1 hour at room temperature. All antibody incubation steps were done for 1 hour at room temperature in blocking solution, followed by three washes in blocking solution. Primary antibodies were used at the following concentrations: anti-Flag-M2(1:1000), anti-H3K27me3 (1:500). Secondary antibodies used were conjugated to Alexa Fluor 488 or Alexa Fluor 546 (Molecular Probes; 1:500).

RNA sequencing

RNA samples were prepared with the Truseq RNA kit, sequenced according to the Illumina TruSeq v3 protocol on the HiSeq2000 with a single read 43 bp and 7bp index and mapped against the mouse mm10/GRCm38 reference genome using Tophat (version 2.0.10). Gene expression values were called using Cufflinks (version 2.1.1).

Statistical Methods

Confidence interval of 95% was calculated as:

\[ p \pm 1.96 \sqrt{\frac{p(1-p)}{n}} \]

with n for the number of cells counted and p for the percentage of Xist clouds scored.

Standard deviation was calculated as:

\[ \sqrt{\frac{\sum(x-x)^2}{n}} \]

with x for the sample mean and n for sample size.

Linear regression was performed using the least squares method.

Pearson product-moment correlation coefficient was calculated as:

\[ r = \frac{\sum(x-x)(y-y)}{\sqrt{\sum(x-x)^2 \sum(y-y)^2}} \]

with x and y for values of paired data.
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Supplemental Information

Xist and Tsix transcription dynamics are regulated by the X to autosome ratio and predicted by semi-stable transcriptional states
**Figure S1, related to Figure 1. Targeting of Cell Lines**

**A** Targeting of EGFP to the Xist locus in female wild-type 129/Sv-Cast/Ei ES cell line. Left panel shows PCR amplification and ScrFI RFLP digest of PCR product to identify clones with a correctly targeted Cast/Ei Xist allele. Correct targeting of EGFP-cassette to Cast/Ei allele results in loss of Cast/Ei-specific restriction fragments, as shown for clone 2. Arrows on left indicate size of PCR product and size of ScrFI restriction fragments. J1 is a 129/Sv control, F121 the polymorphic 129/Sv-Cast/Ei mother cell line. Center panel shows PCR amplification and Pf1MI digest of an X-linked PCR product from the Atrx gene to verify presence of two X chromosomes. Arrows on left indicate size of PCR product and size of Pf1MI restriction fragments. J1 is a 129/Sv control, F121 the polymorphic 129/Sv-Cast/Ei mother cell line. For example, clones 16 and 35 had lost the Cast X chromosome. Right Panel shows PCR on cDNA over an Xist length polymorphism, demonstrating that in clone 2 only 129/Sv Xist is expressed upon differentiation. Arrows on left indicate size of 129/Sv and Cast/Ei PCR products.

**B** Targeting of mCherry to the Tsix locus in female wild-type 129/Sv-Cast/Ei ES cell line. Left panel shows PCR amplification of a Tsix length polymorphis on genomic DNA to identify clones with a correctly targeted Cast/Ei Tsix allele. Correct targeting of mCherry-cassette to Cast/Ei allele results in loss of Cast/Ei-specific band, as shown for clone 13. Arrows on left indicate size of PCR product for 129/Sv and Cast/Ei alleles. J1 is a 129/Sv control, 1239 is a Cast/Ei control and F121 is the polymorphic 129/Sv-Cast/Ei mother cell line. Center panel shows PCR amplification and Pf1MI digest on Atrx as in (A). Right panel shows PCR on cDNA over an Xist length polymorphism, demonstrating that in clone 13 Xist skewing is reversed and Xist is primarily expressed from Cas/Ei allele.

**C** Targeting of mCherry to the Tsix locus in Xist-GFP ES cell line. Left and center panel as in (B), showing correct targeting in clone 223.
Figure S2, related to Figure 1. Behavior of Wild Type and Mutant Alleles of Xist and Tsix

(A) Expression analysis of Xist, Tsix, EGFP, mCherry expression levels at different time points of differentiation by quantitative RT-PCR. Quantification is depicted as fold change as compared to undifferentiated cells. Of note, in wild type cells Xist and Tsix levels arise from both the future Xa and Xi; in Xist-GFP Xist arises from future Xi, Tsix from both future Xa and Xi and EGFP from future Xa; in Tsix-CHERRY Xist arises from both future Xa and Xi, Tsix from future Xa and mCherry from future Xi; in Xist-GFP/Tsix-CHERRY Xist and Tsix arise from future Xi, while EGFP and mCherry arise from future Xa. Error bars represent SD of two or three independent experiments. (B) Histograms of EGFP (green) and mCherry (red) FI distribution as determined by FACS analysis. Days 0 through 9 of differentiation are depicted for Xist-GFP, Tsix-CHERRY and Xist-GFP/Tsix-CHERRY. (C) Xist/Tsix two-colour RNA-FISH of wild type and Xist-GFP cells. Green probe detects Xist and Tsix, red probe detects only Tsix. Xi is identified by presence of Xist cloud, Tsix transcription from Xa by presence of separate two-color pinpoint in the same nucleus.
Figure S3, related to Figure 3. Analysis of Ezh2 Fusion Proteins and Reporter Half-life

(A) Immunofluorescence staining for H3K27me3 and Flag in Xist-GFP/Tsix-CHERRY line at day 3 of differentiation. White arrowheads indicate Xi domain as identified by H3K27me3 and Ezh2-Flag staining. 

(B) Quantification of Xist-GFP/Tsix-CHERRY cells showing transient enrichment of Ezh2-Flag on the Xi during differentiation determined by direct detection of fluorescence. Two different transgenic clones are shown. Error bars indicate 95% confidence interval, n > 150 for all time points showing Xi domains, n=100 for all time points without Xi domains.

(C) Determination of half-life of EGFP and mCherry reporter proteins by cycloheximide chase and FACS analysis of mean FI values for EGFP and mCherry. Xist-GFP and Tsix-CHERRY cells were treated with 100µg/ml cycloheximide (Sigma) to stop protein synthesis and decay of fluorescent proteins was monitored over time. Values were fitted to a first order decay function to estimate the degradation rate constant k and half-life was calculated as: 

\[ t_{1/2} = \frac{\ln(2)}{k} \]
Figure S4, related to Figure 4. Expression Analysis of Rnf12 and Rex1 Transgenic Lines

(A) Expression analysis of Rnf12 and Rex1 at different time points of differentiation by quantitative RT-PCR. Xist-GFP, Tsix-CHERRY and Xist-GFP/Tsix-CHERRY lines plus the corresponding Rnf12 and Rex1 transgenic lines are shown. Quantification is depicted as fold change as compared to undifferentiated cells without Rnf12 or Rex1 transgenes. Error bars represent SD of two independent experiments. (B) Expression analysis of Xist, Tsix, EGFP, mCherry expression levels at different time points of differentiation by quantitative RT-PCR. Xist-GFP, Tsix-CHERRY and Xist-GFP/Tsix-CHERRY lines plus the corresponding Rnf12 and Rex1 transgenic lines are shown. Quantification is depicted as fold change as compared to undifferentiated cells without Rnf12 or Rex1 transgenes. Error bars represent SD of two independent experiments.
**Figure S5**, related to Figure 4 and Figure 5. Analysis of Cell Lines Showing Bimodal *Tsix* activity

(A) Screen to identify loss of wild type X chromosome in subclones of Xist-GFP/Tsix-CHERRY by utilizing an X-linked RFLP. PCR amplification and Pf1MI digest of an X-linked PCR product from the Atrx gene is shown. Arrows on left indicate size of PCR product and size of Pf1MI restriction fragments. F121 is the polymorphic 129/Sv-Cast/Ei mother cell line, Cast is pure Cast/Ei control. For example, clone 76 had lost the wild type 129/Sv X chromosome. (B) Expression analysis of *Tsix* at different time points of differentiation by
quantitative RT-PCR. Wild type female XX and male XY cell lines are shown. Quantification is depicted as fold change as compared to undifferentiated female cells. (C) FACS analysis of mCherry levels and pluripotency marker CD31 in XY Tsix-CHERRY (XY) and XGTC-X0 (X0). Percentage of CD31+ cells is shown for mCherry low and high populations, indicating that there is no difference in pluripotent state between the mCherry low and high populations. (D) Contour plots of EGFP and mCherry levels in undifferentiated XY Tsix-CHERRY line as determined by FACS analysis. Starting from outermost contour, lines represent 7.5%, 22.5%, 37.5%, 52.5%, 67.5%, 82.5% of total events. (E) Image of colonies of XGTC-X0 cell line grown out from single cells after single cell dilution plating. Colonies were either mCherry low or high. (F) Contour plots of EGFP and mCherry levels of Xist-GFP/Tsix-CHERRY line grown in 2i+LIF. From top to bottom: Undifferentiated, unsorted cells; cells just after sorting (as indicated by red bounding box and arrows); cells 14 days after sorting; cells transferred to serum+LIF for 14 days; cells transferred to serum+LIF for 14 days and differentiated for 2 days. Starting from outermost contour, lines represent 7.5%, 22.5%, 37.5%, 52.5%, 67.5%, 82.5% of total events. (G) RNA sequencing of XGTC-X0 mCherry low and high populations. FPKM values for all genes are plotted, red dots are pluripotency factors, blue dots genes located in the Xic. From top to bottom zoom in is depicted as indicated on axes. Pearson correlation coefficient r=0.9832.
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ABSTRACT

Genome wide gene expression studies have indicated that the eukaryotic genome contains many gene pairs showing overlapping sense and anti-sense transcription. Regulation of these coding, and/or non-coding gene pairs involves intricate regulatory mechanisms. Here, we have utilized an EGFP reporter plasmid cis-linked to a doxycycline inducible antisense promoter, generating antisense transcription that fully overlaps EGFP, to study the mechanism and dynamics of gene silencing after induction of non-coding antisense transcription, in undifferentiated and differentiating mouse embryonic stem cells (ESCs). We find that EGFP silencing is reversible in ESCs but is locked into a stable state upon ESC differentiation. Reversible silencing in ESCs is chromatin dependent, and is associated with accumulation of H3K36me3 at the EGFP promoter region. In differentiating ESCs, antisense transcription-induced accumulation of H3K36me3 is associated with an increase in CpG methylation at the EGFP promoter. Repression of the sense promoter is affected by small molecule inhibitors which interfere with DNA methylation and histone demethylation pathways. Our results indicate a general mechanism for silencing of fully overlapping sense-antisense gene pairs involving antisense transcription-induced accumulation of H3K36me3 at the sense promoter, resulting in reversible silencing of the sense partner, which is stabilized during ESC differentiation by CpG methylation.

INTRODUCTION

Strand specific RNA sequencing analysis of the mammalian transcriptome has indicated that more than 20% of the sequenced transcripts belong to sense-antisense gene pairs (1). Many of these gene pairs show full overlap of at least one template, or antisense transcription through the sense promoter, and may consist of coding genes, non-coding genes, or a combination of coding and non-coding genes. Sense-antisense gene pairs are frequently found in imprinted gene clusters, involved in setting up and maintaining parent specific gene expression profiles. Imprinted gene loci are regulated by differentially methylated imprinting control regions (ICRs), which often direct parent specific transcription of non-coding RNA (ncRNA) transcripts. Studies involving knockout alleles and alleles with introduced transcriptional stop sequences have indicated that these antisense non-coding genes play a crucial role in the regulation of the coding sense partner. The imprinted non-coding antisense genes Kcnq1ot1, Ube3a-ATS, Nespas and Airn are the master regulators of the Kcnq1, Prader-Willi / Angelman syndrome, Gnas and Igf2r clusters respectively, by regulating the sense protein coding partner. Kcnq1ot1-mediated repression of Kcnq1 and silencing of Igf2r by Airn does not depend on dsRNA molecules, but has been attributed to the act of transcription involving transcription through the promoter of Kcnq1 and Igf2r (2, 3). This repression might involve transcriptional interference mechanisms of the sense partner, but may also include recruitment of chromatin remodeling complexes leading to local accumulation of histone modifications and DNA methylation, as was found for Nespas and Airn respectively (4, 5). In addition, for Kcnq1ot1 and Airn it has been shown that recruitment
of chromatin remodeling complexes is involved in cis spreading of silencing towards non-overlapping genes, leading to parent specific inhibition of expression of flanking genes over long distances, in cis (6, 7).

The Xist/Tsix gene pair represents one of the best studied mammalian sense-antisense gene loci. In contrast to most imprinted gene loci, both Xist and Tsix are non-coding and the respective transcriptional activities or the transcribed RNAs (ncRNAs) are involved in mutual repressive mechanisms. Xist and Tsix, which is fully overlapping Xist, are the main players in the X chromosome inactivation (XCI) process. Random XCI occurs, and can be studied, in differentiating female mouse ESCs, with two X chromosomes. Xist is up-regulated on the future inactive X chromosome, and cis spreading and ncRNA-mediated recruitment of chromatin remodeling complexes, including PRC2, leads to inactivation of that one X chromosome. Tsix-mediated repression of Xist on the active X chromosome does not involve dsRNA and RNA interference mechanisms (8), but is dependent on Tsix antisense transcription through the Xist promoter, which leads to Xist promoter associated changes in histone modifications and CpG methylation (9, 10). Whether this local recruitment of chromatin remodelers is ncRNA-mediated or is dependent on a transcriptional interference mechanism is unknown.

Loss or gain of expression of a non-coding antisense partner of a sense gene has often been implicated in disease. For instance, in fragile X syndrome (FXS), a repeat expansion of a CGG repeat in the 5‘UTR of the human FMR1 gene results in induction of antisense transcription through the FMR1 promoter (11), initiating at the expanded repeat producing an unstable non-coding transcript. This antisense transcription results in epigenetic silencing of FMR1, which involves CpG methylation of the expanded repeat. This silencing of FMR1 happens during a defined window of neuronal differentiation (12). One form of alpha-thalassemia has been associated with juxtaposition of LUC7L to HBA2, resulting in antisense transcription through HBA2. This aberrant antisense transcription leads to silencing of HBA2 and DNA methylation of its associated CpG island by an unknown mechanism, during a specific developmental time window (13). These examples highlight the close relationship between transcription, ncRNAs and gene regulation with human disease in a developmental context.

For all these examples the exact mechanisms involved in silencing of the sense partner by antisense transcription remain elusive, as the effects of the act of transcription and biological activity of the respective ncRNA product cannot be separated. To be able to exclusively study the effects of antisense transcription, we have utilized an artificial sense-antisense gene pair consisting of an EGFP reporter and a fully overlapping inducible antisense transcription unit. Our studies indicate that antisense mediated silencing of the EGFP gene is reversible in embryonic stem cells (ESCs), and is dependent on modifications of the chromatin environment. Interestingly, silencing is locked into a stable state upon ESC differentiation, concomitant with accumulation of EGFP promoter-associated CpG methylation. Antisense transcription-induced silencing is augmented by blocking JARID1/JMJD2 family histone demethylases, suggesting that the transcription-coupled histone modification H3K36me3 provides a repressive environment for sense transcription initiation, which is locked into a stable state by CpG methylation upon ESC differentiation.
MATERIALS AND METHODS

Plasmids, Reagents and Antibodies

Plasmids used for generation of transgenic lines and transient transfections were pTRE-Tight-BI-DsRed2 (Clontech) and pCAG-EGFP-N1, which was generated by replacing the CMV promoter in pEGFP-N1 (Clontech) with the CAG promoter from pCAG-Rnf12-Flag (14). Reagents used were doxycycline, 5-aza-dC, SAHA, 2,4-PDCA, 2-PCPA, curcumin, pargyline, JQ1 (all Sigma).

Cell Lines

Culture media and conditions for ESC culture and differentiation have been described (15). Final concentration of doxycycline was 2 µg/ml. Final concentrations of small molecule inhibitors were: 20nM 5-aza-dC; 400nM SAHA; 5mM 2,4-PDCA; 200µM 2-PCPA; 10µM CUR; 1.5mM PAR; 150nM JQ1. Transgenic ESC lines were generated using polymorphic male 129/Sv-Cast/Ei line harboring an M2rtTA transcriptional activator in the ROSA26 locus (16) as follows: A tetracycline-responsive ptet promoter excised from pTRE-Tight-BI-DsRed2 was inserted downstream and in antisense direction to the EGFP in pCAG-EGFP-N1 (pCAG-EGFP-as-ptet). This construct was transfected into M2 ESC line by electroporation (Bio-Rad Gene Pulser Xcell) and stable clones with random integrations were obtained by one week selection in 350 µg/ml G-418 (Gibco). Clones were screened for expression of EGFP and responsiveness to doxycycline. For transient transfections, M2 ESCs were co-transfected with pCAG-EGFP-as-ptet and pTRE-Tight-BI-DsRed2 using an AMAXA nucleofector device and Mouse ESC Nucleofector Kit (Lonza). After 18 hours, EGFP-positive cells were sorted and used for experiments.

FACS Analysis

Single cell suspensions were prepared by TE treatment for 7 minutes at 37°C and 30 minutes pre-plating to remove feeder cells if necessary. Duplets were excluded by appropriate gating and dead/dying cells by Hoechst 33258 staining (1 µg/ml, Molecular Probes). Relative fluorescence intensities (FI) were determined for EGFP and mCherry. Cell analysis was performed on LSRFortessa and cell sorting on FACSAria III (BD Biosciences) with FacsDiva software. Statistical Analysis was performed in FlowJo.

Strand-specific Expression Analysis

RNA was isolated using Trizol reagent (Invitrogen) using manufacturer’s instructions. DNAse I treatment was performed to remove genomic DNA, and cDNA was prepared using SuperScriptII (Invitrogen) with strand-specific primers for target and control in the same reaction. Quantitative RT-PCR was performed on a CFX384 Real-Time PCR Detection System (Biorad) using Fast SYBR Green Master Mix (Applied Biosystems). Primers are listed in Table S1. Results were normalized to Actin, using the ΔCt method (17) and mostly represented as fold-change versus undifferentiated no doxycycline control.

Chromatin Immunoprecipitation

In short, approximately 5x10⁶ cells were cross-linked in dish for 10 minutes at room temperature by adding 1/10 volume 11% buffered formaldehyde solution (50
mM Hepes-KOH pH 7.6, 100 mM NaCl, 1 mM EDTA pH 8, 0.5 mM EGTA pH 8, 11% v/v formaldehyde) and quenched for 10 minutes at room temperature with 125 mM glycine. Cells were washed twice in ice-cold PBS+ protease inhibitors and re-suspended in SDS lysis buffer (50 mM Tris-HCl pH 8, 10 mM EDTA pH 8, 1% SDS), followed by sonication until a fragment size of ca. 500 bp was reached. Chromatin was diluted 1:10 in ChIP dilution buffer (16.7 mM Tris-HCl pH 8, 167 mM NaCl, 1.2 mM EDTA pH 8, 1.1% Triton X100, 0.01% SDS) and incubated with antibodies overnight at 4°C. Chromatin was then incubated with pre-blocked Protein G Dynabeads (Novex) for 1 hour at 4°C. Beads were washed thrice in low salt buffer (20 mM Tris-HCl pH 8, 150 mM NaCl, 2 mM EDTA pH 8, 1% Triton X100, 0.1% SDS), once in high salt buffer (20 mM Tris-HCl pH 8, 500 mM NaCl, 2 mM EDTA pH 8, 1% Triton X100, 0.1% SDS), once in LiCl buffer (10 mM Tris-HCl pH 8, 250 mM LiCl, 1 mM EDTA, 0.5% deoxycholate, 0.5% NP-40), and once in TE buffer (10 mM Tris-HCl pH 8, 50 mM NaCl, 1 mM EDTA pH 8). Complexes were eluted in elution buffer (10 mM TrisHCl pH 8, 150 mM NaCl, 2 mM EDTA pH 8, 5 mM DTT, 1% SDS) for 15 minutes at 65°C and cross-links were reversed by incubation overnight at 65°C. DNA fragments were recovered by Proteinase K treatment followed

**FIG 1 Map of EGFP-antisense-ptet construct and transfection strategy**

(A) Map to scale showing the construct used for generation of transgenic cell lines. Promoters and EGFP ORF are depicted as white and green boxes, respectively. Location of primers used for first strand synthesis for strand-specific expression analysis is indicated on top, and the black boxes numbered 1-6 mark the location of amplicons for expression analysis and ChIP analysis. Area amplified from bisulfite-treated DNA for bisulfite sequencing is shown on bottom. (B) Transfection and screening strategy used to identify clones for further analysis. ESCs harboring a M2rtTA in the ROSA26 locus were transfected, and stable random integration was forced by G-418 selection. EGFP-positive clones were expanded, plated in duplicate, and responsiveness to doxycycline was tested in 96-well plates (red circles denote clones with a decreased level of EGFP expression).
by phenol-chloroform extraction and analyzed by quantitative RT-PCR. Enrichment was estimated by determining the original amount of template in pull-down and input fractions as $2^{-\Delta\text{CT(pull-down)}} / 2^{-\Delta\text{CT(input)}}$.

**Bisulfite Sequencing**

Phenol-chloroform extracted DNA was converted using the EpiTect Bisulfite Kit (QIAGEN) following the manufacturer’s instructions. Part of the CAG promoter was amplified from bisulfite converted DNA with Platinum Taq (Invitrogen) using primers 204+207. The PCR product was gel-purified and subcloned into pGEM T-Easy (Promega) and transformed into bacteria. Single bacterial clones were isolated and the fragment of the CAG promoter was amplified by colony PCR using primers 208+209, followed by Sanger sequencing using primer 302. Sequence reads were analyzed using QUMA (18).

**Statistical Methods**

Standard deviation was calculated as: $$\sqrt{\frac{\sum(x-x)^2}{n}}$$ with $x$ for the sample mean and $n$ for sample size.

**RESULTS**

**Inducible antisense transcription reversibly silences an EGFP reporter**

To be able to study the general effect of antisense transcription on gene regulation during development, we generated transgenic mouse ESC lines containing an EGFP reporter cassette and a doxycycline-responsive promoter in antisense direction downstream of the reporter. This antisense ptet promoter was intended to initiate antisense transcription that fully overlaps with the sense EGFP reporter. To this end, the tetracycline-responsive ptet promoter was inserted downstream and in antisense direction to a CAG promoter driven (19) EGFP (Fig.1A). This construct was randomly integrated into male ESCs generated from a cross of a male Cast/Ei mouse and a female 129/Sv mouse carrying a M2rtTA transcriptional activator in the ROSA26 locus (16), allowing us to induce doxycycline(DOX)-dependent antisense transcription through the EGFP coding sequence and its promoter. EGFP positives clones were isolated and expanded, and reactivity to DOX was tested. Most clones showed a reduction in EGFP intensity upon DOX addition and six clones, denominated M2-3, M2-4, M2-5, M2-8, M2-20 and M2-29, were used for further analysis (Fig.1B).

When undifferentiated M2-3 ESCs were grown for two days in the presence of DOX and analyzed by FACS, the EGFP relative fluorescence intensity (FI) level was reduced to 40% as compared to control cells. This demonstrates that antisense transcription can reduce transcriptional activity of a sense partner, in this experimental context, where sense and antisense partners are biologically unrelated (Fig.2A,B). This silencing appeared very dynamic as DOX removal within one day resulted in almost complete recovery of EGFP FI to levels measured without induction of antisense transcription (Fig. 2A,B). Comparable results were found with several other M2 clones. To evaluate the time course of synthesis of both EGFP mRNA and the transcript originating from the ptet promoter, RNA was isolated from these pulse-chase experiments and
FIG 2 Antisense transcription and EGFP reporter expression in undifferentiated ESCs

(A) Histograms of EGFP fluorescence intensity (FI) distribution as determined by FACS analysis. Dark green represents uninduced cells, and light green the cells treated with doxycycline. Left upper panel shows repression after two days of doxycycline treatment as compared to untreated control, and the left lower panel shows the respective situation three days later, after doxycycline has been washed out. Right panels depict another experiment with the same experimental setup, but with only one day recovery from doxycycline induction. (B) Mean EGFP FI of induced/noninduced cells is shown after two days of doxycycline treatment (+DOX) and after two days of doxycycline treatment followed by one day of recovery (recovered). Error bars, where present, represent SD of two or three independent experiments. (C) Strand-specific expression analysis in noninduced (-DOX), induced (+DOX), and recovered (recov.) cells as outlined in (B) and main text. Top panels (light blue bars) show the results for the ptet proximal amplicon (amplicon 3 in Figure 1a), and bottom panels (green bars) show the results for the EGFP amplicon (amplicon 2). Quantification is depicted as fold change (relative expression) compared to noninduced cells. Error bars represent SD of two or three independent experiments. (D) Same as in top panel of (C) but results for the ptet distal amplicon are shown (amplicon 1).
strand-specific quantitative RT-PCR was performed. Two different sets of primers were used, one for amplification of a ptet proximal and one for a ptet distal product (Fig. 1A). As expected, quantification of the proximal transcript demonstrated reversible induction of the ptet promoter by doxycycline, which resulted in a concomitant reduction of the EGFP mRNA level. After DOX washout, the EGFP mRNA level recovered (Fig. 2C). The same pattern was observed for the distal ptet amplicon, confirming that ptet induced transcription fully overlaps with the EGFP reporter and runs through the CAG promoter (Fig. 2D). These results show that, in the present system using undifferentiated mouse ESCs, repression of a coding gene by antisense transcription is completely reversible, so that the repression is dependent on continuous antisense transcription.

Antisense transcription changes the chromatin structure of CAG promoter

For several specific examples of sense-antisense gene pairs, it has been described that silencing of the sense partner is accompanied by changes in promoter chromatin structure. In some cases, transcriptional overlap was found to be sufficient for silencing (3), but for other such gene pairs a requirement for antisense ncRNA to recruit chromatin modifying complexes has been reported (6). Thus, mechanisms of regulation appear to vary and it is not fully understood how antisense transcription is converted into a repressive chromatin environment. Our ptet-EGFP system provides an experimental tool to study the effect of antisense transcription on chromatin structure, for specific genes and RNA sequences which are not taking part, in a biological context, in a sense-antisense regulation system. Hence, we anticipated that the present experiments would provide information regarding the more general aspects of such regulatory mechanisms.

Elongating RNA polymerase II (POL2) itself interacts with a plethora of histone modifying proteins, and we hypothesized that transcriptional read-through per se might be sufficient to create a specific repression-instructive chromatin signature in promoters. We were particularly interested in methylations of histone H3 at residues K4 and K36, which are catalyzed by two POL2 associated proteins, SET1 (20) and SET2 (21), respectively. ChIP analysis of the CAG promoter in undifferentiated, not induced M2-3 cells showed strong enrichment of H3K4me3, while H3K36me3 levels were close to background (Fig. 3A). Upon DOX addition, however, H3K36me3 accumulated at the CAG promoter with a concomitant decrease in H3K4me3, thereby creating a specific chromatin environment that corresponded with repressed expression of the EGFP reporter. Gain of H3K36me3 just downstream of the ptet promoter also demonstrates effective transcriptional elongation, while enrichment at the ptet promoter itself most likely reflects a lack of resolution or initiation of transcription slightly upstream of the amplicon tested by qPCR. Analogous to fluorescence and mRNA abundance measurements, this effect was completely reversible after DOX washout (Fig. 3A). CpG islands (CGIs) are CG rich genomic regions which frequently initiate transcription and constitute more than 50% of all annotated promoters in vertebrates (22). Most CGIs remain unmethylated, but DNA methylation of CpG residues is correlated with stable repression of transcription. Several promoters of developmentally regulated genes acquire DNA methylation during development (23, 24). To test if DOX-induced repression of the CAG promoter that drives EGFP expression and contains a CGI in-
volves DNA methylation, we performed bisulfite sequencing on undifferentiated ESCs grown in absence and presence of DOX. In most clones the CAG promoter was found to be completely devoid of DNA methylation, regardless of induction of antisense transcription (Fig. 3B). Only clone M2-5 showed higher levels of DNA methylation, but this was unresponsive to induction of antisense transcription, meaning that this higher level most likely is related to a position-effect. Thus, without containing any specific RNA sequences and with no particular locus requirements, antisense transcription generates a special chromatin state at an unrelated promoter, located nearby and transcribed in a coding sense direction, and reversibly silences its experimental sense partner in cis.

Antisense transcription mediated repression requires an intact chromatin template

ChIP analysis of the CAG promoter suggested that antisense transcription induces a specific chromatin signature over promoters. Next, we asked whether chromatin modifications are important for silencing by antisense transcription. We therefore exploited transient transfections as a system in which the regular chromatin structure is perturbed (25, 26). The same sense-EGFP-antisense-ptet construct that was used for generation of M2 cell clones was transiently transfected into M2rtTA-ROSA26 male ESCs, and EGFP positive cells were sorted after 18hrs into medium containing DOX or no DOX. As a control for DOX induction, a ptet-DsRed construct was co-transfected. After two days of either DOX or no DOX treatment, cells were analyzed by FACS. For another set of cells DOX was removed after 48hrs and cells were left to recover for an additional 24 hours before FACS analysis. Surprisingly, addition of DOX almost completely failed to repress EGFP transcription from the transiently transfected plasmid, even though DOX induction of ptet transcription per se was functional as demonstrated by expression of DsRed (Fig. 3C). Thus, recovery from DOX treatment did not significantly increase EGFP FI levels as compared to the induced condition (Fig. 3C). To study if a perturbed chromatin arrangement on a transiently transfected template carries chromatin modifications as they are laid down by the transcription machinery and thus are involved in the specific chromatin state induced by antisense transcrip-
tion, ChIP was performed on transiently transfected cells. Intriguingly, neither H3K4me3 nor H3K36me3 were found to reside on the transiently transfected plasmid (Fig. 3D). Thus, even though EGFP expression and ptet induction are not hampered on a transiently transfected template devoid of the histone modifications H3K4me3 and H3K36me3, repression of EGFP mediated by antisense tran-
scription does not occur in that situation.

**Antisense transcription-mediated repression during ESC differentiation**

To investigate the effect of antisense transcription on expression of the EGFP reporter during differentiation, we
performed pulse-chase type time-course experiments. Cells were differentiated by removal of feeders and LIF, and kept in culture until day three of differentiation. We opted for this window of time because, even in the absence of DOX, the EGFP reporter was increasingly silenced at later time-points in all clones analyzed. Moreover, in the present system, 50% of female ESCs initiate XCI during the first three days of differentiation, demonstrating that during this developmental time window major epigenetic and gene regulatory changes occur. The different conditions for day one, two, and three of differentiation were: i) no DOX, ii) with two days DOX followed by washout and one day recovery, and iii) addition of DOX for two days.

**FIG 4 Stable repression of CAG promoter by antisense transcription in differentiating ESCs**

(A) Time schedule of induction experiments in differentiating ESCs. Dashed lines represent time that cells were grown in absence of doxycycline, red lines represent time that cells were grown in presence of doxycycline. Grey dots indicate time point of analysis. (B) Mean EGFP FI of induced/noninduced cells is shown for cells treated for two days with doxycycline until day of analysis and for cells treated for two days followed by one day of recovery as outlined in (A). Upper label on x-axis gives time period of doxycycline treatment and lower label indicates day of analysis. Error bars represent SD of three independent experiments. (C) Strand-specific expression analysis in noninduced, recovered, and induced cells as outlined in (A) and main text. Upper label on x-axes gives time period of doxycycline treatment (- is noninduced) and lower label indicates day of analysis. Error bars represent SD of two or three independent experiments.
before analysis (Fig. 4A). FACS analysis showed that, while DOX treatment until the start of differentiation did not interfere with recovery of FI levels, the DOX treatment exerted a stronger inhibitory effect on recovery if DOX was administered during differentiation (Fig. 4B). In addition, when ptet antisense transcription through the EGFP cassette was induced from day one to three of differentiation, repression of the EGFP was attenuated. This suggests either that antisense transcription at the onset of differentiation is important for proper silencing of the antisense partner, or that at later time-points during differentiation any kind of forced expression helps to maintain the locus in an open conformation. To test whether the loss of reversible silencing during differentiation is caused by general repression of the EGFP reporter and to verify that induction of transcription from the ptet promoter is working under differentiation conditions, RNA was isolated from the same time-course experiments and transcripts emanating from the ptet and CAG promoters were quantified by strand-specific qPCR. Abundance of ptet transcripts increased 1.5- to 3-fold upon DOX addition at all time points analyzed, and this expression reverted to levels similar to the noninduced condition after DOX removal (Fig. 4C), demonstrating that the inducible system functions normally in differentiating cells. Of note, the ptet promoter appeared to become increasingly de-repressed while differentiation lasted. Upon addition or wash-out of DOX, EGFP transcripts displayed the expected anti-correlation with ptet-derived transcription, mirroring the data obtained by FACS analysis (Fig. 4C). Importantly, EGFP mRNA abundance in the absence of DOX did not substantially decrease during differentiation, but stayed at levels comparable to those in undifferentiated cells. Taken together, these data indicate that antisense transcription during differentiation, in contrast to the reversible silencing observed in undifferentiated cells, might lead to stable repression of a gene on the opposite strand.

**Chromatin structure induced by antisense transcription during differentiation**

Since we observed that transcriptional antisense read-through resulted in a specific chromatin signature at the CAG promoter without altering DNA methylation levels in undifferentiated ESCs, we next asked which effect antisense transcription would have on chromatin structure during differentiation. Therefore, differentiating cells were grown in absence or presence of DOX, or were allowed to recover for 1 day after DOX removal, and ChIP analysis of H3K4me3 and H3K36me3 was performed at day three of differentiation (Fig. 5A, B). Similar to undifferentiated cells, without DOX, in the absence of ptet transcription, H3K4me3 was found to be strongly enriched at the CAG promoter, while H3K36me3 levels were close to background. In DOX-induced cells, H3K36me3 becomes enriched at the CAG promoter, while H3K4me3 levels decrease slightly, suggesting that antisense transcription through the CAG promoter creates a specific chromatin environment also during differentiation. However, one day after DOX wash-out, reversal of chromatin marks to the noninduced state was less complete than in undifferentiated cells (Fig. 5C). This might be attributed to either the enhanced levels of DOX-induced ptet transcription during later phases of differentiation (Fig. 4C) or to a more stable silencing of EGFP. DNA methylation, which is believed to be important for stable repression of the inactivated X chromosome (27) and several other genes (24), is highly dynamic during and essential for embryonic development.
We therefore tested if DNA methylation is involved in the repression of the EGFP reporter, by bisulfite sequencing of cells differentiated for 2 days. Strikingly, all clones analyzed displayed a marked increase in DNA methylation in the CAG promoter which was strictly dependent on antisense transcription (Fig. 5D). Values ranged from 0% to 8% methylated CpGs without DOX addition up to 40% CpG methylation after two days of DOX treatment. These findings indicate that antisense transcription generates a particular chromatin signature and, contrary to the situation in undifferentiated ESCs, is capable of inducing promoter-associated CGIs DNA methylation only in the specific context of differentiation. These events might lead, in turn, to stable gene repression.

Perturbation of chromatin modifications and silencing of the EGFP reporter

To follow up on the observations that properly assembled chromatin and specific combinations of chromatin modifications may have a role in the antisense transcription-mediated repression of the EGFP reporter, we used small molecule inhibitors to interfere with enzymes that catalyze DNA methylation or the addition or removal of histone modifications. M2-3 cells were differentiated for two days and samples treated for two days with or without DOX, where parallel samples were allowed to recover for 24 hours after two days of DOX regimen. In addition, the following small molecule inhibitors were added to the medium (Table 1): i) 5-aza-2’-deoxycytidine (5-aza-dC), an inhibitor of DNA methylation; ii) suberanilohydroxamic acid (SAHA), an HDAC inhibitor; iii) 2,4-pyridinedicarboxylic acid (2,4-PDCA), a histone demethylase inhibitor with high specificity for JARID1 and JMJD2 family demethylases which are responsible for H3K4me3 and H3K36me3 demethylation, respectively (30); iv) tranylcypromine (2-PCPA), which preferentially inhibits the monoamine oxidase LSD1 H3K4me1/2 demethylation activity (31); v) curcumin (32), a histone acetyltransferase inhibitor; vi) pargyline (PAR), an LSD1 inhibitor with a preference for inhibition of H3K9m1/2 demethylation (31); and vii) JQ1 which inhibits BRD4 and thereby transcriptional elongation (33). Following these treatments, the cells were analyzed by FACS. Most inhibitors had only minimal effects on repression and recovery in undifferentiated cells (Fig. 6A). SAHA and 5-aza-dC treatment, in line with their reported activating properties, resulted in slightly less efficient repression and subsequent enhanced recovery from repression of the EGFP reporter. In the presence of 2,4-PDCA, antisense transcription-mediated repression was slightly more efficient, which suggests that H3K4me3 and H3K36me3 might be involved in down-regulation of the reporter. Surprisingly, PAR addition increased overall EGFP reporter activity, possibly because inhibition was not preferentially on LSD1 H3K9me1/2 methylation activity, but rather on its H3K4me1/2 demethylation activity. JQ1 treatment resulted in complete loss of recovery from antisense transcription-mediated repression of the reporter. This is consistent with its repressive effect on transcriptional elongation and probably caused by complete ablation of transcription. Upon differentiation, most epigenetic drugs cause partial loss of DOX-inducible EGFP repression and increased recovery after DOX removal (Fig. 6B), showing that these inhibitors interfere to some degree with antisense transcription-mediated repression and stable silencing occurring during differentiation. De-repression was most pronounced in the presence of 5-aza-dC, indicating that DNA methylation might be
involved in this stable silencing. Also JQ1 treatment led to marked de-repression of EGFP during differentiation, indicating that transcriptional elongation plays an important role in establishing the stably repressed state. However, in contrast to

FIG 5 Epigenetic modifications of the CAG promoter in differentiating ESCs

(A) Time schedule of induction experiments in differentiating ESCs. Dashed lines represent time that cells were grown in absence of doxycycline, red lines represent time that cells were grown in presence of doxycycline. Grey dots indicate time point of ChIP analysis, black dots indicate time point of bisulfite sequencing. (B) ChIP-qPCR analysis of region encompassing CAG and ptet promoters in differentiating M2-3 clone for noninduced (-DOX), induced (+DOX), and recovered (+DOX recovered) conditions as outlined in (A) and main text. Antibodies against H3K36me and H3K4me3, and whole IgG as mock control, were used as indicated on top. Loci analyzed, including H3K36me3 and H3K4me3 controls, are indicated. Values are plotted as the ratio of original amount of template DNA, for the pull-down and input fractions. (C) Direct comparison of H3K36me3 levels on the CAG promoter between undifferentiated and differentiating cells. Values for undifferentiated (Fig. 3A) and differentiating cells (Fig. 5A) were divided by corresponding values of H3K36me3 positive control for normalization. (D) Bisulfite sequencing of CAG promoter in several differentiating clones treated (+DOX) or not treated with doxycycline (-DOX) for two days as outlined in (A). For independent clones represented in the separate panels, filled circles are methylated, empty circles unmethylated CpGs. Average percentages for each condition and clone are indicated.
all other small molecule inhibitors used in this study, 2,4-PDCA strongly enhanced both the direct repressive effect and stable silencing by antisense transcription during differentiation. Taken together these data point to a general role for H3K4me3 and/or H3K36me3 in antisense transcription-mediated repression and the establishment of silent chromatin at the CAG promoter driving EGFP. In particular, maintenance of the silent state, which is only put into place during differentiation, appears to be influenced by the H3K4me3 and H3K36me3 histone modifications.

**DISCUSSION**

Transcriptional interference mechanisms have been thoroughly studied in prokaryotes and yeast [reviewed in (34)]. These studies indicate inhibition of transcription of the sense gene of a sense-antisense gene pair, which might involve transcription invoked torsional effects or transcriptional collision. Torsional or topological effects have also been implicated in transcriptional interference in higher eukaryotes (35). However, our findings indicate that antisense-mediated repression of a sense gene is absent on transiently transfected templates, precluding an important role for transcriptional interference in silencing of the reporter. Our ChIP experiments revealed the absence of chromatin modifications that are normally found on templates randomly integrated at different positions in the genome, suggesting that histone modifications play a key role in antisense mediated repression of fully overlapping sense-antisense gene pairs.

We found that silencing of a stably integrated reporter plasmid is reversible in ESCs and is accompanied by an increase in H3K36me3 and a reduction of H3K4me3 in the CAG promoter region driving EGFP transcription. Interestingly, repression of EGFP is stabilized during the ESC differentiation process, concomitant with maintenance of accumulated H3K36me3 and loss of H3K4me3, and a significant increase in CpG methylation at the EGFP promoter. Addition of inhibitors interfering with specific epigenetic pathways had little effect on GFP expression during and after recovery of antisense transcription, for most compounds tested. However, addition of 2,4-PCDA had a pronounced effect on EGFP expression in differenti-
GENE SILENCING BY ANTISENSE TRANSCRIPTION

At ESCs, both during doxycycline-induced antisense transcription and after recovery from this antisense transcription. The compound 2,4-PCDA inhibits H3K4me3 and H3K36me3 demethylases, so that the results suggest that accumulation of these modifications leads to silencing of the CAG promoter, which might be the case also for any other gene promoter with overlapping antisense transcription. The observed effect of 2,4-PCDA was also present, but less pronounced, in undifferentiated ESCs, possibly related to the reversibility of the silencing process. Interestingly, treatment of differentiating ESCs with the DNA methylation inhibitor 5-aza-dC revealed the opposite effect, resulting in an increase in EGFP expression, pointing at a specific role for DNA methylation in silencing of antisense promoters in a developmental context.

Although we cannot formally exclude a role for the non-coding antisense RNA in this process, the synthetic nature of our reporter construct, favors a model were the act of transcription and RNA-polymerase II associated chromatin remodelers play a crucial role in the regulation of sense-antisense gene pairs where at least one of the genes initiates transcription through the promoter of the other gene. In yeast, the methyltransferase Set2 associates with RNA-polII, and the resulting accumulation of H3K36me3 in the gene body is important for recruitment of the histone deacytelase Rpd3 (21, 36, 37). In mammals, H3K36me3 is involved in recruitment of the H3K4me3 demethylase KDM5B (38), and the DNA de novo methyltransferases DNMT3A (39), implicating a role for H3K36me3 in repression of transcription from cryptic intragenic promoters. Our data are consistent with these findings and suggest that promoter-associated H3K36me3 reversibly represses transcription initiation in ESCs, which might be dependent on the recruitment of

FIG 6 Interference of chromatin modifiers with small molecule inhibitors

(A) Mean EGFP FI of induced/noninduced M2-3 cells after two days of doxycycline treatment (+DOX) and after two days of doxycycline treatment followed by one day of recovery (recovered). Small molecule inhibitors used are indicated. Error bars represent SD of three independent experiments. (B) Same as (A) but in differentiating M2-3 cells. Time schedule as in Figure 5A but all experimental steps taken one day earlier and cells analyzed at day 2 of differentiation. Error bars represent SD of three independent experiments.
KDM5B which function is associated with ESC self-renewal. Upon ESC differentiation, H3K36me3 enriched gene bodies, including our antisense transcribed EGFP reporter, might be targeted specifically by DNMT3A which is upregulated during this differentiation process. Whether silencing of the GFP promoter only requires H3K36me3 or is also dependent on H3K4me3 needs further investigation. Similar observations have been made for Xist and Tsix, two endogenous overlapping gene loci. Loss of Tsix antisense transcription through the Xist promoter has been shown to result in promoter-associated chromatin changes, allowing aberrant initiation of Xist transcription (9, 10, 40). In addition, forced Tsix expression during development results in Xist promoter methylation (41). Xist promoter methylation is required to stably repress Xist at later stages of development, also in the absence of ongoing Tsix transcription, which is shut down in differentiated cells (42). Also for the imprinted Igf2r/Airn locus, Airn antisense transcription through the Igf2r promoter is required for silencing of Igf2r (5). Studies with an inducible Airn promoter indicate that antisense Airn transcription leads to CpG methylation of the Igf2r promoter, stabilizing the silent state, which can then be maintained in the absence of Airn transcriptional readthrough (43). The present findings obtained for an experimental sense-antisense gene pair in undifferentiated and differentiating ESCs, taken together with the above-described findings on physiological gene pairs, clearly demarcate a developmental time window where irreversible silencing is established. Our experimental system provides a powerful tool to study the respective regulatory mechanisms.

In prokaryotes and yeast, it has been found that genes with a clear ‘on-off’ switch show an enrichment for antisense expression from a neighbouring locus [42]. This antisense transcription has been implicated in providing thresholds that need to be overcome for sense genes to be expressed (44). Also in higher eukaryotes, the best studied sense-antisense fully overlapping gene pairs, including Xist/Tsix and Igf2r/Airn, show such a binary switch pattern in gene expression during development, where the antisense partner provides a threshold for transcription initiation of the sense gene. Our findings with an engineered reporter indicate that fully overlapping sense-antisense, and possibly sense-sense, gene pairs might be subject to a general silencing mechanism, which does not involve transcriptional interference, but relies on transcription mediated accumulation of histone modifications in promoters leading to gene silencing. Genome-wide strand specific RNA-seq and ChIP-seq studies will be required to determine whether such a general surveillance mechanism is indeed active in mammalian systems.
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Supplemental Information

Chromatin mediated reversible silencing of sense-antisense gene pairs in ESCs is consolidated upon differentiation
<table>
<thead>
<tr>
<th>#</th>
<th>SEQUENCE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>228</td>
<td>ACACGCAGCTCTATTGTAG</td>
<td>First strand primer for strand-specific Actb expression</td>
</tr>
<tr>
<td>226</td>
<td>GATATCGCTGCGCTGTTGTGC</td>
<td>FOR primer Actb expression</td>
</tr>
<tr>
<td>227</td>
<td>AGATCTCTCTATGCTGTTGTCC</td>
<td>REV primer Actb expression</td>
</tr>
<tr>
<td>221</td>
<td>CTTCTCGTTGGGTCTTGTG</td>
<td>First strand primer for strand-specific EGFP expression</td>
</tr>
<tr>
<td>106</td>
<td>AGGGCATCGACTTCAAGAG</td>
<td>FOR primer EGFP expression</td>
</tr>
<tr>
<td>107</td>
<td>CACCTTGATCGGTCTTCTTCG</td>
<td>REV primer EGFP expression</td>
</tr>
<tr>
<td>104</td>
<td>CAAGATCGCCACACACATCG</td>
<td>First strand primer for strand-specific ptet proximal expr.</td>
</tr>
<tr>
<td>222</td>
<td>TTCGACTCTCTCTAGTTGTTG</td>
<td>FOR primer ptet proximal expression</td>
</tr>
<tr>
<td>223</td>
<td>GTACCAGGGATACCTCCTTA</td>
<td>REV primer ptet proximal expression</td>
</tr>
<tr>
<td>220</td>
<td>TGTTAATCTCGGAGAGAGG</td>
<td>First strand primer for strand-specific ptet distal expr.</td>
</tr>
<tr>
<td>231</td>
<td>TCCCCCTCTCCCTTCAG</td>
<td>FOR primer ptet distal expression</td>
</tr>
<tr>
<td>232</td>
<td>CTGCAAGATTTCTAGAGCCGC</td>
<td>REV primer ptet distal expression</td>
</tr>
<tr>
<td>195</td>
<td>CTTCTAGCTGACGGCTTACT</td>
<td>FOR primer ChiP for CAG promoter</td>
</tr>
<tr>
<td>196</td>
<td>TTTGACGCAGCCACAGAAA</td>
<td>REV primer ChiP for CAG promoter</td>
</tr>
<tr>
<td>323</td>
<td>CACATTGTAGAGGTTTTACTTGTG</td>
<td>FOR primer ChiP for GFP-ptet</td>
</tr>
<tr>
<td>324</td>
<td>AGCTGCAAATACGTTAATACACG</td>
<td>REV primer ChiP for GFP-ptet</td>
</tr>
<tr>
<td>317</td>
<td>GAGCTGAAATCCTCCAGGG</td>
<td>FOR primer ChiP for ptet promoter</td>
</tr>
<tr>
<td>318</td>
<td>GTATCTCGAGGTAGGCGTG</td>
<td>REV primer ChiP for ptet promoter</td>
</tr>
<tr>
<td>343</td>
<td>TCTCCCCAGCCTCTCTACACA</td>
<td>FOR primer ChiP for H3K36me3 control in Mcm2</td>
</tr>
<tr>
<td>344</td>
<td>CTATGGATGTTGTTGTTGCGCA</td>
<td>REV primer ChiP for H3K36me3 control in Mcm2</td>
</tr>
<tr>
<td>331</td>
<td>GCTAGGTTAGGAGAGGCCAGA</td>
<td>FOR primer ChiP for H3K4me3 control in Mrps14</td>
</tr>
<tr>
<td>332</td>
<td>AGGTCTCAATGCTCACGACTTCTA</td>
<td>REV primer ChiP for H3K4me3 control in Mrps14</td>
</tr>
<tr>
<td>204</td>
<td>GAGATTCTTTTTTTGTGTTAATATTGTG</td>
<td>FOR primer for bisulfite sequencing amplicon</td>
</tr>
<tr>
<td>207</td>
<td>AAATAAACCTTAAAAATCAAATCACC</td>
<td>REV primer for bisulfite sequencing amplicon</td>
</tr>
<tr>
<td>209</td>
<td>GAAACACGAGCGGCGAC</td>
<td>FOR primer for amplification from bacteria (M13 -20 FOR)</td>
</tr>
<tr>
<td>208</td>
<td>CAGGAAACAGCAGCTATGAC</td>
<td>REV primer for amplification from bacteria (M13 REV)</td>
</tr>
<tr>
<td>302</td>
<td>ATTTAGGCTGACACTTATAG</td>
<td>Sequencing primer for bisulfite sequencing (Sp6)</td>
</tr>
</tbody>
</table>
CHAPTER
General Discussion

Friedemann Loos
General Discussion

Dosage compensation has evolved independently in several taxa to account for the gene dosage differences in heterogametic species (reviewed in Disteche, 2012). This together with the highly deleterious nature of aneuploidies and polysoomies for example in humans demonstrates how essential proper gene dosage is for normal development and cell homeostasis. To solve the potential gene dosage problem related to the evolution of sex chromosomes, in mammals a mechanism called X chromosome inactivation (XCI) has co-evolved. This process leads to transcriptional inactivation of one X chromosome in every female cell that is initiated around pre-implantation stage of embryogenesis. The inactive X (Xi), which can be of maternal or paternal origin, is subsequently clonally propagated through cell division, implying that female mammals essentially represent a mosaic organism of cells in which either one or the other X chromosome is silenced (reviewed in Loda et al., 2015/chapter 1). In summary, more than 50 years after XCI has first been postulated, this process is still a fascinating paradigm for epigenetics and gene regulation in general, and specifically for the developmental context it occurs in.

The following paragraphs discuss the different levels of regulation that underlie XCI and relate these processes to a special window of time during early embryonic development in which major epigenetic changes take place.

X chromosome inactivation is governed by multiple levels of gene regulation

XCI is a multifaceted process which has to ensure not only the timely and robust initiation of silencing during early embryonic development, but must also guarantee its propagation and stability in diverse tissues over the entire life-time of an animal. Therefore the regulation of XCI relies on several interwoven and sometimes redundant principles which only together can provide error free execution of the entire program.

At the heart of the regulation of initiation of XCI lies the X chromosome inactivation center (Xic). This concept has originally been introduced to explain the phenotypes of X-chromosomal translocations, deletions and truncations and delineates the region necessary for XCI to occur in cis (Rastan and Robertson, 1985). Several genes in the Xic have been implicated in the regulation of XCI, most importantly \textit{Xist}, whose noncoding RNA product is necessary to silence the X chromosome (Borsani et al., 1991; Brockdorff et al., 1991; Penny et al., 1996) and \textit{Tsix} which is a negative regulator of \textit{Xist} (Lee and Lu, 1999; Lee et al., 1999). The presence of several DNAse I-hypersensitive sites in the \textit{Xist} promoter suggests that \textit{Xist} regulation, just as for other genes, involves the action of specific transcription factors (Sheardown et al., 1997). However, the first X-linked activator of XCI, whose existence was predicted from studies in ES cells demonstrating that the X to autosome ratio determines the probability to undergo XCI (Monkhorst et al., 2009), was found to be the E3 ubiquitin ligase RNF12 (Jonkers et al., 2009). RNF12 activates \textit{Xist} by targeting REX1, a transcriptional repressor of \textit{Xist}, for degradation (Gontan et al., 2012). The pluripotent state of ES cells is moreover linked to repression of XCI by several pluripotency
factors which repress Xist and/or activate Tsix (Donohoe et al., 2009; Ma et al., 2011; Navarro et al., 2008; Navarro et al., 2010). Interestingly, female Rnf12+/- ES cells do not completely resemble male ES cells in that a substantial percentage of cells still initiates XCI, which suggests the existence of additional X-linked trans-activators. In addition, comparison of ES cells with different sex chromosome compositions indicates differential activity of signaling pathways between cells harboring one and two X chromosomes, which results in blockage of exit from the pluripotent state in XX cells (Schulz et al., 2014). This differential signaling environment might also transmit cues influencing the XCI process.

Our deletion and transgenic rescue experiments in chapter 2 did not reveal any additional trans-acting factors, but rather provide evidence that several additional genes located in the Xic most likely exert their influence strictly in cis. Jpx, Ftx and Xpr have been reported to activate Xist expression (Augui et al., 2007; Chureau et al., 2011; Tian et al., 2010), however, in our hands loss of Jpx/Ftx or Xpr does not influence XCI in trans, in addition BAC transgenes expressing these genes or introducing additional Xpr elements do not affect XCI, which contrasts with results obtained using Rnf12 transgenes. Therefore, we propose that Jpx, Ftx and Xpr are part of a cis-acting Xic, while Rnf12 is the only so far identified gene of the trans-acting Xic. Since Xite, Tsx and Ppnx/Linx activate or are co-activated with Tsix (Anguera et al., 2011; Nora et al., 2012; Ogawa and Lee, 2003) analogously to Jpx/Ftx/Xpr-dependent cis-activation of Xist, these genes belong to the cis-Xic, as well. Interestingly, recent studies identifying the topological conformation of the Xic have shown that genes belonging to the Xist or Tsix cis-regulatory region are embedded in two different, adjacent TADs, and deletion of a boundary element between them results in dysregulation of the Xic (Nora et al., 2012; Spencer et al., 2011). Along the same lines, the configuration of the Tsix TAD appears to correspond to a defined transcriptional output of genes embedded in it (Giorgetti et al., 2014). It is thus tempting to speculate that genes located in the same TADs share common regulatory elements responsible for a certain degree of co-regulation. This also implies that the Xist and Tsix TADs might represent the entire cis-regulatory region involved in timely and robust execution of XCI.

Another interesting finding presented in chapter 2 regards the temporally extended requirement for at least one active copy of Rnf12. This was shown by preferential inactivation of the mutant allele in Rnf12+/- ES cells and by a compound deletion of Xist and Rnf12 in cis. This indicates that inactivation of the single intact Rnf12 copy would lead to recurrent repression of Xist via the REX1 axis and failure to properly establish an Xi. It also explains the imprinted XCI (iXCI) defect observed in the case of maternal transmission of a Rnf12 deletion (Shin et al., 2010), because the single intact Rnf12 copy is of paternal origin and would inevitably be silenced upon iXCI. However, as Rex1 is quickly down-regulated upon differentiation and Rex1-/- female mice are born (Masui et al., 2008), it remains to be determined in how far REX1 is indeed the only effector of Rnf12 deletions. Moreover, even though an almost absolute requirement exists for RNF12 in random XCI in ES cells (Barakat et al., 2011), a recent study using a Sox2-driven conditional Rnf12 knockout in vivo demonstrates that this knockout is viable and that Rnf12-/- females show hallmarks of XCI (Shin et al., 2014). This effect might be attributed to the fact that XCI in vivo might be much more robust than in ES cells, as is also evident from the presence of a significant proportion of differentiated ES cells with no Xist clouds
(Monkhorst et al., 2008). For example, on top of specificity, timing and penetrance issues regarding the Sox2-driver, additional activators of XCI might compensate in such a Rnf12 knockout situation.

As shown by various genetic studies in mice and ES cells, the mutual interplay of Xist and Tsix is essential for the regulation of XCI (reviewed in Loda et al., 2015/chapter 1). However, as these two genes completely overlap and have opposing effects on the outcome of XCI, the analysis of their mutual regulation is severely complicated. This is exemplified by our results in chapter 2, demonstrating that a Tsix deletion in cis to a Jpx/Ftx/Xpr/Rnf12 deletion rescues the corresponding XCI phenotype. Similar results have been obtained in a different study which exclusively examined the role of Jpx in XCI (Tian, 2010). Loss of Xist activation as a consequence of a Jpx knockout can be rescued by a deletion of Tsix in cis. This suggests that Tsix expression might potentially mask any regulatory effects exerted on the Xist-regulatory network. In chapter 3 we therefore employ a series of fluorescent reporter constructs for Xist and Tsix to investigate their early regulation on an uncoupled allele. That is, we replaced the first exons of Xist and Tsix with an EGFP and mCherry cassette, respectively. Both reporters are thus under control of the endogenous promoters and a polyA-signal terminates transcription downstream of the reporter. Comparing the single EGFP and mCherry knockin's to the double knockin on the same allele, we observed increased Xist-promoter driven GFP expression in double knockin ES cells confirming the described Tsix-mediated Xist repression. In addition we found a repressive effect of Xist on Tsix not only on the Xi but also on the future active X. We also observed transient bi-allelic Xist up-regulation which is consistent with a role of Xist in the repression of Tsix in that this transient up-regulation might be sufficient to silence Tsix in cis. These findings suggest that mono-allelic Xist expression and accumulation which finally lead to inactivation of one X chromosome might get established later than currently believed. At least the visual accumulation of Xist in a cloud on the Xi occurs after an initial bi-allelic up-regulation and appears to differ from Xist's very local action on the Xa. How such a mechanism might work or how differential Xist expression could be achieved at a later time point in development remains to be elucidated. Yet again, these findings also emphasize the need to investigate their regulation independent of interfering aspects of the corresponding antisense partner. In this context, we also show that known activators and inhibitors of XCI can only properly function on balanced alleles, that is, or on the wild type allele or the Xist-GFP/Tsix-CHERRY double knockin allele. The effects of Rex1 and Rnf12 transgenes on the single knockin’s were severely attenuated, suggesting that the process of antisense transcription or the antisense transcript itself overrules any regulatory impact these proteins might have. For future experiments the Xist-GFP/Tsix-CHERRY line might be very useful to discover novel activators and inhibitors of XCI, because i) it provides a robust and easy readout of activation or inhibition and ii) it enables distinction between direct and indirect effects on the promoters of Xist and Tsix. Of note, the deletion of a few REX1 and pluripotency factor binding sites due to the process of generating the knockin cell lines does not appear to abolish proper developmental regulation of Xist and Tsix. Recent studies have indicated competitive binding of REX1 and YY1 to this region, REX1 being involved in repression of Xist, whereas YY1 acts as a cis-activator of Xist (Makhlof, 2014). However, our results, indicate that REX1 and RNF12 likely act in a redundant fashion on multiple sites. We also derived an X0 Xist-GFP/
Tsix-CHERRY ES cell line from the original XX Xist-GFP/Tsix-CHERRY line. Analysis of this line not only confirmed reduced dynamics of the Xist promoter, most likely due to lower levels of RNF12 and therefore increased levels of REX1, but also showed a striking reduction in Tsix promoter activity. These data indicate that Tsix activity is also dependent on the X to autosome ratio, which, in addition to RNF12-REX1-mediated activation of Xist upon differentiation, might provide a fail-proof mechanism to keep Xist activity in check in undifferentiated female ES cells. Indeed, mutation of Tsix in undifferentiated female ES cells results in ectopic up-regulation of Xist, albeit that it does not cause Xist accumulation and XCI on the mutated allele (Lee, 1999; Luikenhuis, 2001).

Easy readout of reporter activity in Xist-GFP/Tsix-CHERRY cells also allowed detailed analysis of the dynamic patterns of Xist and Tsix regulation during differentiation. It is important to note, however, that due to reporter half-lives of ca. 10-14 hours, we do not extract information about small scale events like transcriptional bursting but rather obtain estimates of general promoter activity by integration over time. FACS and live imaging of single cells showed that Xist up- and down-regulation precede Tsix down-regulation on the Xa. Without interference from the antisense partner, this pattern is developmentally concerted, but not strictly dependent on each other. Tsix repression is loosely correlated to Xist activation but can occur before, after or right at the time point of Xist activation. This implies that Xist up-regulation and Tsix down-regulation depend on a stochastic mechanism most likely influenced by concentration gradients of trans-acting factors like RNF12, CTCF, YY1, REX1 or other pluripotency factors rather than depending on defined sequential events. It also shows that Tsix will be repressed eventually, even in the absence of a Xist-mediated silencing mechanism. In addition, following single cells over several cell divisions during ES cell differentiation and scoring rates of EGFP and mCherry production, we were able to construct pedigrees of cell lineages and correlate them to Xist and Tsix promoter activities. Interestingly, the two daughter cells of any given cell division behave very similarly with regard to activation levels of the Xist and Tsix promoters and mirror the state of the mother cell as compared to other cells of that generation. Only occasionally daughter cells deviate from each other, which can be interpreted as switches in promoter activity. Therefore, states of promoter activity are surprisingly stable and switch only slowly or rarely. This observation is supported by the presence of cells that strongly activate the Xist-GFP reporter, but never manage to switch to activation of the wild-type Xist allele and therefore never accumulate an Xist domain on the wild-type X chromosome in the time span that we were able to monitor the cells. In general, switches might occur in a certain phase of the cell cycle, because events of Xist activation appear to cluster. Most likely they occur around mitosis, because we rarely observe dents in the slopes of fluorescent intensity raw data tracks from live imaging experiments from G1 through G2. This points to a role for mitosis in the establishment of transcriptional states at the Xic, as has been proposed based on findings that transcription factors are displaced during mitosis thereby providing a window of opportunity for cell state transitions (Martinez-Balbas et al., 1995; reviewed in Egli et al., 2008).

The surprising stability of transcriptional states is also evident from the presence of two mCherry populations in the XX Xist-GFP/Tsix-CHERRY line grown under 2i plus LIF conditions and the Xist-GFP/Tsix-CHERRY X0 ES cell line. Careful analysis of these cell lines indicates
that indeed the two cell populations are not explained by heterogeneity of the cell line or its pluripotent state. Therefore, they represent two truly distinct states which can only be based on epigenetic phenomena. We rule out DNA methylation to be the cause of these distinct states because we detected only very low levels of CpG methylation in the Tsix-associated CpG island, consistent with general hypomethylation in ES cells (Zvetkova et al., 2005), particularly under 2i conditions (Habibi, 2013). Moreover, DNA methylation at the Tsix regulatory DxPas34 region and its CpG island is generally believed to be acquired only at post-implantation stages (Prissette et al., 2001). Instead, we favor a model in which the different transcriptional states that we observe represent distinct 3D conformational states of the Xic, which would correspond to the two major conformational classes predicted by a recently introduced polymer model (Giorgetti et al., 2014). These two conformational classes proposed on the basis of in silico analysis of 5C data are associated with low or high Tsix expression consistent with our observation of mCherry low and high populations. High-resolution 3D DNA-FISH and 3C-type experiments will help to determine if these conformational classes correlate with the observed mCherry low and high states. Close examination of the Xic expression profile in these populations resembles predictions from this model and moreover mirrors the reported co-regulation within and the anti-correlation between the Tsix and Xist TADs (Nora et al., 2012). We therefore envision a model in which a given Xic can adopt distinct conformations which favor either Tsix or Xist expression. These conformations most likely switch. However, the presence of stable populations indicates that cells showing low mCherry levels have a higher probability to assume a Xic conformation favorable for Xist expression whereas cells showing high mCherry levels spend more time in the Tsix expression conformation. Based on the observation that in sorted populations only developmental cues like transfer to differentiation medium result in at least partial recovery of the initial two populations, we propose that only a very short time window at the onset of differentiation might allow cells to switch states. This phase of highly dynamic chromatin movements has also been described using a different system of live imaging (Masui et al., 2011). The fact that we do not see these two distinct populations in female ES cells grown in serum conditions, might indicate that in these cells the Xic alleles rapidly fluctuate between distinct states, or that in these cells all alleles have adopted the same configuration.

The differentiation of sorted mCherry low and high populations presented in chapter 3 revealed another interesting finding. The potential to up-regulate Xist and undergo XCI under 2i conditions appears to be restricted already before differentiation is initiated. That is demonstrated by almost exclusive activation of the Xist-GFP and a markedly increased frequency of XCI initiation in the mCherry low population only. While activation of the Xist-GFP might be a cis-effect resulting from the conformational state of the mutant allele, that is, a conformation that favors low Tsix and higher Xist expression, preferential activation of the wild-type Xist and subsequent coating of the X chromosome suggest a trans-effect. This trans-effect might be mediated by increased RNF12 levels, because Rnf12 belongs to the Xist TAD which in mCherry low cells presumably has adopted a conformation that is favorable for gene expression. Because of feedforward and feedback loops involving REX1 mediated repression of Rnf12, a more active state of Rnf12 on one allele might impact Rnf12 expression on the other allele. An implication of these data is that “choice”,
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if any, has to have occurred by and large already before developmental cues initiate XCI. This reminds of a model proposing that the X chromosome exist in different epigenetic states prior to initiation of XCI (Mlynarczyk-Evans et al., 2006), albeit that we find these states to be very stable. Our data also suggest that the very short window of time right at the onset of differentiation when major topological changes occur might be too short in ES cells grown in 2i to still modulate the outcome of XCI. Our findings may also explain the population of serum grown and differentiated ES cells that do not show signs of XCI because some cells might harbor two Xic alleles in a Tsix-favorable conformation. However, how different states that are predictive for the result of XCI are established in ES cells, and if cell-cell signaling plays a role in this process, remain open questions.

Taken together our results described in chapter 2 and chapter 3 highlight that XCI is governed by different principles of transcriptional regulation: Transcription factors repress and activate genes in the Xic, antisense transcription at the Xist/Tsix locus results in mutual antagonistic interference and epigenetic mechanisms including the 3D conformation of the Xic determine the activation potential of genes embedded within separate TADs. Moreover, we provide evidence that the regulation of initiation of XCI might be less dynamic and flexible than previously believed.

A unique developmental window of time for chromatin-mediated gene regulation

One of the most striking features of XCI is its close dependency on developmental states. On top of Xist and Tsix regulation by pluripotency factors, this is impressively highlighted by elegant experiments forcing Xist expression at three different stages in development. In undifferentiated cells, silencing, if at all, is mild and reversible (Loda, unpublished; Wutz and Jaenisch, 2000). In contrast, during early differentiation, Xist-mediated silencing is fixed and becomes irreversible. Finally, forced Xist expression at later stages of differentiation is incapable of inducing gene repression (Wutz and Jaenisch, 2000). These findings clearly show that some developmental accessory factors or a specific environment are necessary to “lock in” silencing. Most evidence suggests that this effect is mediated via epigenetic modifications, since the Xi displays a very particular chromatin state (reviewed in Nora and Heard, 2010) with DNA methylation being acquired at a late stage (Lock et al., 1987; Sado et al., 2004) and in a peculiar pattern, namely mostly at CpG islands and not at inter- and intragenic CpG’s (Weber et al., 2007). Moreover, DNA methylation appears to be required for stable silencing, because interfering with DNA methylation results in reactivation of the Xi and of Xist on the Xa (Beard et al., 1995; Mohandas et al., 1981; Sado et al., 2000).

In appendix A we present a curious case of developmentally induced DNA methylation, which emphasizes the presence and importance of chromatin-mediated gene regulation in a specific developmental context. Fragile X syndrome (FXS) is a genetic disease associated with mental retardation and caused by a trinucleotide repeat expansion in the FMR1 gene (reviewed in Brouwer et al., 2009). A human ES cell line carrying the mutation showed that FMR1 was normally expressed in undifferentiated cells and became silenced and methylated only upon differentiation (Eiges et al., 2007). This indicates that while the presence of the CGG expansion is not sufficient to cause silencing in the undifferentiated state, a specific environment at later stages of development induc-
es gene repression. In another study, generation of iPS cells from FXS fibroblasts did not revert DNA methylation or silencing of \textit{FMR1}, demonstrating that the epigenetic changes induced during early embryonic development are not reversible, at least not by the protein complexes present during the reprogramming process (Urbach et al., 2010). Alternatively, these cells might have never passed through that special regulatory phase due to difficulties in reprogramming human cells to a naïve pluripotent state. In appendix A we report a third case in which we generated iPS cells from carriers of the full \textit{FMR1} mutation that nonetheless was unmethylated and therefore still expressed in neurons. Upon reprogramming, the mutated \textit{FMR1} acquired DNA methylation and was silenced. These results suggest that the reprogrammed cells passed through a developmental stage in which the fully mutated \textit{FMR1} allele was “properly” recognized and targeted for silencing. However, it raises the question how the very same allele was originally protected during normal embryonic development of the carriers. Since two brothers show the same phenotype of escaping from methylation of the mutated \textit{FMR1}, it is likely that a genetic component is responsible for it. For example, the brothers might both lack a functional protein complex that recognizes a specific, repression-inducing signature at the mutated \textit{FMR1} allele which results in loss of silencing at that locus. It is not clear, though, why this protective function is lost later on when fibroblast are reprogrammed to iPS cells. One possible explanation could be that a similar complex is ectopically activated during the reprogramming process. Whatever the reason for this remarkable genetic protection from silencing of a fully mutated \textit{FMR1} allele and loss thereof upon reprogramming, thorough analysis of the described fibroblast and iPS cell lines might yield important insights into the nature of chromatin factors that govern gene regulation during development.

We further pursued the idea of a special regulatory phase during early development by a series of experiments described in chapter 4. We were prompted by an interesting characteristic of the \textit{Xic}, i.e. the overlap between \textit{Xist} and \textit{Tsix} and their antagonistic roles in the process of XCI. Several models of how \textit{Tsix} expression could repress \textit{Xist} in \textit{cis} have been proposed, including transcriptional interference, RNAi-related pathways and transcription-mediated modulation of chromatin structure in the \textit{Xist} promoter (reviewed in Loda et al., 2015/chapter 1). Strikingly, the transcriptional overlap of \textit{Tsix} with the \textit{Xist} promoter is responsible for the generation of a repressive chromatin environment at the \textit{Xist} promoter (Ohhata et al., 2008; Sado et al., 2005) and generally modulates chromatin structure over the entire \textit{Tsix-Xist} transcription unit (Navarro et al., 2005). Moreover, the silenced alleles of both \textit{Xist} and \textit{Tsix} acquire DNA methylation at later stages of development (Norris et al., 1994), which represents a special case as only a subset of promoters including those of germ line, pluripotency and lineage-specific factors are methylated while most remain unmethylated (Borgel et al., 2010; Smith et al., 2012). However, DNA methylation appears to be dispensable for the early establishment of \textit{Xist} expression patterns and initiation of XCI (Sado et al., 2004). A similar situation was reported for the imprinted \textit{Igf2r/Airn} locus, in which the transcriptional overlap alone is sufficient for \textit{Igf2r} repression and silencing is stabilized at later stages by DNA methylation (Latos et al., 2012; Santoro et al., 2013). Based on these findings and the aforementioned developmental “window of opportunity” for \textit{Xist}-mediated silencing, we hypothesized that antisense transcription through an active promoter might be a more wide-
spread mechanism to repress genes during development. This idea is especially tempting in the light of the large amount of noncoding RNA transcripts present in mammals. Our inducible reporter system described in chapter 4 was devised to test this hypothesis in a general context independent of specific loci or sequences. Of note, we assumed that induced antisense transcription through the EGFP cassette would not give rise to a functional RNA species, thus precluding RNA mediated repression in this system. Interestingly, antisense transcription-mediated repression of EGFP was completely reversible in undifferentiated ES cells. This repression was dependent on an intact chromatin template, as shown by loss of repression on transiently transfected plasmids that were aberrantly chromatinized. Thus, it seems unlikely that mere transcriptional interference is causing repression of the EGFP reporter. Rather, antisense transcription induces changes in chromatin structure particularly at active promoters, as shown by ChIP. It results in a specific H3K4me3/H3K36me3 signature that in turn might recruit repressive factors to the promoter. In undifferentiated cells, this process is reversible, possibly because at this stage of development an unidentified complex capable of transmitting the silencing signal is absent. This is supported by analysis of the EGFP promoter which is not gaining DNA methylation in undifferentiated cells, even if repressed. However, the situation changes completely if antisense transcription through the EGFP promoter is induced during differentiation. The EGFP reporter does not recover from repression and DNA methylation is acquired at its promoter. This clearly demonstrates the presence of differentiation-specific chromatin machinery that greatly influences the outcome of antisense transcription-mediated gene repression. Since interference with demethylation of H3K4me3/H3K36me3 resulted in enhanced repression of EGFP, particularly upon differentiation, and particularly abolished recovery of EGFP from repression, we believe that this effect is relayed by factors binding to H3K4me3 and/or H3K36me3. For example, an extensive proteomics approach revealed combinatorial specificities for histone binding proteins (Vermeulen et al., 2010). Moreover, H3K36me3 and H3K4me3 display antagonistic effects on the recruitment of DNMT's (Dhayalan et al., 2010; Ooi et al., 2007), implying that the ratio between these two histone modifications might be instructive for recruitment of DNMT3A/B and/or additional factors. As the DNA methyltransferases DNMT3A/B interact with heterochromatin-associated proteins and transcriptional repressors (Fuks et al., 2001; Velasco et al., 2010), they could indeed be key factors in relaying a silencing cue. However, our results in ES cells showing chromatin mediated reversible repression in the absence of DNA methylation suggest that additional factors might contribute to initial gene repression. Taken together, we favor a model in which the process of transcription by virtue of the association of Pol2 with chromatin modifiers (reviewed in Smolle et al., 2013), but not its RNA product or mere transcriptional interference, is responsible for repression of an overlapping promoter. Upon differentiation, hallmarks of this repression are then recognized by complexes specific for a developmental context and relayed into stable repression including DNA methylation. Clearly, future research directed at revealing the identity of such chromatin complexes will be instrumental in understanding developmental programming of gene regulation.

In conclusion, our result described in chapter 4 and appendix A emphasize that a short window of time just at the onset of differentiation in ES cells represents a crucial phase for modulation of chromatin structure and gene regulation. In this
context, specific chromatin features which might be partially dependent on transcription are sufficient to result in sustained changes in gene expression programs.
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Summary

Silencing of the FMR1 gene leads to fragile X syndrome, the most common cause of inherited intellectual disability. To study the epigenetic modifications of the FMR1 gene during silencing in time, we used fibroblasts and induced pluripotent stem cells (iPSCs) of an unmethylated full mutation (uFM) individual with normal intelligence. The uFM fibroblast line carried an unmethylated FMR1 promoter region and expressed normal to slightly increased FMR1 mRNA levels. The FMR1 expression in the uFM line corresponds with the increased H3 acetylation and H3K4 methylation in combination with a reduced H3K9 methylation. After reprogramming, the FMR1 promoter region was methylated in all uFM iPSC clones. Two clones were analyzed further and showed a lack of FMR1 expression while the presence of specific histone modifications also indicated a repressed FMR1 promoter. In conclusion, these findings demonstrate that the standard reprogramming procedure leads to epigenetic silencing of the fully mutated FMR1 gene.

Introduction

The most common inherited form of intellectual disability, fragile X syndrome (FXS), is caused by the absence of the FMR1 gene product, the fragile X mental retardation protein (FMRP). In the majority of FXS patients, the transcriptional silencing of the FMR1 gene is initiated by an expansion of a naturally occurring CGG repeat in the 5’ untranslated region (UTR) of the FMR1 gene, to more than ~200 units (Verkerk et al. 1991; Pearson et al. 2005). This so called full mutation results in hypermethylation of the cytosines in the repeat region and the FMR1 promoter region during early human embryonic development (Sutcliffe et al. 1991; Willemsen et al. 2002). This results in a lack of FMR1 transcription and consequently an absence of FMRP. Along with hypermethylation, the FMR1 promoter in FXS is characterized by additional epigenetic marks specific for transcriptionally repressed chromatin including reduced histone H3 and H4 acetylation, reduced histone H3K4 methylation and increased histone H3K9 methylation (Coffee et al. 1999; Coffee et al. 2002; Pietrobono et al. 2005; Tabolacci et al. 2005). However, the timing and molecular mechanisms involved in the CGG expansion, the concomitant DNA methylation and the additional epigenetic changes that occur during embryonic development are not yet fully understood. Insights into these processes may lead to a more complete understanding of the developmental processes underlying fragile X syndrome, which in turn could lead to new therapeutic strategies.

Since murine fragile X models cannot be used to investigate epigenetic FMR1 inactivation as methylation of the full mutations does not occur, human FXS embryonic stem cells have been studied. These studies showed that FMRP is expressed during early embryonic development, but that epigenetic silencing of FMR1 occurs upon differentiation (Eiges et al. 2007; Gerhardt et al. 2013). A further attempt to study the epigenetic changes over time made use of induced pluripotent stem cells (iPSCs) generated from human FXS fibroblasts. In contrast to human embryonic FX stem cells these pluripotent cells were shown to already carry a fully methylated FMR1 promoter and additional heterochromatin marks, so the epigenetic silencing mechanisms in time could not be studied (Urbach et al. 2010;

In 1991, a familial case was reported in which two brothers with normal intelligence were shown to have a full FMR1 mutation without the concomitant hypermethylation of the CGG repeat and the promoter region (Smeets et al. 1995). In order to unravel the molecular mechanisms behind the epigenetic silencing in fragile X syndrome, we derived iPS cells from these human fibroblasts, to analyze the epigenetic characteristics of the FMR1 promoter after reprogramming and during differentiation. Here, we report the characterization of these iPS cells and show, unexpectedly, that the FMR1 promoter of the unmethylated full mutation cell line becomes methylated during reprogramming and stays methylated after differentiation into neural progenitor cells.

Results

Fibroblast characterization

Fibroblasts from a normal male carrying an unmethylated full mutation first described by Smeets et al. (1995) (uFM), fibroblasts from a clinically diagnosed male fragile X syndrome patient (14 years old, FXS), and an unrelated unaffected male control line (3 years old, Control) were analyzed for FMR1 5’UTR CGG repeat length, methylation status, FMR1 expression and the histone marks associated with the FMR1 promoter. As expected, the Control line showed a CGG repeat length within the normal range (< 55) while the uFM and the FXS line showed CGG repeat lengths in the full mutation range (approximately 233 and 380 repeats respectively) (Figure S1). Also as expected, the part of the FMR1 promoter analyzed after bisulfite conversion was not methylated in the Control and the uFM cell lines, while in the FXS cell line the FMR1 promoter was methylated (Figure 1A, and Figure S2 for location of the primers). As the methylation status is predictive of FMR1 expression, indeed the Control line showed normal expression levels, the uFM line showed normal to slightly increased FMR1 expression while the FXS cell line did not express FMR1 transcripts (Figure 1B). Additionally, bisulfite Sanger sequencing of a region of the FMR1 promoter containing 22 CpGs was carried out which confirmed the absence of methylation of the FMR1 promoter in the uFM fibroblast line (Figure 1C).

Fibroblast reprogramming and iPSC characterization

The fibroblasts were reprogrammed to iPSC lines according to established protocols (Takahashi et al. 2007; Warlich et al. 2011). Firstly, four iPSC clones were generated which showed typical characteristics of pluripotent stem cells: morphology similar to that of embryonic stem cells (data not shown), expression of alkaline phosphatase (data not shown), silencing of the multi-cistronic lentiviral transgene (data not shown), reactivation of genes indicative of pluripotency (data not shown), immunoreactivity for OCT4, NANOG, Tra-1-60, Tra-1-81 and SSEA4 (Figure S3), propagation for a long time in culture (up to passage 30) and maintenance of a normal diploid karyotype (data not shown). All four cell lines generated embryoid bodies which, after differentiation in vitro, expressed markers of endoderm, mesoderm and ectoderm (Figure S3). These four lines were extensively characterized and the results are described below. Secondly, we generated eight additional iPSC clones from the uFM fibroblast line solely in order to confirm the methylation
status of the FMR1 promoter by quantitative PCR (Figure 2D). These additional iPS cell clones were generated from the uFM fibroblast line by the same methods as described, except this time we used naive human stem cell medium (WIS-NHSM) as defined by Gafni et al, 2013. This medium facilitates the derivation of naive pluripotent iPS cells with properties highly similar to mouse naive ES cells.

Reprogramming effects on CGG repeat length, FMR1 expression and methylation

Analysis of the CGG repeat in the 5’UTR of the FMR1 promoter indicated that the repeat length in the cell lines carrying a full mutation did not contract to levels below 200 CGGs during reprogramming (Figure S1). The iPSC clone of the Control cell line contained a CGG length under 55 repeats. Nonetheless, the
CGG repeat length contracted slightly in the FXS iPSC cell line after reprogramming, from 380 repeats to approximately 290 repeats. In contrast, the repeat was expanded in the two uFM iPSC cell clones to approximately 330 and 380 repeats (Figure S1). As expected, the iPSC clone of the Control cell line showed FMR1 expression, in contrast to the FXS iPSC clone which did not show FMR1 expression. Unexpectedly, the two uFM iPSC clones did not express FMR1 either (Figure 2A). Further analysis showed that the bisulfite converted FMR1 promoter region was methylated in the FXS iPSC clone as well as in both uFM iPSC clones while the Control iPSC cell line did not show any methylation (Figure 2B). Bisulfite Sanger sequencing
confirmed the methylation status of the two uFM iPS clones (Figure 2C). The additional eight iPS clones generated from the uFM fibroblast line in WIS-NSHM medium also showed complete methylation of the bisulfite converted \textit{FMR1} region (Figure 2D). Thus, the originally unmethylated extended CGG repeat found in the uFM fibroblasts became methylated at some point during the reprogramming process.

Chromatin immunoprecipitation (ChIP) experiments with the fibroblast lines showed that the \textit{FMR1} promoter of the Control line carried active histone marks, H3 acetylation and H3K4 di-methylation with values similar to the positive control, namely the active gene \textit{APRT}, and values much higher than the negative control \textit{Crystalline}, which only serves as a positive control for repressed genes. The inactive mark H3K9 tri-methylation was not enriched in the Control fibroblasts (Figure 3 A, B, C). The uFM fibroblast line carried histone marks representative of an actively transcribed gene, namely H3 acetylation and H3K4 methylation at similar levels as the Control line. The inactive mark H3K9 methylation could not be detected in the uFM fibroblast line (Figure 3 A, B, C). The \textit{FMR1} promoter of the FXS cell line only showed enrichment of the repressive mark H3K9 methylation (Figure 3 A, B, C).

ChIP analysis of the \textit{FMR1} promoter in iPS cells showed enrichment of the active marks H3 acetylation and H3K4 methylation in the Control iPS cell clone, to levels higher than the positive control \textit{APRT}. The FXS iPS cells and clone 1 of the uFM iPS cells showed an increase of the repressive mark H3K9 methylation to values above the repressive control \textit{Crystalline} while enrichment of the active marks could not be detected in FXS iPS cells and uFM iPS cell clones 1 and 2 (Figure 3 D, E, F). Next, we investigated the effects of differentiation into neural progenitor cells (NPCs) on \textit{FMR1} expression and methylation (see Figure S4 for staining with marker \textit{SOX2}). NPCs derived from the FXS and uFM iPS cells lacked \textit{FMR1} expression and carried a methylated \textit{FMR1} promoter. The NPCs derived from the Control iPSC clone showed clear \textit{FMR1} expression and an unmethylated promoter region (Figure 4A and B). These findings indicate that the reprogramming process leads to methylation of the expanded \textit{FMR1} CGG repeat sequence, which results in a stable shut down of \textit{FMR1} gene expression.
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\caption{Methylation status and \textit{FMR1} expression levels in the induced pluripotent stem cells}
\end{figure}

(A) RT-qPCR data showing \textit{FMR1} transcript levels in induced pluripotent stem cells (iPSCs) of the male control line, fragile X line (FXS) and the unmethylated full mutation clones (uFM clone 1 and clone 2) normalized to \textit{CLK2} expression. Values are mean ± SEM relative to appropriate male control line (n=2-3 separate measurements). (B) Methylation status of a region of the \textit{FMR1} promoter in iPSCs of the male control line, fragile X line (FXS) and the unmethylated full mutation clones (uFM clone 1 and clone 2). Values were normalized to \textit{CLK2} promoter activity first. The normalized exponential values were then presented as a percentage relative to the female fibroblast control line, for which the normalized exponential values were set to 50% for each primer set (n=2-3 separate measurements). (C) The percentage of methylated CpGs in the \textit{FMR1} promoter and as a control the \textit{OCT4} promoter, after Sanger sequencing of bisulfite converted DNA of the uFM iPSC clones. Each line represents a clone, and each circle represents a CpG site which is methylated (closed circle) or unmethylated (open circle). (D) Methylation status of a region of the \textit{FMR1} promoter in additionally generated iPSC clones of the unmethylated full mutation fibroblast line in naïve human stem cell medium. Values were normalized to \textit{CLK2} promoter activity first. The normalized exponential values were then presented as a percentage relative to the female fibroblast control line, for which the normalized exponential values were set to 50% for each primer set (n=2 separate measurements).
We undertook this study in an attempt to unravel the epigenetic mechanisms involved in the silencing of the \textit{FMR1} gene in fragile X syndrome by the use of a fibroblast line carrying an unmethylated full mutation. There have been several attempts to study epigenetic silencing in fragile X syndrome. Eiges \textit{et al.}(2007), have shown that FXS human embryonic stem cells (hESCs) still express FMRP at a level similar to that in unaffected hESCs, while the FMRP level decreases as the hESCs were differentiated. Based on these results it was expected that by reprogramming FXS fibroblasts into pluripotent stem cells, the hypermethylated state of the \textit{FMR1} promoter region would be reversed.

\begin{figure}[h]
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\caption{Chromatin immunoprecipitation analysis of H3 acetylation, H3K4 methylation and H3K9 methylation in the \textit{FMR1} promoter of fibroblasts and iPS cells}

Chromatin immunoprecipitation analysis of H3 acetylation, H3K4 methylation and H3K9 methylation in the \textit{FMR1} promoter of fibroblasts (A, B and C) and iPS cells (D, E and F) respectively. Results were normalized to the appropriate positive control (APRT or Crystalline) and averaged from at least two different experiments.
\end{figure}

\section*{Discussion}

We undertook this study in an attempt to unravel the epigenetic mechanisms involved in the silencing of the \textit{FMR1} gene in fragile X syndrome by the use of a fibroblast line carrying an unmethylated full mutation. There have been several attempts to study epigenetic silencing in fragile X syndrome. Eiges \textit{et al.}(2007), have shown that FXS human embryonic stem cells (hESCs) still express FMRP at a level similar to that in unaffected hESCs, while the FMRP level decreases as the hESCs were differentiated. Based on these results it was expected that by reprogramming FXS fibroblasts into pluripotent stem cells, the hypermethylated state of the \textit{FMR1} promoter region would be reversed.
However, by now several research groups have shown that iPSCs derived from FXS patients show epigenetic marks characteristic for heterochromatin similar to the full mutation fibroblasts they originated from (Urbach et al. 2010; Sheridan et al. 2011; Bar-Nur et al. 2012). These observations could be explained by the fact that the FXS iPSC cells may not have all the characteristics of early pluripotency, but that they represent a later stage of human development (Urbach et al. 2010; Sheridan et al. 2011; Bar-Nur et al. 2012; Gafni et al. 2013).

Another approach was used in studies with human fragile X lymphoblastic cells, here a fully mutated and hypermethylated FMR1 gene was reactivated by treatment with 5-azadeoxycytidine, a hypomethylating agent. Although such treatment significantly reduced DNA methylation in some cells, it could not restore all remaining epigenetic marks to control levels (Chiurazzi et al. 1998; Chiurazzi et al. 1999; Coffee et al. 1999; Coffee et al. 2002). Drugs such as 4-phenylbutyrate, sodium butyrate or trichostatin A, which block the activity of histone deacetylases, did not restore FMR1 expression to normal levels (Chiurazzi et al. 1999; Coffee et al. 1999; Coffee et al. 2002; Tabolacci et al. 2005). In addition, treatment with a compound that reduces the in vitro expression of the FRAXA fragile site, acetyl-l-carni-
tine, did not restore the \textit{FMR1} expression either (Tabolacci et al. 2005). Recently, 5-azadeoxycytidine treatment was also tested on fragile X iPS cells and it appeared to restore \textit{FMR1} expression in both iPS cells and differentiated neurons, which offers possibilities to use these cells as an epigenetic model (Bar-Nur et al. 2012).

The availability of a fibroblast cell line carrying an unmethylated full mutation (uFM) provided a new opportunity to study the epigenetic silencing mechanisms in time. We first characterized the uFM fibroblast cell line together with a normal male fibroblast control line and a FXS fibroblast cell line carrying a fully methylated \textit{FMR1} promoter. Although increased \textit{FMR1} mRNA levels (up to 5 times) were reported in lymphoblastoid cells of premutation carriers (55~200 unmethylated CGGs), our findings of normal to slightly increased \textit{FMR1} mRNA levels in the uFM fibroblasts are similar to the findings of Pietrobono \textit{et al.} (2005), who examined a lymphoblastic cell line from the same individual. The lack of DNA methylation ensures that the chromatin is less densely packed and more accessible for transcription, which explains the \textit{FMR1} expression in this cell line. Our ChIP results differ from the original ChIP analysis of the uFM lymphoblastoid cell line (Tabolacci et al. 2005). We found a similar increase in H3K4 methylation; however we did not find decreased H3 acetylation levels or intermediate H3K9 levels in the uFM fibroblasts. These differences could be explained by the fact that we have analyzed a distinct cell type (fibroblasts versus lymphoblastoid cells), and by differences in the ChIP protocol (eg quantification methods and reference genes used). Since the uFM fibroblast line lacked methylation of the \textit{FMR1} promoter site despite the high number of CGG repeats, we expected to find an unmethylated \textit{FMR1} promoter and normal levels of \textit{FMR1} mRNA after reprogramming into iPSCs. Surprisingly, we found the promoter region of \textit{FMR1} to be hypermethylated in all iPSC clones. Other epigenetic chromatin marks also indicated a repressed \textit{FMR1} promoter similar to the marks observed in the fragile X iPS cell line. After differentiation of these iPSC cells into neural progenitor cells, the \textit{FMR1} promoter remained methylated and thus silenced.

There are three possible explanations for our findings. Firstly, it is possible that the reprogramming process resulted in iPSCs that were solely derived from methylated FM fibroblasts and not of the unmethylated cells. This assumes that methylated FM fibroblasts were present in our culture, which according to our bisulfite sequencing results seems highly unlikely. Second, there may be an unknown genetic factor present in this individual which was protective against DNA methylation during embryonic development but which was absent in his fibroblasts or which was altered or blocked during the reprogramming process. In our case, the brother of this individual was also carrier of an unmethylated full mutation. Being a carrier of an unmethylated full mutation is already a very rare phenomenon, but the fact that two children escaped methylation in one family clearly points towards the involvement of a maternal-paternal genetic component or environmental factors. Finally, the reprogramming process might activate genes that induce \textit{de novo} methylation of the \textit{FMR1} promoter. Although the \textit{FMR1} gene in this individual escaped methylation during embryonic development, the full mutation in his fibroblasts might be recognized by epigenetic remodelers eg by histone and/or DNA methyltransferases (DNMTs) that are not recruited in embryonic development. This would also explain the unmethylated full mutation observed in human embryonic FXS stem cells because these cells never went
through this reprogramming process. A strategy to test this hypothesis would be for example to perform the reprogramming of the uFM fibroblasts as well as FXS fibroblast lines under conditions that inhibit the functioning of DNMT 3a and 3b.

In conclusion, standard reprogramming of somatic uFM fibroblasts into pluripotent stem cells by the use of 4 transcription factors, did not lead to de-methylation of the expanded CGG repeat, and even induced methylation of an unmethylated template. Very recently, Gafni et al. (2013) suggested that a more naïve ground state pluripotent stem cell in which epigenetic memory is completely erased could be obtained by an unique combination of cytokines and small molecule inhibitors (WIS-NHS medium). This study also demonstrated the reactivation of the \textit{FMR1} gene in FXS iPS cells after the reprogramming of FXS fibroblast under naïve conditions. However, in contrast to these findings, the use of this WIS-NHS medium did not prevent the occurrence of the \textit{de novo} methylation of the extended \textit{FMR1} repeat in our uFM iPS clones. In conclusion, our results show that although this fibroblast line may offer a unique system to study the \textit{de novo} methylation of an extended \textit{FMR1} repeat during reprogramming, the mechanism behind the silencing of the \textit{FMR1} gene in fragile X syndrome remains elusive.

\textbf{Experimental Procedures}

\textbf{Cell culture}

The rare fibroblast cell line established from a normal male carrying an unmethylated full mutation first described by Smeets et al. (1999) (uFM) was used. This line has been subcloned, so that a homogenous population of cells that carry a fully extended repeat was obtained. Fibroblasts from a clinically diagnosed male fragile X syndrome patient (14 years, FXS), and an unrelated unaffected male (3 years, Control) and female control fibroblast line (9 years) were all obtained from the cell repository of the department of Clinical Genetics, Erasmus MC, Rotterdam. The fibroblasts were cultured in Dulbecco's Modified Eagle Medium (DMEM) (Gibco-Invitrogen) containing 10% fetal calf serum and 1% penicillin/streptomycin.

\textbf{iPS cell generation}

Reprogramming of human primary skin fibroblasts was performed as described previously (Warlich et al. 2011). Briefly, fibroblasts were infected with a single, multi-cistronic lentiviral vector encoding \textit{OCT4}, \textit{SOX2}, \textit{KLF4}, and \textit{MYC} and cultured on γ-irradiated mouse embryonic feeder (MEF) cells until iPSC colonies could be picked (Warlich et al. 2011). The first set of generated iPS cell lines, namely the male control line, the FXS line and the uFM iPS clone 1 and 2 were cultured in conventional ES cell culture medium containing DMEM/F12 (Gibco-Invitrogen) supplemented with 20% knock-out serum replacement (Gibco-Invitrogen), 2mM L-glutamine, 50 units of penicillin/streptomycin/glutamine, 0.1 mM MEM-non-essential aminoacids (PAA Laboratories GmbH), 0.1mM β-mercaptoethanol, and 10 ng/ml bFGF (Invitrogen) filtered through a 0.22µm filter (Corning). Human iPS lines growing on conventional medium were passaged weekly using collagenase IV (1 mg/ml, Invitrogen) on γ-irradiated MEFs. The second round of reprogramming of the uFM fibroblast line was done naïve ES medium (WIS-NHS medium) according...
to Gafni et al., 2013. Wis-NHSM medium containing 475 ml knockout DMEM (Invitrogen), 20% knockout serum (invitrogen), human insulin (Sigma, 12.5 µg/ml), 10 µg recombinant human Lif (Peprotech), 8 ng/ml recombinant bFGF (Peprotech) and 1 ng/ml recombinant TGF-B1 (Peprotech), 1 mM glutamine (Invitrogen), 1% nonessential amino acids (Invitrogen), 0.1 mM β-mercaptoethanol (Sigma), Penicillin-Streptomycin (Invitrogen) and small molecule inhibitors: PD0325901 (1µM, ERK1/2i, Axon Medchem); CHIR99021 (3µM, GSKβi, Axon Medchem); SP600125 (10µM, JNKi, TORCIS) and SB600125 (10 µM, p38i, Axon Medchem) Y-27632 (5µM, Axon Medchem) and protein kinase C inhibitor G06983 (5 µM, TOCRIS). Naïve human iPS clones were grown on γ-irradiated MEFs on gelatin coated plates and passaged by single-cell trypsinization (0.05% EDTA) every 4 days. These cells showed the main characteristics of induced pluripotent stem cells including a morphology similar to that of embryonic stem cells, silencing of retroviral transgenes and reactivation of pluripotency genes (data not shown). These cells were only used to affirm the methylation status of the FMR1 promoter after reprogramming by methylation specific quantitative PCR.

**Differentiation of the iPS cells**

**In-vitro differentiation of embryonic bodies**

To form embryonic bodies (EBs), iPSC colonies from 2 wells per line were broken up by collagenase IV treatment and transferred to ultra-low attachment 6-wells plates (Corning). Floating EBs were then cultured in iPSC medium without bFGF for a minimum of 6 days with supplemented SB431542 for ectoderm conditions only. The EBs designated for endoderm were then transferred to gelatin coated 12-wells plates containing the following medium: RPMI 1640 (Gibco-Invitrogen), supplemented with 20% FBS, 1:100 dilution of penicillin/streptomycin/glutamine and alpha-thioglycerol (0.4mM). Mesoderm differentiation from the EBs was inducted in gelatin coated 12-wells plates with DMEM low glucose medium supplemented with 15% FBS, 1:100 dilution of penicillin/streptomycin/glutamine and 1:100 dilution of MEM-non-essential amino acids. The formation of ectoderm was induced in matrigel coated plates with the following medium: neurobasal medium (Gibco) and DMEM/F12 (v/v 50/50) supplemented with 1:100 dilution of penicillin/streptomycin/glutamine and 1:100 dilution of MEM-non-essential aminoacids, 0.02% BSA (Gibco), 1:200 N2 (Gibco) and 1:100 B27 (Gibco). After two weeks in culture the cells were fixed with formalin and immunostainings were performed.

**Neural differentiation**

Human iPS cells were differentiated according to Brennand et al. (2011), with modifications. Briefly, iPS colonies were dissociated from MEFs with collagenase (100 U/ml) and transferred to non-adherent plates in hES cell medium on a shaker in an incubator at 37ºC/5% CO2. After two days, embryonic bodies (EBs) were placed in neural induction medium (DMEM/F12, 1x N2, 2 µg/ml heparin, penicillin/streptomycin) and cultured for another four days in suspension. EBs were gently dissociated and plated onto laminin coated dishes in NPC medium (DMEM/F12, 1x N2, 1x B27-RA, 1 µg/ml laminin and 20 ng/ml FGF2, penicillin/streptomycin). After one week, NPCs were dissociated with collagenase (100 U/ml), replated, and used for staining and methylation analysis after 3-5 passages. All cell culture reagents were obtained from Invitrogen.
Karyotype analysis

For karyotype analysis, cells in a well of a 6-wells plate were treated with colcemid (100 ng/ml) for 1 hour. Then cells were harvested with trypsin, treated with hypotonic solution and fixed. Metaphases were spread onto glass slides and stained with DAPI (Dako). Chromosomes were classified according to the International System for Human Cytogenetic Nomenclature. At least 10 metaphases were analyzed per cell line.

Alkaline phosphatase staining and immunocytochemistry

Staining for alkaline phosphatase was carried out using the Alkaline Phosphatase kit (Sigma-Aldrich) according to the manufacturer’s instructions. For immunocytochemistry, iPS cells or differentiated iPS cells were washed with PBS once, fixed with 4% formalin solution for 5 min and washed again with PBS. Cells were then incubated with 50mM glycine for 5 min, washed with PBS and permeabilized with 0.5% Triton X-100 for 5 min (only for OCT4 and Nanog). After blocking for 45 min at room temperature with 0.1% PBS-Tween containing 2% fetal bovine serum (Invitrogen), primary antibody staining was performed for 1 hour in room temperature with antibodies diluted in blocking solution. Cells were then washed and incubated with the appropriate secondary Cy3 or Alexa Fluor A555 antibody (1:200, Jackson Immunoresearch Laboratories or Invitrogen) for 45 min. Afterwards, cells were washed with twice 0.1% PBS-Tween, with a nuclear staining step in between (Hoechst or DAPI). Cells were covered with Mowiol and a glass slide. The antibodies used for pluripotency stainings or neural marker stainings were goat anti human OCT3/4 (1:100, Santa Cruz Biotechnology), goat anti human NANOG (1:50, R&D Systems), mouse anti human Tra-1-60, Tra-1-80, and SSEA4 (1:100 Santa Cruz Biotechnology) and rabbit anti Sox2 (1:1000 Millipore). Antibodies used for in vitro differentiation stainings were anti human smooth muscle actin (1:50, DAKO), rabbit anti human alpha-fetoprotein (1:200, Dako), mouse anti human β-tubulin III (Tuj1) (1:200, Sigma-Aldrich).

RNA isolation and FMR1 expression analysis

RNA was isolated using the RNAeasy kit (Qiagen), and 1 µg of RNA was reverse transcribed using iScript (BioRad). Real-time PCR was carried out in triplicate using Kappa mix and a 7300 Real-time PCR system (Applied Biosystems). A forward primer located in exon 4 was used in combination with a reverse primer located in exon 5 to measure FMR1 expression: 5’-GGTGTTAGCTAAAGTGAGGA-3’ and 5’-GTGGCAGGTTTTGTTGGGATTA-3’. CLK2 was used as reference gene with forward primer 5’-CCTACAACCTAGAAGAAGCAG-3’ and reverse primer 5’-CCTACACGTCTACCCACC-3’(de Brouwer et al. 2006). FMR1 expression was normalized to CLK2 expression and data was presented as an average value from 2 to 3 independent measurements. The expression values of the male control and the female control cell lines were combined and their average relative fold enrichment was set to 100%.

DNA isolation, CGG repeat length and methylation analysis

In order to isolate total genomic DNA, cell were treated with lysis buffer containing 100mM NaCl, 10mM Tris,
15 mM EDTA, 0.5% SDS, and 5% Proteinase K. After overnight incubation at 55°C, DNA was extracted and precipitated using a standard protocol containing saturated salt solution and ethanol.

CGG repeat size was determined in a PCR reaction using the primers 5'-CGGAGGCCGCTGCCAGG-3' and 5'-TGCGGCGCGCTCGAGGCAG-3' with the Expand high fidelity PCR kit (Roche) supplemented with 2.5 M betaine. PCR was performed with 35 cycles of 35 seconds denaturing at 98°C, 35 seconds of annealing at 55°C, and 5 minutes elongation at 72°C. PCR products were analyzed with standard agarose gel electrophoresis.

Genomic DNA was modified by bisulfite treatment according to the EpiTect Bisulfite Kit. The diluted converted DNA was then measured using quantitative PCR with two different primer set designed specifically for a region of FMR1 promoter (see supplemental figure 1 for the locations). One primers set contained the methylated DNA sequence and the other contained the unmethylated DNA sequence of a region of the FMR1 promoter after bisulfite conversion. The primers for the methylated sequence are F 5'-GGTCGAAAAGATAGACGCGC-3', R 5'-AAACATGTGCGACCTATCACCG-3'; and for the unmethylated sequence are F 5'-TGTTGGTTTGTTTGAATTC-3', R 5'-AACTAAAAATTTAACACG-3', and for the promoter of the unmethylated bisulfite converted reference gene CLK2: F 5'-CGGTTGATTTTGGTGGAATGC-3' and R 5'-TCCCGCTAAATCCCA-CAA-3'. All reactions were carried out in triplicate using SYBR Green ROX mix and a 7300 Real-time PCR system. Experiments were only analyzed when the Ct values of the female control sample were under 30 for both primer sets, as an indication for an efficient bisulfite conversion and DNA recovery. For each sample, the values for the methylated and the unmethylated sequences were normalized to CLK2 promoter activity first to obtain delta Cts. The normalized exponential values from the measurements of both primers sets were then set to 50% for the female control cell line. These values represent the random X inactivation in female control cells. The normalized exponential data of the remaining samples was then presented as a percentage relative to the female control data. Average ratios from at least two independent measurements were used for each sample.

Bisulfite sequencing

Genomic DNA (1000 ng) was modified by bisulfite treatment according to the EpiTect Bisulfite Kit. Then a region of the FMR1 promoter containing 22 CpGs was amplified using PlatinumTaq (Invitrogen) and the primers F1 5'-GAGTGTATTTTTGTAGAAATG-3' and R1 5'-TCTCTCTTCAAATAACCTAAAAC-3' (see supplemental figure 1 for location of primers), while the OCT4 promoter containing 10 CpG sites was amplified using the forward primer 5'-GAGGGAGAGGGTGAGTAG-3' and the reverse primer 5'-CTCTCTTCAAATAACCTAAAAC-3' (based on Al-Khtib et al, 2012). PCR products were cloned into pGEM-T Easy (Promega) and single clones were sequenced by Sanger sequencing.

Chromatin immunoprecipitation

Chromatin immunoprecipitation (ChIP) was performed according to the Upstate ChIP protocol with some small modifications. In short, approximately 2.5 million cells were crosslinked with
1% formaldehyde for 5 minutes at room temperature. After quenching the reaction with 125 mM glycine, cells were subsequently suspended in lysis buffer (1% SDS, 10 mM EDTA, 50 mM Tris pH 8.1) containing proteinase inhibitor (Roche, Complete). Chromatin was then sonicated using the Bioruptor (Diagonide) to create 200bp-1000bp DNA fragments. All chromatin was pre-cleaned by treatment with salmon sperm agarose beads (Millipore) for 0.5 hour at room temperature. Immunoprecipitation was performed overnight using 7.5 µg anti-acetylated histone H3 (Millipore), anti-dimethyl histone H3K4 (Millipore), anti-trimethyl histone H3K9 (Millipore), or anti-IgG antibody (Millipore) in dilution buffer. Next, crosslinking was reversed by incubation with 0.2M NaCl at 65ºC and DNA was purified using a PCR clean-up kit (Mobio). Finally, eluted DNA fragments were used for quantitative PCR analysis using primers for the FMR1 promoter region F 5’-AACTGGGATAACCGGATGCAT-3’ and R 5’-GGCCAGAACGCCATTTC-3’ (see supplemental figure 1 for location) as well as appropriate positive and negative controls namely APRT F 5’-GCCTTGGACTCGCACTTTT-3’, and R 5’-TAGGCGCCATCGATTATA-3’ and Crystalline F 5’-CCGTGGTACCAAAGCTGA-3’, and R 5’-AGCCGGCTGGGGTAGAA-3’. The Ct values of both histone modifications were first normalized for the non-specific IgG antibody treatment and then for the amount of input DNA. Data was then presented in relative fold enrichment after further normalization to the APRT gene for H3 acetylation and H3K4 methylation and Crystalline for H3K9 methylation. Data from at least two separate experiments were averaged and both reference genes were previously used by Urbach et al. (2010) and Bar-Nur et al. (2012).

Supplemental Information

Supplemental Information includes Supplemental Experimental Procedures and four figures and can be found with this article online at http://dx.doi.org/10.1016/j.stemcr.2014.07.013.
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Summary

Gene regulation is the process that defines to what extent and in which spatiotemporal context genes in a cell are turned on or off. If different sets of genes are active in two different cells, the molecular identity of these cells will differ accordingly and render the cells capable of executing diverging tasks. Thus, gene regulation is fundamental for establishing the many different identities of different cell types or tissues in multicellular organisms. This relationship is emphasized by a vast number of cases in which misregulation of gene expression causes diseases, most prominently cancer.

Gene regulation is orchestrated by several layers of transcriptional control. These include: i) proteins that directly activate or repress genes, so-called transcription factors; ii) noncoding RNAs, RNAs that influence gene expression but are not translated into proteins; iii) antisense transcription, referring to transcription that originates from both DNA strands and thus runs in opposite directions and possibly overlaps; iv) epigenetic processes, i.e. properties of the packaged DNA template that do not affect the base composition per se and include DNA methylation, histone modifications and the organization of DNA in the 3D space of the nucleus. In combination, these layers are responsible for the faithful execution of regulatory and developmental programs.

Another phenomenon that clearly illustrates the importance of proper gene regulation is a genetic regulatory mechanism termed dosage compensation. Dosage compensation has evolved in species in which males and females have different sex chromosome compositions. In mammals, for example, females carry two X chromosomes whereas males are XY, thus resulting in a theoretical two-fold excess of X-linked gene products in females. To account for this difference, a dosage compensation mechanism called X chromosome inactivation (XCI) silences almost all genes on one of the two X chromosomes in pre-implantation embryos of female mammals.

XCI is a stepwise process in which the number of X chromosomes is first “counted” to ensure that only in XX females one X chromosome is inactivated. This “counting” is effected by an X-linked activator of XCI, RNF12, which activates XCI only when present in higher concentrations, as is the case in XX females. The inactivation of one X chromosome in female cells also leads to silencing of one copy of Rnf12, thereby lowering the RNF12 concentration in these cells and preventing XCI of the second X chromosome. In XY male cells the RNF12 concentration is not high enough to initiate XCI and the single X chromosome remains active. RNF12 activates XCI by mediating the degradation of REX1, a transcription factor that represses the Xist gene. Thus, the noncoding RNA Xist is up-regulated. In a process termed “choice” Xist expression is subsequently maintained on only one X chromosome leading to Xist spreading along and coating of that entire X chromosome. The noncoding RNA Xist then recruits protein complexes that modify the chromatin structure of the X chromosome resulting in silencing of X-linked genes. At a late stage during XCI, DNA methylation adds an additional layer of stability to the repressed state of X-linked genes.

As XCI recapitulates all aspects of gene regulation in a developmental context, it has emerged as a paradigm for gene regulation as a whole. Conveniently, mouse embryonic stem cells (ES cells) and ES cell differentiation can be used as a model to study XCI. This thesis sheds
further light on the many layers of gene regulation that act on initiation and maintenance of XCI. In particular, the dynamics of regulation of genes involved in the initiation of XCI, and the role of the developmental context XCI takes place in are addressed by using ES cells as a model.

A general introduction in chapter 1 gives an overview of the state-of-the-art of science in the fields of gene regulation, noncoding RNAs and XCI. Chapter 2 describes a series of experiments aiming to shed further light on gene networks controlling XCI and on the role of RNF12, the only known activator of XCI to date. Our results using deletions of the $Rnf12$ gene in different contexts indicate that RNF12 acts at two levels to regulate XCI. The two-fold higher concentration of RNF12 present in XX females as compared to XY males is essential for initiation of XCI. In addition, one active copy of $Rnf12$ is necessary to maintain high levels of $Xist$ expression and execute inactivation of the X chromosome properly. A second set of experiments deleting the region around $Xist$ moreover suggests that many $Xist$-regulatory genes in close proximity to $Xist$ function mostly by co-activation in cis. That is, these genes activate $Xist$ only if they are located on the same chromosome and in close proximity to $Xist$, possibly by attracting other factors important for gene activation in a cumulative fashion. Reintroduction of these genes as transgenes into cells that lack the endogenous genes does not lead to $Xist$ activation. In contrast, Rnf12 transgenes activate $Xist$ regardless of their position in the genome, confirming RNF12 as the only known trans-activator of XCI to date. We also show that “pairing” of X chromosomes, which has been implicated in the initiation of XCI, is not an absolute requirement for XCI to occur.

$Xist$, the gene responsible for effec-
ting XCI, is negatively regulated by a sec-
ond noncoding RNA gene, $Tsix$, which is transcribed in antisense direction to and fully overlaps with $Xist$. Because of their overlapping nature it is difficult to distinguish between direct and indirect effects on their regulation. Therefore, in chapter 3 we devise a strategy to study their early genetic regulation independently from influences of the antisense partner. To this end $Xist$ was replaced by a green (EGFP) and $Tsix$ by a red (mCherry) fluorescent reporter. As a result the fluorescent reporters are controlled by the endogenous promoters of $Xist$ and $Tsix$, meaning that cells accumulate EGFP when the $Xist$ promoter and mCherry when the $Tsix$ promoter is activated. Experiments using these cells lines show that both genes display antagonistic roles, $Tsix$ is repressing $Xist$ and vice versa. The fluorescent reporter proteins in these cell lines allow us to easily score the activity levels of $Xist$ and $Tsix$ in living cells using fluorescence based techniques like microscopy or flow cytometry. Therefore we assessed the dynamics of $Xist$ and $Tsix$ regulation during ES cell differentiation by continuous live cell imaging. It appears that $Xist$ and $Tsix$ regulation are developmentally concerted but not directly dependent on each other. Expression states are also more stable than previously anticipated, meaning that once a “decision” is taken for either up-or down-regulation, this “decision” is maintained over time. For example, the mother cell and both daughters of a cell division display very similar levels of $Xist$/$Tsix$ activation. The fluorescent reporters also enable careful dissection of the impact that XCI activators and inhibitors like RNF12 and REX1 have on $Xist$ and $Tsix$ regulation. In addition, experiments using female cells that had lost one of the two X chromosomes provide evidence that not only $Xist$ but also $Tsix$ is regulated by the number of X chromosomes present in a cell. Finally, under specific experimental conditions two semi-stable populations
are observed in the reporter cell lines, one population displaying lower the other higher Tsix/ mCherry levels. Careful analysis of these populations shows that they possibly correspond to two different 3D higher order conformations of the DNA surrounding Xist and Tsix. As the different populations also predict the outcome of the XCI process, that is Tsix/ mCherry low cells up-regulate Xist whereas Tsix/ mCherry high cells do not, they beautifully link the 3D conformation of DNA with functional consequences.

During the earliest stages of development the embryo undergoes a series of marked changes. These changes are predominantly driven by extensive modulation of gene regulatory networks and concomitant remodeling of chromatin, the packaged DNA template. It is also in this period that XCI is initiated and established. The second part of the thesis therefore focuses on the interplay of gene regulation and chromatin structure in this early phase of embryonic development. In appendix A a technique is used to reprogram skin fibroblast to so-called induced pluripotent stem cells (iPS cells). IPS cells resemble ES cells, for example they can differentiate into different cell types. Thus, by reprogramming fibroblasts into iPS cells these cells are forced back through differentiation in a reverse order until they become pluripotent again. The fibroblast used in appendix A are derived from a carrier of an FMR1 mutation. Normally, carriers of this mutation acquire DNA methylation at the FMR1 promoter during early development, resulting in silencing of this gene which causes the disease Fragile X Syndrome. However, in this particular case the carrier’s FMR1 promoter remained unmethylated and the gene active. Surprisingly, upon reprogramming of the fibroblasts the FMR1 promoter became methylated. That implies that the reprogrammed cells went through a specific developmental stage in which the mutation was “properly” recognized, leading to DNA methylation and gene silencing. Why the FMR1 gene was not methylated and silenced in the first place, that is during early development of the mutation carrier, remains a topic for future research. Also in chapter 4 a special regulatory phase during early embryonic development is analyzed. As many genes, e.g. Xist and Tsix, are arranged as sense-antisense gene pairs, a reporter system was created that mimicked this situation. A sequence coding for the green fluorescent protein EGFP was inserted in antisense orientation to an inducible promoter, which is a promoter controlled by the addition or removal of the drug doxycycline. This construct was introduced into ES cells such that antisense transcription through the EGFP coding sequence/promoter can be turned on and off by addition or removal of doxycycline. In undifferentiated ES cells induction of antisense transcription through the EGFP silences the EGFP reversibly. That is, as soon as doxycycline is removed from the medium and antisense transcription stops, the EGFP is re-expressed. This effect is not due to direct transcriptional interference, e.g. by collision of transcription machineries arriving from opposite directions. Rather, the effect appears to be mediated by chromatin modifications that are set down by the transcription machinery in the EGFP promoter. In contrast to the reversible silencing observed in undifferentiated ES cells, antisense transcription through the EGFP during differentiation leads to stable silencing of the EGFP. In this situation additional hallmarks of gene silencing like DNA methylation are detected. These results indicate yet again that cells go through a special phase during early development in which specific chromatin features are recognized and have a lasting effect on chromatin structure and gene regulation.
Finally, in the General Discussion in *chapter 5* the results of this thesis are discussed in the light of current developments in the fields of X chromosome inactivation and gene regulation.
Samenvatting

Genregulatie is het proces dat bepaalt wanneer en in welke mate genen in een cel worden in- of uitgeschakeld. Als verschillende sets van genen in twee verschillende cellen actief zijn, verschilt ook de moleculaire identiteit van deze cellen en kunnen ze uiteenlopende taken uitvoeren. Genregulatie is dus fundamenteel voor het bepalen van de vele verschillende identiteiten van verschillende celtypen en weefsels in meercellige organismen. Dit wordt benadrukt door een groot aantal voorbeelden waarin misregulatie van genexpressie ziekte veroorzaakt zoals bijvoorbeeld kanker.

Genregulatie komt tot stand via diverse mechanismen van transcriptionele controle. Dit zijn: i) eiwitten die direct genen activeren of onderdrukken, zogenaamde transcription factors; ii) non-coding RNA’s, RNA’s die de expressie van genen beïnvloeden, maar niet in eiwitten vertaald worden; iii) antisense transcrip- tie, transcriptie die afkomstig is van beide DNA strengen en dus in tegengestelde richtingen loopt en eventueel ook overlapt; iv) epigenetische processen, dat wil zeggen eigenschappen van het DNA die niet op een wijziging van de DNA basen zelf slaan, zoals DNA methylering, histone modificaties en de organisatie van DNA in de 3D ruimte van de celkern. Bij elkaar zijn deze mechanismen verantwoordelijk voor de juiste uitvoering van genregulatienetwerken en het differentiëren/specialiseren van de cellen.

Een ander fenomeen dat heel duidelijk het belang voor correcte genregulatie illustreert is een mechanisme van genetische regulatie die dosis compensatie wordt genoemd. Dosis compensatie is geëvalueerd in diersoorten met verschillende geslachtschromosomen tussen mannetjes en vrouwtjes. Zoogdiervrouwtjes hebben twee X-chromosomen en mannetjes zijn XY. Theoretisch hebben vrouwtjes dus twee keer meer X-gebonden gen producten dan mannetjes. Om rekening te houden met dit verschil dempt een dosis compensatie mechanisme, X-chromosoom inactivatie (XCI) genoemd, de transcriptie van bijna alle genen op één van de twee X-chromosomen in pre-implantatie embryo’s van vrouwelijke zoogdieren.

XCI is een stap voor stap proces waarbij het aantal X-chromosomen eerst wordt “geteld” zodat alleen bij XX vrou- wen één X-chromosoom geïnactiveerd wordt. Dit “tellen” gebeurt door een X-gebonden activator van XCI, RNF12, die XCI activeert wanneer het aanwezig is in hoge concentraties, zoals dit het geval is in XX vrouwen. De inactivatie van een X chromosoom in vrouwelijke cellen leidt ook tot de uitschakeling van een kopie van Rnf12, waardoor de RNF12 concentratie in deze cellen verlaagd wordt en zo XCI van het tweede X-chromosoom voorkomen wordt. In XY mannelijke cellen is de RNF12 concentratie niet hoog genoeg om XCI te initiëren en het enige X-chromosoom blijft actief. RNF12 activeert XCI door afbraak van REX1, een transcription factor die het Xist gen onderdrukt en daardoor wordt de noncoding RNA Xist geactiveerd. In een zogenaamde “keuzeproces” wordt Xist expressie vervolgens op slechts één X-chromosoom behouden en leidt tot het verspreiden van Xist op het gehele X-chromosoom. Het noncoding RNA Xist rekruteert dan eiwitcomplexen die de chromatinstructuur van het X-chromosoom veranderen. Dit resulteert uiteindelijk in de uitschakeling van X-gebonden genen. In een later stadium tijdens XCI voegt DNA methylatie extra stabiliteit aan de onder- drukte toestand van X-gebonden genen.
Omdat XCI alle aspecten van genregulatie in de context van ontwikkeling omvat, wordt het als een paradigma voor genregulatie als geheel beschouwd. Een groot voordeel is dat embryonale stamcellen (ES cellen) van de muis en diferentiatie van deze ES cellen als model voor XCI gebruikt kunnen worden. Deze thesis onderzoekt de vele verschillende lagen van genregulatie die werken op de initiatie en handhaving van XCI. In het bijzonder, de dynamiek van de regulatie van genen die betrokken zijn bij initiatie van XCI en de rol van de ontwikkelingscontext waar de XCI in plaatsvindt worden met ES cellen als model onderzocht.

De algemene inleiding in hoofdstuk 1 geeft een overzicht van de state-of-the-art van de wetenschap op het gebied van genregulatie, noncoding RNAs en XCI.

Hoofdstuk 2 beschrijft een aantal experimenten die het netwerk van genen die XCI reguleren en de rol van RNF12, de enige bekende activator van XCI, verdiept. Onze resultaten, met behulp van de deleitie van het Rnf12 gen in verschillende contexten, tonen dat RNF12 op twee niveaus werkt om XCI te reguleren. De tweemaal hogere concentratie van RNF12 in XX vrouwen in vergelijking met XY mannen is essentieel voor initiatie van XCI. Bovendien is een actieve kopie van Rnf12 nodig om hoge Xist expressie te handhaven en de inactivering van het X-chromosoom goed uit te voeren. Experimenten met deze cellijnen tonen dat beide genen antagonistische rollen hebben, Tsix onderdrukt Xist en vice versa. Door de fluorescerende reporterewitten in deze cellijnen kunnen we gemakkelijk de activiteit van Xist en Tsix in levende cellen bepalen, bijvoorbeeld met behulp van op fluorescentie gebaseerde technieken in combinatie met microscopie of flowcytometry. Wij hebben de dynamiek van Xist en Tsix regulatie tijdens ES cel differentiatie onderzocht door continue live cell imaging uit te voeren. Het blijkt dat de regulatie van Xist en Tsix tijdens differentiatie onderling is afgestemd maar niet direct afhankelijk van elkaar is. Een bep-
aald expressie niveau is ook stabiler dan eerder gedacht. Dat betekent dat zodra een “beslissing” voor zowel activering of deactivering genomen word, deze “beslissing” langer blijft bestaan. Bijvoorbeeld, de moedercel en beide dochtercellen van een celdeling hebben een vergelijkbaar niveau \textit{Xist} / \textit{Tsix} activatie. De fluorescerende reporters maken het ook mogelijk de impact die XCI activatoren en remmers, zoals RNF12 en REX1, op \textit{Xist} en \textit{Tsix} regulering hebben zorgvuldig te analyseren. Bovendien tonen experimenten met vrouwelijke cellen die één van de twee X-chromosomen verloren hebben aan dat niet alleen \textit{Xist} maar ook \textit{Tsix} door het aantal X-chromosomen in een cel gereguleerd wordt. Tot slot worden onder specifieke experimentele omstandigheden twee semi-stabiele populaties in de reporter celllijnen geobserveerd. Één populatie heeft een lager \textit{Tsix} / mCherry niveau, de andere populatie een hoger \textit{Tsix} / mCherry niveau. Zorgvuldige analyse van deze populaties toont aan dat ze eventueel met twee verschillende hogere 3D conformaties van het DNA rondom \textit{Xist} en \textit{Tsix} corresponderen. Omdat de verschillende populaties ook de uitkomst van het XCI proces voorspellen, dus \textit{Tsix} / mCherry lage cellen up-reguleren \textit{Xist} terwijl \textit{Tsix} / mCherry hoge cellen dat niet doen, verbinden deze resultaten de 3D-conformatie van het DNA op een prachtige manier met functionele gevolgen.

Tijds het begin van de ontwikkeling ondergaat het embryo een aantal opvallende veranderingen. Deze veranderingen worden voornamelijk gedreven door uitgebreide modulatie van gen-regulerende netwerken en gelijktijdige reorganisatie van het chromatinie, het verpakte DNA template. In deze periode wordt ook XCI geïnitieerd en vastgelegd. Het tweede deel van het proefschrift richt zich daarom op het samenspel van genregulatie en de structuur van chromatinie in deze vroege fase van de embryonale ontwikkeling. In \textit{appendix A} wordt een techniek gebruikt die huidfibroblasten in zogenoemde geïnduceerde pluripotente stamcellen (iPS cellen) transformeert. IPS cellen lijken op ES cellen, ze kunnen bijvoorbeeld in verschillende celtypes differentiëren. Dus door het transformeren van fibroblasten in iPS cellen worden deze cellen in de omgekeerde volgorde terug door differentiatie gedwongen, totdat ze opnieuw pluripotent zijn. De fibroblasten die in \textit{appendix A} gebruikt worden, zijn gemaakt van een drager van een \textit{FMR1} mutatie. Normaal gesproken wordt DNA rond de \textit{FMR1} promoter zonder DNA methylering en is het gen activief. Verrasrenderwijs wordt de \textit{FMR1} promotor bij transformatie van de fibroblasten toch nog gemethyleerd. Dat betekent dat de cellen die getransformeerd kunnen worden door een specifieke ontwikkelingsfase gingen waarin de mutatie “juist” herkend wordt. Dit leidt tot DNA methylering en uitschakeling van \textit{FMR1}. Waarmom het \textit{FMR1} gen in eerste instantie, tijdens de vroege embryonale ontwikkeling van de drager van de mutatie, niet wordt gemethyleerd en uitgeschakeld blijkt een onderwerp voor toekomstig onderzoek.

Ook in \textit{hoofdstuk 4} wordt een speciale reguleringsfase tijdens de vroege embryonale ontwikkeling geanalyseerd. Omdat veel genen, bijvoorbeeld \textit{Xist} en \textit{Tsix}, als sense-antisense gen paren in elkaar gezet zijn, werd een reporter systeem gecreëerd dat deze situatie imiteert. Een sequentië die voor het groen fluorescent eiwit EGFP codeert werd in antisense oriëntatie geplaatst van een induceerbare promotor, een promotor die door toevloeiing of verwijdering van het geneesmiddel doxycycline aan- of uitgeschakeld
wordt. Dit construct werd in ES cellen geïntroduceerd zodat antisense transcriptie plaatsvindt door de EGFP coderende sequentie / promoter na toevoeging van doxycycline. In ongedifferentieerde ES cellen wordt het EGFP door inductie van antisense transcriptie door het EGFP reversibel uitgeschakeld. Dat wil zeggen, zodra doxycycline uit het medium verwijderd wordt en antisense transcriptie stopt, komt EGFP opnieuw tot expressie. Dit effect is niet toe te schrijven aan transcriptieele interferentie, de directe botsing van transcriptie machines die uit tegengestelde richting op elkaar lopen. In plaats daarvan blijkt dat het effect gemedieerd wordt door chromatine modificaties die door de doorlopende transcriptiemachinerie in de EGFP promoter neergezet worden. In tegenstelling tot de reversibele uitschakeling in ongedifferentieerde ES cellen, leidt antisense transcriptie door EGFP tijdens differentiatie tot stabiele uitschakeling van het EGFP. In deze situatie worden aanvullende kenmerken van gene repressie zoals DNA methylering gedetecteerd. Deze resultaten geven nog maar eens aan dat cellen door een speciale fase tijdens de vroege ontwikkeling gaan, waarin specifieke kenmerken van chromatine herkend worden en een blijvend effect op de structuur van chromatine en genregulatie hebben.

Tenslotte worden de resultaten van dit proefschrift in de algemene discussie in hoofdstuk 5 in het licht van de huidige ontwikkelingen op het gebied van X-chromosoom inactivatie en genregulatie besproken.
Zusammenfassung


Genregulation wird auf verschiedenen Ebene durch Kontrolle der Gentranskription gesteuert. Diese Ebenen umfassen: i) Proteine, die Gene direkt aktivieren oder hemmen, sogenannte Transkriptionsfaktoren; ii) nicht-kodierende RNAs, RNAs die Genexpression beeinflussen aber nicht in Proteine translatiert werden; iii) antisense Transkription, also Transkription von beiden DNA-Strängen, die daher in gegenläufige Richtungen läuft und so auch überlappen kann; iv) epigenetische Prozesse, also die Eigenschaften der als Chromatin verpackten DNA, die nicht auf der Basenzusammensetzung der DNA beruhen, zum Beispiel DNA-Methylierung, Histonmodifikationen und die Organisation von DNA im 3-dimensionalen Zellkern. Zusammen sind diese Ebenen für die korrekte Ausführung von Genregulations- und Entwicklungsprogrammen verantwortlich.


auf nur einem X-Chromosom beizubehalten, was schließlich dazu führt, dass sich Xist RNA ausbreitet und das gesamte X-Chromosom bedeckt. Die nicht-kodierende RNA Xist rekrutiert in der Folge Proteinkomplexe, die die Struktur des X-Chromosoms verändern und zur Repression von Genen auf dem X-Chromosom führen. Zu einem späteren Zeitpunkt von XCI tritt auch DNA-Methylierung an den ausgeschalteten Genen auf und stabilisiert so den Aus-Zustand.


Xist, das Gene, das für XCI verantwortlich ist, wird negativ von einem zweiten nicht-kodierendem RNA Gen reguliert. Dieses Gen, Tsix, wird in antisense Richtung zu Xist transkribiert und überlappt vollständig mit diesem. Auf Grund dieser Anordnung ist es schwierig zwischen direkten und indirekten Effekten auf die Regulation dieser beiden Gene zu unterscheiden. In Kapitel 3 konzipieren wir daher


In Kapitel 5, der Generellen Diskussion, werden die Ergebnisse dieser Doktorarbeit schließlich im Licht von gegenwärtigen Entwicklungen in den Bereichen X Chromosom Inaktivierung und Genregulation diskutiert.
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