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Abstract

Dynamic ride-sharing systems enable people to share rides and increase the efficiency of urban transportation by connecting riders and drivers on short notice. Automated systems that establish ride-share matches with minimal input from participants provide the most convenience and the most potential for system-wide performance improvement, such as reduction in total vehicle-miles traveled. Indeed, such systems may be designed to match riders and drivers to maximize system performance improvement. However, system-optimal matches may not provide the maximum benefit to each individual participant. In this paper we consider a notion of stability for ride-share matches and present several mathematical programming methods to establish stable or nearly-stable matches, where we note that ride-share matching optimization is performed over time with incomplete information. Our numerical experiments using travel demand data for the metropolitan Atlanta region show that we can significantly increase the stability of ride-share matching solutions at the cost of only a small degradation in system-wide performance.

1 Introduction

Rising gasoline prices, traffic congestion and environmental concerns have increased the appeal of services that allow drivers with spare seats to connect to people wanting to share a ride. The ubiquity of Internet-enabled cell phones provides new opportunities to enable dynamic ride-sharing, where rides are established on very short notice or even en-route. Recently, many new companies, like Lyft, UberX, Carticipate, Avego, Sidecar and Flinx have emerged in both the U.S. and Europe.
that offer mobile phone applications that help match up drivers and riders.

While most cars can transport up to four passengers, the average occupancy rate in the U.S. is 1.4 persons (Sivak, 2013). Similar occupancy rates are also found in Europe (European Environment Agency, 2010). These empty seats represent a supply of unused transportation capacity. Effectively using empty seats by ride-sharing represents an important opportunity to increase the efficiency of the urban transportation system, potentially reducing traffic congestion, fuel consumption, and emissions (Agatz et al., 2012; Furuhata et al., 2013). For the individual participants, there is also a clear financial incentive to share rides as it allows them to share trip related expenses. The cost to own and operate a vehicle have risen sharply over the last years, with fuel prices in the US rising 52% between 2009 and 2013 (American Automobile Association, 2009, 2013).

In this paper, we consider a dynamic ride-share system setting where potential participants place trip announcements as a rider or a driver, at a time close to their desired trip departure times. A trip announcement specifies an origin and a destination location, and additional information that specifies its potential timing. With this information, the ride-share system provider automatically establishes shared rides over time, matching potential drivers and riders. Some potential participants may remain unmatched.

In this research, we suppose that the ride-share system provider attempts to minimize a system-wide objective when determining shared rides. Specifically, we consider an objective to minimize total system-wide vehicle-miles, the total vehicle-miles driven by all potential participants traveling to their destinations, either in a ride-share or driving alone if unmatched. This objective aligns with societal objectives such as reducing traffic congestion and emissions. Since this objective seeks to maximize the total travel distance savings of all participants, it also coincides with minimizing total travel costs, an important consideration for the participating drivers and riders.

Variable trip costs are largely proportional to distance (or time) traveled, which implies that cost reduction is only possible when the length of a ride-share trip is shorter than the sum of the lengths of the separate trips. If the cost of a shared trip is less than the sum of the costs of individual trips of its participants, it is always possible to allocate the cost savings among the participants such that each individual benefits. In this case, every match is individually rational with respect to travel cost as participants are always better off in a match than driving alone.

An automated process for establishing shared rides should be fast and require minimal effort
from the participants. Centralized planning and coordination typically leads to better system-wide performance than uncoordinated decentralized approaches. In Agatz et al. (2011), we have shown the potential benefits of using optimization-based solution approaches to match riders and drivers compared to simple greedy matching rules.

However, drivers and riders do not necessarily have to accept a match as proposed by the ride-share provider. Even if a proposed match provides individual cost savings and satisfies a participant’s time preferences, a driver and/or rider may reject a match if they believe they can establish a better match on their own. This is related to the notation of stability in cooperative game theory. In this terminology, a set of matches between riders and drivers is defined as stable if no rider and driver, currently matched to others or unmatched, would prefer to be matched together. If a driver and a rider form such a pair, they are called a blocking pair. If there are no blocking pairs in the matching solution, we call it a stable ride-share matching.

A ride-share matching solution aimed at minimizing total system-wide vehicle miles (and corresponding external societal costs) or total number of matches may not necessarily maximize the cost savings of each individual participant. The degradation of system performance in terms of total vehicle-miles when participants reject proposed matches to form their own matches is an example of the price of anarchy (Koutsoupias and Papadimitriou, 1999). The price of anarchy could potentially be large. Consider the simple example in Figure 1. Let us assume that the savings of each match are divided equally between the driver and rider that share a ride together. If \( 0 < \epsilon < 1 \), the system-optimal solution is to assign rider 1 \((r_1)\) to driver 1 \((d_1)\) and rider 2 \((r_2)\) to driver 2 \((d_2)\). This would result in system-wide vehicle miles savings of 4 and individual savings of 1 for each participant. However, \( r_2 \) and \( d_1 \) would both prefer to be matched together instead of to their current partners. This would increase their individual savings by \( \epsilon \) and reduce the system-wide savings from 4 to \( 2 + 2\epsilon \). In the worst-case, when epsilon approaches 0, the price of anarchy could be as large as 50% degradation in vehicle-miles savings from the system optimum. On the other hand, a system-optimal solution may be stable; for example, when \( 1 < \epsilon \leq 2 \) the system-optimal assignment is to assign \( r_2 \) to \( d_1 \), and this assignment is also stable.

In this paper, we will investigate how large the price of anarchy might be in a practical ride-sharing setting and develop optimization approaches that use stability considerations when generating ride-share matches. The main contributions of this paper can be summarized as follows:
We are the first to introduce the concept of stability in the context of dynamic ride-sharing and to provide optimization approaches to solve stable and nearly-stable ride-share matching problems;

We experimentally quantify the impact of enforcing stability in a dynamic ride-sharing setting using simulations of representative work-based trips for a major U.S. metropolitan area.

The remainder of the paper is structured as follows. In Section 2 we discuss literature that is relevant to our work. In Section 3, we describe the problem setting and assumptions. In Section 4, we introduce several optimization models to find stable and nearly-stable matching solutions for the single-rider, single-driver dynamic ride-share problem. In Section 5, we discuss the dynamics of the system. In Section 6, we present numerical experiments based on work-based travel demand data for the Atlanta region. In Section 7, we model participants’ responses to unstable ride-share matches and study the system performance over time. Finally, in Section 8, we make some concluding remarks.

2 Related Literature

In this section, we review two streams of existing literature that are relevant to our work: literature on ride-sharing and literature on stability in two-sided matching markets.
Earlier work on ride-sharing typically considers traditional carpooling that requires a long-term commitment among two or more people to travel together on recurring trips for a particular purpose, often for traveling to work (see Baldacci et al. (2004); Calvo et al. (2004)). Dynamic ride-sharing systems that establish single matches on short-notice have only recently started to receive some attention (see Furuhata et al. (2013) and Agatz et al. (2012) for a recent overview). In Agatz et al. (2011) we consider different optimization approaches to support matching of drivers and riders in real-time. Amey (2011); Ghoseiri et al. (2011) propose similar approaches for a centralized dynamic ride matching service to match up drivers and riders.

There is a large stream of literature on methods to establish stable matches in two-sided matching markets (Roth and Sotomayor, 1992). Typical applications include the centralized matching of college/public high school admissions and between medical students and residency programmes. Empirical evidence suggests that the outcomes of centralized clearinghouses must be stable to ensure that they are accepted by the market (Roth, 1984, 1991).

A fundamental problem in stable matching is the well-known stable marriage problem. This problem considers two finite sets of equal size: a set of men and a set women. Each person has a strict preference ranking of all members of the opposite sex as a marriage partner. The objective is to create a matching of men and women such that there does not exist any pair of man and woman who prefer each other to their current partners. In their seminal paper, Gale and Shapley (1962) have shown that every instance of the stable marriage problem has a stable matching which can be found in $O(n^2)$ time. They introduce an algorithm that involves several rounds which can be expressed as a sequence of “proposals” from the men to the women. Since its introduction, many aspects of the stable marriage problem and related stable matching problems have been studied in depth by a large number of researchers; Iwama and Miyazaki (2008) provides a useful recent review of this literature.

In this paper, we consider a problem of matching riders to drivers for shared rides, and in our context there are often riders who cannot be feasibly matched with certain drivers; thus, participants may have incomplete preferences. Furthermore, there are also cases where a driver (rider) $i$ may receive identical benefit for a match with rider (driver) $j$ or $j'$, and thus does not strictly prefer one match to the other. Manlove et al. (2002) show interestingly that in such bipartite matching problems with both incomplete preference lists and also non-strict preferences, finding a
stable matching of maximum cardinality is $NP$-hard. This is true despite the fact that bipartite stable matching with incomplete lists and bipartite matching with non-strict preferences are both problems in which polynomial approaches exist to find maximum cardinality matchings; in the former case, all stable matchings have identical cardinality and can be found by a Gale-Shapley algorithm extension, and in the latter case all stable matchings are complete.

Since there will be alternative stable matchings in our ride-share matching application, it will be useful to consider matching problems that include a utility objective. Consider the stable marriage problem where the objective is to find a matching that is not only stable but that maximizes a specific measure of total satisfaction for all participants, and provides a polynomial algorithm for its solution. Vande Vate (1989) initiated the study of the stable marriage problem using mathematical programming, and showed that stable marriage solutions are extreme points of a polytope; thus, for any linear objective function, an optimal stable marriage solution can be identified via linear programming. Rothblum (1992) extended the polyhedral description to the case where the bipartite graph is not complete. A simpler proof of the primary result in Vande Vate (1989) is provided by Roth et al. (1993). Mathematical programming formulations for stable matching problem variants will be used in our study.

The degradation of a system-optimal objective due to selfish behavior of system participants is known as the price of anarchy. Such a price is typically determined by comparing the objective function value of a system-optimal solution with the worst-case objective function value for a stable (or user) equilibrium (Koutsoupias and Papadimitriou, 1999). A closely related concept is the price of stability which compares a system-optimal objective function with the best-case stable equilibrium objective (Anshelevich et al., 2008). This concept is relevant to our study because we model a centralized ride-share provider that tries to achieve a good stable outcome.

The quality of a matching solution is typically defined as the sum of the utilities for all individuals in the system. The reason why there has not been a lot of attention for measuring the quality of a matching is because in many settings it is difficult to come up with an appropriate measure of utility. In the ride-share context, it seems likely that there are many potentially useful ways to measure the utility of individual matches including those proportional to vehicle-miles savings (or other transportation cost measure savings).

We are only aware of one paper that studies the price of stability in two-sided matching markets.
Based on experiments in which they randomly assigned utilities for each match, Anshelevich et al. (2009) demonstrate that the loss of social welfare from stability is often substantially lower than the theoretical worst-case.

3 Problem Description and Assumptions

We consider a ride-share setting in which a ride-share provider for a particular metropolitan area receives a sequence $S$ of trip announcements over time from potential participants. Each announced trip specifies whether the participant wants to act as a driver or a rider. This process generates two disjoint sets of trip announcements: a set of rider trips $R \subset S$ and a set of driver trips $D \subset S$. Each trip announcement specifies an origin and a destination location, and additional information that reflects its potential timing. Suppose for simplicity that each origin and destination location is a member of a set $P$ of locations, and that the travel time $t_{ij}$ and travel distance $d_{ij}$ between each pair of locations $i, j \in P$ are known and constant. Let $v(s)$ and $w(s)$ represent respectively the origin and destination of trip announcement $s \in S$.

To minimize inconvenience for participants, we focus on systems where at most one pickup and delivery can take place during the trip and where riders do not transfer from one driver’s vehicle to another. Moreover, we suppose that the ride-share service provider automatically generates match proposals between riders and drivers. An important consideration for a centralized system that creates matches between autonomous independent entities is whether the participants are satisfied with the matches. If they are not satisfied they may not accept the proposed matches and eventually may stop using the system. Besides the interpersonal aspects, the timing of the ride and the financial benefits of sharing this ride together are important for the satisfaction of the participants with a particular ride-share match.

Drivers and riders provide information on their time schedule preferences in their announcements by specifying their earliest departure time and indirectly their latest arrival time using the notion of departure time flexibility. Specifically, we suppose that each announcement $s \in R \cup D$ provides an earliest time $e(s)$ at which the participant can depart from the origin $v(s)$ and a time flexibility $f(s)$ that specifies the difference between $e(s)$ and the latest time he would like to depart by if he were driving alone. For example, if a driver wished to arrive at his destination no later than $l(s)$,
then we have time flexibility \( f(s) = l(s) - e(s) - t_{v(s),w(s)} \).

The ride-sharing system provider automatically establishes ride-shares over time, matching drivers and riders who have announced trips. In this paper, we assume that a ride-share match is acceptable to its two participants only if it satisfies both of their time requirements; only acceptable matches are considered feasible. This implies that the participant for announcement \( s \) departs his origin no earlier than \( e(s) \) and arrives at his destination no later than \( l(s) \). A participant announces his trip at time \( a(s) \) shortly before or at his earliest departure time. The announcement lead-time \( a'(s) \geq 0 \) denotes the difference between the participant’s earliest departure time and his announcement time (see Figure 2).

To assess the benefits of a particular match for an individual participant, we calculate the cost savings compared to traveling alone. For simplicity, we focus on a setting where riders have a car available which they could use to drive to their destination alone if no ride-share can be identified. This means that for each rider-driver match we can calculate the vehicle-miles savings from ride-sharing as compared to both driving alone as follows: 

\[
d_{v(d),w(d)} + d_{v(r),w(r)} - (d_{v(d),v(r)} + d_{v(r),w(r)} + d_{w(r),w(d)})
\]

Since variable trip costs such as fuel expense are typically proportional to the travel distance, the vehicle-mile savings also represent cost savings. We assume that the usual objective of the system provider to maximize the total system vehicle-mile savings achieved by all driver-rider matches in a matching solution, which is the sum of the savings generated by each individual match.

If the cost of ride-share trip is less than the sum of the costs of individual trips of its participants, it is always possible to allocate the cost savings among the participants such that each individual receives cost savings. This means that as long as we have positive savings, a ride-share matching is \textit{individually rational} since none of the participants prefers driving alone (i.e., remain-
ing unmatched) to their match. Often, there may be time feasible ride-share matches that do not generate positive vehicle-miles savings. These matches are not considered acceptable, and are also treated as infeasible during the matching optimization.

The variable costs of each ride-share trip should be divided between its two participants in a way that is \textit{budget-balanced} or \textit{efficient}. This means that the total cost allocated to the participants is equal to the total cost incurred in the ride-share. As such a driver can never receive a compensation that is greater than the cost of the complete trip to accommodate the rider. This is a relevant requirement in practice to distinguish ride-sharing from commercial taxi-services in legal terms (see Geron (2013) for a recent discussion on the legal issues). In this paper, we assume that the vehicle-miles savings (cost savings) of sharing a ride are equally divided between the two matched participants. It is not difficult to see that such an allocation satisfies the properties of the \textit{Shapley value}, a well-known cost-allocation method in cooperative game theory.

We assume that the preferences of participants for different ride-share matches depends solely on the potential financial benefits, \textit{i.e.}, the cost savings as compared to driving alone. The preference list of each participant consists of the set of feasible matches ranked based on the corresponding savings. For example, if a particular rider can be matched with drivers 1, 2 or 3 with respective savings of 3, 1, and 5, then the preference list for this rider is (3, 1, 2). We denote the preferences with the following notation: \(a \succ c \ b\) denotes that person \(c\) prefers person \(a\) to \(b\), and \(a \succeq c \ b\) denotes that either \(a \succ c \ b\) or that person \(c\) is indifferent between \(a\) and \(b\). Note that these preference lists are only defined over the set of feasible matches, and are therefore incomplete since some matches are not feasible.

In the ride-share setting, it may often occur that an individual participant may have multiple ride-share match options that yield the same savings. This may occur, for example, when multiple riders announce around the same time and travel from the same origin to the same destination. We assume that participants are indifferent between matches if they generate the same financial benefits; thus, some preference lists may contain ties. In this context, we define a \textit{stable} matching as a matching in which no driver-rider pair who are not matched together both strictly prefer each other to their corresponding partners in the matching. More formally, let \(\mu(s)\) denote the matched ride-share partner of participant \(s\), where \(\mu(s) = s\) implies that participant \(s\) is unmatched. Define a \textit{blocking pair} as a pair \((d, r) \in D \times R\) where \(\mu(d) \neq r\), \(r \succ_d \mu(d)\), and \(d \succ_r \mu(r)\); note that \(d\)}
and/or $r$ may be unmatched. This stability criterion is referred to as \textit{weak} stability (see Irving (1994) for two other stability criteria in settings with preference indifference). We focus exclusively on \textit{weak} stability in this paper and will use the term stability to indicate weak stability.

4 \hspace{0.5cm} \textbf{Enforcing Stability in Ride-sharing}

In this section, we consider different approaches to establish \textit{stable} ride-share matches. Dynamic ride-share matching optimization typically requires solving problems sequentially over time as new driver and rider requests are announced. To begin, however, we will consider single-stage optimization problems where the goal is to create a matching given a known set of announcements $S$.

We introduce a simple heuristic and several mathematical programming formulations. Since we have incomplete, non-strict preference lists in our setting, there may exist multiple stable solutions (Clark (2006) presents conditions for the uniqueness of stable matchings). While the heuristic simply finds a stable matching, the mathematical programming approaches aim to find a \textit{best} stable solution given a system objective.

4.1 \hspace{0.5cm} \textbf{Greedy Matching Method}

Given the objective of creating a matching solution that maximizes total system vehicle-miles savings, we now describe a greedy matching heuristic given a set $S$ of announcements that consist of a set of rider trips $R \in S$ and a set of driver trips $D \in S$.

1. Determine for each rider announcement $r \in R$ the driver announcement $d \in D$ (if any) that represents the feasible match with the largest savings.

2. Among these matches, we select $(r_m, d_m)$ with the largest savings and add this match to the matching.

3. Requests $r_m$ and $d_m$ are removed from $S$, and the process is repeated until no feasible matches remain.

\textbf{Theorem 1.} The greedy algorithm generates a \textit{stable} matching.

\textbf{Proof.} Let $s'$ be a greedy matching solution that is not stable. By definition then there must exist a blocking pair $(d, r)$ for which $r \succ_d \mu(d)$ and $d \succ_r \mu(r)$. Since we divide the savings equally
between the two participants in a given ride-share match, this means that one-half of the savings generated by match \((d, r)\) is greater than the savings from match \((d, \mu(d))\) and also is greater than the savings for match \((r, \mu(r))\). This is a contradiction because if this were true, the match \((d, r)\) would have been selected before the other two pairs were considered for matching. 

4.2 Basic Stable Formulation

As illustrated in Agatz et al. (2011), we can represent the ride-share problem using a maximum-weight bipartite matching model and then solve the problem using standard optimization software. Since we consider a setting where the ride-share provider seeks to maximize the total distance savings produced for all participants, we can create a maximum-weight stable matching model by enhancing the earlier approach with blocking pair constraints similar to those in Roth et al. (1993).

We create a node for each announcement in \(R \cup D\), and an arc connecting a node \(i \in R\) on one side of the bipartition with a node \(j \in D\) on the other side if it is feasible to establish a ride-share match with driver \(j\) and rider \(i\); recall that a match must be both time feasible and produce positive travel distance savings. The weight \(c_{ij}\) assigned to feasible match arc \((i, j)\) is simply the travel distance savings. The set \(A\) represents the set of feasible arcs in our bipartite graph. To complete the specification, let \(x_{ij}\) be a binary decision variable equal to 1 if ride-share match \((i, j)\) is established, and 0 if not. This gives the following maximum weight bipartite matching optimization problem that maximizes system travel distance savings.

Maximize \(\sum_{i,j \in A} c_{ij}x_{ij}\) 

subject to 

\[ \sum_{j \in D} x_{i,j} \leq 1 \quad \forall i \in R \] 

\[ \sum_{i \in R} x_{i,j} \leq 1 \quad \forall j \in D \] 

\[ \sum_{j' \geq j} x_{i,j'} + \sum_{i' \geq i} x_{i',j} + x_{i,j} \geq 1 \quad \forall (i,j) \in A \] 

\[ x_{i,j} \in \{0, 1\}, \quad \forall (i,j) \in A \]
Constraints (1) and (2) represent standard matching constraints. Each stability constraint (3) prevents blocking pair \((i, j)\) by ensuring that either driver \(j\) is matched with rider \(i\), or driver \(j\) is matched with another rider \(i'\) who she prefers at least as well as rider \(i\), or rider \(i\) is matched with another driver \(j'\) that she prefers at least as well as driver \(j\). This stability constraint ensures that the matching is weakly stable.

Note that if the preference lists of each participant contained no ties, constraint (3) becomes

\[
\sum_{j' > i}^{j} x_{i, j'} + \sum_{i' > j}^{i} x_{i', j} + x_{i,j} \geq 1 \quad \forall (i, j) \in A
\]  

Roth et al. (1993) show that the linear relaxation of the system (1), (2), (5), and (4) has a special form:

**Theorem 2; Roth, et al. 1993.** Let \(C\) be the convex polytope corresponding to all feasible solutions to the linear relaxation of constraint system (1), (2), (5), and (4). Then the extreme points of \(C\) are all integer-valued, and correspond to the set of stable matchings.

Theorem 2 is quite useful for bipartite stable matching problems with strict preference lists, since linear programming can be used to find an optimal matching for any linear objective function. For example, if \(c_{i,j} = 1\) for all \((i, j) \in A\), a maximum cardinality stable matching given incomplete preference lists can be identified. Since our ride-share matching problems will often contain ties in the preference lists, it will be necessary to use constraint (3) and integer programming methodology to identify maximum weight stable matchings.

### 4.3 Nearly-stable Problem Formulations

To further explore the trade-off between system optimality and stability, we formulate two different additional models in which the stability constraints are relaxed. In the first model, we propose a relaxation that uses a modified definition of a blocking pair that accounts for the fact that participants may only perceive one match to be better than another if it creates significantly more savings. In the second model, we retain the original blocking pair definition but move stability considerations from the constraints to the objective function.

First, consider a model with a stronger definition of a blocking pair. Recall that a blocking pair \((i, j)\) is originally defined as a rider-driver pair where the savings generated by matching rider \(i\) with driver \(j\) exceeds both the savings of matching rider \(i\) with \(\mu(i)\) and the savings of matching driver \(j\)
with rider $\mu(j)$. In this research, blocking pairs are assumed to be undesirable since they create an incentive for $i$ and $j$ to match together rather than with the partners proposed in a system-optimal solution; there is an incentive for $i$ and $j$ to reject the system-proposed match. However, a matched participant may not be able to perceive small differences in cost savings, or may decide that small additional savings provided by a blocking pair match may not justify rejecting a match proposed by the system. Therefore, for a given savings threshold $\epsilon$, we can define a stronger blocking pair as rider-driver pair $(i,j)$ where the vehicle-mile savings $S_{ij}$ exceeds the matched savings by at least $\epsilon$. That is, $S_{ij} > S_{i,\mu(i)} + \epsilon$ and $S_{ij} > S_{\mu(j),j} + \epsilon$ if $(i,j)$ is a blocking pair. Given this stronger blocking pair definition, we can create a relaxed form of the original stable matching model by replacing constraints 3 with:

$$\sum_{j' \succeq j} x_{i,j'} + \sum_{i' \succeq i} x_{i',j} + x_{i,j} \geq 1 \quad \forall (i,j) \in A$$

where the notation $i' \succeq j\ i$ indicates that the savings $S_{ij}$ from matching $i$ with $j$ does not exceed $S_{i'j}$ by more than $\epsilon$.

Second, suppose that instead of introducing constraints to guarantee that a matching solution is stable that we instead build a formulation that attempts to maximize a measure of stability. To do so, we propose an approach with two phases. For the first stage, consider the basic stable ride-share matching optimization problem, and remove constraints 3. Optimizing this system provides an upper bound on total vehicle-mile savings (objective function value $O$), and will typically be unstable (since it includes blocking pairs). In the second stage, we solve a matching problem that aims to minimize instability (measured here as the total number of blocking pairs) given a lower bound on the total system vehicle-mile savings, which we define as $\beta O$ for some parameter $\beta \in [0, 1]$. The second stage formulation is as follows:
Minimize \[ \sum_{i \in R, j \in D} y_{i,j} \]

subject to

\[ \sum_{j \in D} x_{i,j} \leq 1 \quad \forall i \in R \] (7)

\[ \sum_{i \in R} x_{i,j} \leq 1 \quad \forall j \in D \] (8)

\[ y_{i,j} \geq 1 - \left( \sum_{j \geq i,j} x_{i,j'} + \sum_{i' \geq j,i} x_{i',j} + x_{i,j} \right) \quad \forall (i, j) \in A \] (9)

\[ \sum_{i \in R, j \in D} c_{i,j} x_{i,j} \geq \beta O \] (10)

\[ x_{i,j}, y_{i,j} \in \{0, 1\}, \quad \forall (i, j) \in (R \times D), \beta \in [0, 1] \] (11)

The objective function minimizes the total number of blocking pairs, with variable \( y_{i,j} \) taking the value 1 for a rider-driver pair \((i, j)\) if it is a blocking pair. Constraints (7) and (8) are standard matching constraints. Constraints (9) ensure that \( y_{i,j} \) takes the value 1 if \((i, j)\) is a blocking pair. Constraint (10) enforces a lower bound on the total vehicle-mile savings generated by the matching solution \( x \), where the bound limits the maximum degradation from the unstable objective function to \((1 - \beta)O\). Note that when \( \beta = 1 \), this formulation finds an alternative optimal solution with the fewest blocking pairs, and when \( \beta = 0 \) the problem reduces to the basic stable formulation.

5 Rolling Horizon Framework

Since new driver and rider trip announcements continuously arrive each day, it seems likely that any dynamic ride-share service provider must determine potential matches at many time points during the day. Each time the provider executes a procedure for planning matches, there are likely to be future ride request announcements that are not yet known.

A common mechanism for handling uncertainty of this type when planning is to use a deterministic rolling horizon solution approach, in which plans are made using all known information within a planning horizon, but decisions are not finalized until necessitated by a deadline. After each execution of the algorithm, certain decisions are fixed, the planning horizon is rolled forward to include more known information, and the process is repeated. Our proposed approach uses a
planning horizon that extends forward in time from the current time and captures all currently
known announcements, regardless of the announcement lead time. We assume a framework that
reoptimizes at specific, regularly-spaced time points.

In our solution framework, optimization run $q$ at time $t(q)$ during an operational day considers
all trip announcements $s$ announced at times $a(s) \leq t(q)$, but excluding expired announcements
(where $e(s) + f(s) < t(q)$) and those that have been matched within finalized ride-share arrange-
ments. For run $q$, we set the earliest departure time $e(s)$ of each remaining announcement $s$ to
$max(t(q), e(s))$. The optimization procedure then determines a best set of proposed ride-share
matches as its output. Although matches may be found throughout the planning horizon, only
a subset are finalized. We assume that the ride-share provider may notify participants about a
ride-share arrangement as late as possible and that drivers (and riders) are indifferent to departure
times as long as they arrive on-time to their respective destinations. Thus, a ride-share arrangement
is finalized only if the latest implied departure time of the driver must occur before the next sched-
uled optimization run. For a ride-share match with driver $d$ sharing a ride with rider $r$, the implied
latest departure time is given by $\min(l(r) - t_{w(r), w(d)}, t_{v(d), v(r)})$.

5.1 Stability in a Dynamic Setting

In a dynamic ride-share setting, where drivers and rider trip announcements continuously arrive
over time, we may consider stability in two different contexts. In the first context, we define
transient stability as stability with respect only to information known at time $t(q)$. In the second
context, we define the stronger notion of a posteriori stability as stability given the complete set
of trip announcements that are received during an operating day. It is straightforward to enforce
transient stability by simply solving a stable optimization model each time matches are optimized
within the rolling horizon framework. Not surprisingly, however, doing so does not lead to a set of
matches that are a posteriori stable.

Now suppose that matching solutions are generated to maximize total system vehicle-miles sav-
ings without including constraints to enforce (transient or a posteriori) stability. It is interesting to
compare the a posteriori stability of matching solutions established via a rolling horizon framework
versus an a posteriori optimization that considers all trip requests for a day. The dynamic arrival
of trip announcements may either lead to more or less a posteriori stability in terms of the number
of blocking pairs.

The rolling horizon framework may create fewer blocking pairs than found in the *a posteriori* solution if more stable matches are finalized before new requests arrive that lead to larger savings but less stability. Consider the example in Figure 3 where the numbers below the arcs represent the savings for the match between that particular rider and driver. The time line shows the announcement times of the different trip announcements. The *a posteriori* optimal solution would match rider 1 ($r_1$) to driver 1 ($d_1$) and rider 2 ($r_2$) to driver 2 ($d_2$) with total savings of 6. This would create a blocking pair between $d_1$ and $r_2$ because they would prefer being matched to each other than to their matching partners. Now consider what occurs in the dynamic problem where $d_1$, $r_2$ and $d_2$ place their trip announcements before $r_1$, and the rolling horizon framework initiates an optimization run at some time between the announcement time of $d_2$ and $r_1$. Without $r_1$ present, the optimal matching includes only the stable match between $d_1$ and $r_2$. If the implied latest commitment time of $d_1$ and $r_2$ is earlier than the announcement time of $r_1$, then the match $d_1 - r_2$ is finalized before $r_1$ and $d_1$ could be considered simultaneously in a subsequent optimization run.

It is also possible for the rolling horizon framework to generate a less stable matching than one established via an *a posteriori* optimization. Clearly, this would occur if matches that imply more blocking pairs are finalized before better alternative match opportunities are available to be considered. To illustrate this idea, consider the small example in Figure 4. Since the match between rider 1 ($r_1$) and driver 1 ($d_1$) has the largest savings, $d_1$ prefers being matched to $r_1$, *i.e.*, $r_1 >_d l r_2$. This matching also represents the solution that maximizes the savings. Now consider a situation in which rider 2 ($r_2$) and driver 1 ($d_1$) announce their trips before rider 1 ($r_1$). Without $r_1$ present as an option, we would match $r_2$ and $d_1$. If the next optimization run after the announcement time of request $r_1$ occurs after the implied latest departure time of match $r_2 - d_1$, then we miss
the opportunity to match \( r_1 \) and \( d_1 \) and thus create a blocking pair in hindsight.

The previous example illustrates that in a matching generated by the rolling horizon framework, there may exist blocking pairs where at least one of the participants is currently not in a match. This cannot occur in an \textit{a posteriori} optimal solution, since by definition such a solution cannot be optimal given the objective of maximizing total system vehicle-miles savings. An \textit{unmatched} participant \( i \) in a blocking pair with participant \( j \) implies that the savings from matching \( i \) and \( j \) is higher than the savings created by \( j \)'s current match. Therefore, we would be able to strictly increase total system savings by matching \( i \) and \( j \).

6 Computational Experiments

We now present the results of a set of computational experiments designed to generate insights about the role of stability and stable matchings might play in dynamic ride-share matching systems. We implemented the stable and nearly-stable matching solution approaches outlined in Section 4 and a simulation environment using the C++ programming language and CPLEX 11.1 as the linear and integer programming solver, and performed all experiments on a quad-core 2.66GHz Xeon E5430 Linux machine with 32GB RAM. We now detail the study and its results.

6.1 Simulation Setup

In Agatz et al. (2011), we developed a ride-sharing simulation environment based on the 2009 travel demand model for the metropolitan Atlanta region, developed by the Atlanta Regional Commission (ARC). The ARC is the regional planning and intergovernmental coordination agency for the 10-county Atlanta area, a sprawling region with a population of approximately 5 million
people occupying 6,500 square miles. The travel demand model for the region is used in this study to generate daily vehicle trips by purpose between all pairs of travel analysis zones within the region.

We generate 5 random streams of trips for use within our simulations as follows. Each travel analysis zone is considered to be a possible origin and a possible destination for trips. For each origin-destination pair, we calculate an expected number of daily trip announcements by multiplying the average number of single-occupancy home-based work vehicle trips with a fixed percentage of vehicle-trips (i.e., the participation rate) that we assume might consider participating in a dynamic ride-sharing system. Then for each pair and stream, we determine the number of actual trip announcements using a Poisson random variable with expected value equal to the computed expected number of trips. Each trip announcement is equally likely to be a rider announcement or a driver announcement. The average trip distance in an announcement is approximately 11.6 miles.

Trip timing information is not available in the travel demand model data set. Therefore, we construct the time windows for each announcement as follows. For each trip from home to work, we draw the latest departure time from a normal distribution with mean 7:30 a.m. and standard deviation of one hour to model a typical morning peak (McGuckin and Srinivasan, 2003), and calculate the latest arrival time by adding the direct travel time to the latest departure time. Subsequently, we calculate the earliest departure time by subtracting a fixed time flexibility value from the latest departure time. Furthermore, the announcement time is calculated by subtracting an announcement lead time value from the earliest departure time.

6.2 Evaluation Criteria

To evaluate the performance of a specific ride-share matching solution, we compute the following statistics for each solution:

1. Success rate \((S)\): the number of matched trips divided by the total number of trip announcements

2. Total system-wide vehicle-mile savings \((M)\): the sum of the vehicle-mile savings of all ride-share matches divided by the total vehicle-miles that would be incurred had all announced
participants driven alone

3. Average individual savings per trip \( (C) \): half of the vehicle-mile savings of a ride-share match divided by the distance the participant would have driven alone, averaged over all matched participants

4. Average detour distance of drivers \( (D) \): the additional trip distance for the matched drivers as compared to their direct trip divided by the distance when driving alone, averaged over all drivers in a match

To assess the stability of a matching solution, we propose the following measures:

- **Participant rate in blocking pairs \( (B) \):** the number of unique participants in at least one blocking pair divided by the number of matched participants, separated for riders \( B_r \) and drivers \( B_d \).

- **Average number of blocking pairs per participant \( (R) \):** the total number of blocking pairs divided by the number of unique participants in at least one blocking pair, separated for the riders \( R_r \) and drivers \( R_d \).

- **Average unrealized potential savings \( (Q) \):** the potential savings of a blocking pair match minus the savings of the current match divided by the potential savings of a blocking pair match, averaged over all blocking pair participants.

To evaluate the impact of stability on the performance of the system, we compare the optimal objective function value for the unconstrained model \( (Z) \) and with that for stable matching model \( (Z^s) \). We define the price of stability \( \delta \) as the relative gap as follows: \( \delta = \frac{Z - Z^s}{Z^s} \).

### 6.3 Stability of Solutions that Maximize System-wide Savings

In this section, we assess the stability of different matching solutions that do not explicitly constrain solutions to be stable. We focus initially on a posteriori matching optimization where an optimal matching for a complete, known set of daily announcements \( S \) is determined in hindsight. The impact of dynamics on the results will be discussed in the following section.
While the maximum weight stable matching problem with incomplete preference list and ties is generally difficult, we quickly find optimal stable solutions for all our practical instances. To assess the difference between the best and the worst stable solution, we also try to find the worst possible stable outcome. Therefore, we solve a minimum weight stable matching problem by changing the objective of the model presented in Section 4.2 to minimizing total vehicle mile savings. The relative difference between the objective value of the worst stable solution and the objective value of the system-wide optimal solution represents the price of anarchy.

Table 1: Stable matching solution quality comparison

<table>
<thead>
<tr>
<th></th>
<th>S (%)</th>
<th>M (%)</th>
<th>C (%)</th>
<th>D (%)</th>
<th>B_r (%)</th>
<th>B_d (%)</th>
<th>R_r</th>
<th>R_d</th>
<th>Q (%)</th>
<th>δ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MWM</td>
<td>65.5</td>
<td>21.9</td>
<td>28.7</td>
<td>19.3</td>
<td>19.4</td>
<td>18.2</td>
<td>1.3</td>
<td>1.3</td>
<td>19.6</td>
<td>4.6</td>
</tr>
<tr>
<td>MWSM</td>
<td>62.0</td>
<td>20.9</td>
<td>29.1</td>
<td>16.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MinWSM</td>
<td>61.9</td>
<td>20.9</td>
<td>29.1</td>
<td>16.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MWM</td>
<td>72.4</td>
<td>25.8</td>
<td>30.7</td>
<td>19.0</td>
<td>21.3</td>
<td>20.0</td>
<td>1.3</td>
<td>1.4</td>
<td>17.3</td>
<td>4.6</td>
</tr>
<tr>
<td>MWSM</td>
<td>68.6</td>
<td>24.6</td>
<td>31.0</td>
<td>15.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MinWSM</td>
<td>68.6</td>
<td>24.6</td>
<td>31.0</td>
<td>15.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MWM</td>
<td>78.0</td>
<td>29.2</td>
<td>32.9</td>
<td>18.7</td>
<td>23.9</td>
<td>22.2</td>
<td>1.3</td>
<td>1.4</td>
<td>15.8</td>
<td>4.5</td>
</tr>
<tr>
<td>MWSM</td>
<td>73.9</td>
<td>27.9</td>
<td>32.9</td>
<td>14.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MinWSM</td>
<td>73.8</td>
<td>27.9</td>
<td>32.9</td>
<td>14.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1 presents the results for different participant rates averaged over 5 simulation runs, i.e., 1% (11,563 announcements), 2% (23,155 announcements) and 4% (46,156 announcements). The results show that the solutions that maximize the total system-wide vehicle mile savings are relatively unstable. The number of matched participants in at least one blocking pair ranges from 18.2% to 23.9%, which indicates that there is a significant number of participants who could potentially improve their savings by establishing a match with an alternative partner. The results also show that the instability, in terms of the number of blocking pairs, increases with the participation rate. An intuitive explanation for this is that the number of feasible matches per participant is likely to increase with the number of trip announcements in the system. As the number of feasible matches increases, there are also more opportunities for blocking pairs; note that a participant must at least have one feasible match option to be in a blocking pair.

From the table, we observe that for each of the different participation rates, the percentage of unique riders in blocking pairs is higher than the percentage of unique drivers. A potential
explanation for this is that riders typically have more feasible match options than drivers. To provide more insights into the underlying structure of our ride-share instances, Figure 5 presents the distribution of the number of feasible matches per participant for both the drivers and riders. To understand this histogram, we must realize that to establish a feasible match, we need to satisfy two conditions: time feasibility and positive cost savings. Thus, a feasible match is only possible between trip announcements that have similar departure times and similar itineraries. Also, in order to create positive savings, the driver’s original trip distance must be greater than the sum of the distance between driver and rider origins and the distance between driver and rider destinations. These factors clearly limit the number of feasible matches for both drivers and riders. On the other hand, the number of feasible match options appears to be sufficient to provide alternative matches for those who lost their proposed ride-share partner due to the stability constraints.

Figure 5: Number of feasible matches per participant

The potential, currently unrealized, savings of forming a blocking pair are relatively high. For the 2% participation rate case, we see a 17.3% potential increase in individual savings as compared to the savings offered by the system-proposed match. Interestingly, the unrealized potential savings per blocking pair seem to decrease with the participation rate.

To further investigate the potential savings, we plot the distribution of the potential extra vehicle-miles savings of blocking pairs for the 2% participant rate in Figure 6. The figure shows that approximately 30% of the participants have more than 1 mile of unrealized additional savings which represents more than $0.61 of savings per trip (American Automobile Association (2013)).
However, the potential savings are small for most participants in a blocking pair. Almost 50% of the participants have potential savings of less than 0.5 miles. This may be so small that participants may not perceive this value as significant. In Section 6.6 we study the impact of relaxing the value at which participants perceive blocking pairs.

![Graph showing unrealized savings in blocking pairs.](image)

**Figure 6: Unrealized savings in blocking pairs**

Table 1 also shows that enforcing stability by solving the stable ride-share problem (MWSM) comes at the cost of deteriorating system-wide solution quality. However, the price of stability is relatively small and represents a 5% approximate reduction of the objective value. The fact that we only observe a small decrease in the total number of matches (i.e., the success rate) suggests that there are not too many additional participants that remain unmatched due to stability requirements. This, together with the fact that all feasible matches have positive savings and thus contribute to the system vehicle-miles savings may explain the relative small price of stability. These results are in line with the findings of Anshelevich et al. (2009) that were based on several artificial matching instances.

We see that taking into account stability improves the individual cost savings of the matched participants. However, the average individual improvements are relatively small. The average relative detour of matched drivers decreases by about 18% when stability constraints are enforced.

Surprisingly, we observe that the difference between the maximum weight stable matching and the minimum weight stable matching optimal objective function values is very small. This means
that the different stable solutions are very similar in terms of total savings for our specific instances. This implies that the simple greedy methods presented in Section 4.1 may suffice to find good stable matching solutions.

6.4 Stability of Maximum Savings Solutions in the Dynamic Setting

When new trip announcements continuously arrive over time, we use the rolling horizon strategy to enforce transient stability during each optimization run. We then assess the a posteriori stability of the complete matching solution. We use a re-optimization frequency of 10 minutes, commencing the first optimization run 10 minutes after the first announcement arrival each day. We compare the results from this dynamic setting to an a posteriori benchmark in which we solve the off-line problem that considers all trips for that day simultaneously and enforces a posteriori stability.

As was discussed in section 5, the rolling horizon framework can create blocking pairs that involve participants that are not matched in the final matching solution; recall that this is not possible in any optimal solution found a posteriori. In addition to the stability measures that were presented earlier, we therefore also determine the rate of unmatched unique participants in a blocking pair \( (B^-) \). This measure represents the number of unmatched unique participants in a blocking pair divided by the number of unique participants in at least one blocking pair, separated for the riders \( B_r^- \) and drivers \( B_d^- \). If both people in a blocking pair are unmatched, Echenique et al. (2009) refer to this as an available blocking pair.

In Table 2, we see that dynamic matching solutions are less stable than the a posteriori benchmarks across all of the different stability measures. In particular, we not only see more participants in blocking pairs, but also see that these blocking pairs represent higher unrealized savings. This suggest that the dynamics have a stronger destabilizing than stabilizing effect.

When enforcing transient stability during each optimization run, we see a significant reduction in the number of participants in blocking pairs, from 23.7% to 4.3% of the participants. The remaining a posteriori blocking pairs have relatively high potential savings. This is partially due to the fact that 30.7% of the participants in these a posteriori blocking pairs are currently not in a match. We also see that these blocking pair participants are part of a remarkably large number of blocking pairs. Again, this results from currently unmatched participants that may create blocking pairs with many potential ride-share partners.
Table 2: Stability measures for dynamic matching solutions

<table>
<thead>
<tr>
<th></th>
<th>S (%)</th>
<th>M (%)</th>
<th>B_r (%)</th>
<th>B_d (%)</th>
<th>R_r</th>
<th>R_d</th>
<th>B_r (%)</th>
<th>B_d (%)</th>
<th>Q (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>—a-posteriori—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MWM</td>
<td>72.4</td>
<td>25.8</td>
<td>21.3</td>
<td>20.0</td>
<td>1.3</td>
<td>1.4</td>
<td>0</td>
<td>0</td>
<td>17.3</td>
</tr>
<tr>
<td>MWSM</td>
<td>68.6</td>
<td>24.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>—dynamic—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MWM</td>
<td>72.2</td>
<td>25.4</td>
<td>25.0</td>
<td>22.4</td>
<td>1.3</td>
<td>1.5</td>
<td>3.6</td>
<td>0.8</td>
<td>20.3</td>
</tr>
<tr>
<td>MWSM</td>
<td>68.6</td>
<td>24.4</td>
<td>4.5</td>
<td>4.1</td>
<td>114.9</td>
<td>124.9</td>
<td>31.7</td>
<td>12.4</td>
<td>44.8</td>
</tr>
</tbody>
</table>

6.5 Maximizing the Number of Matches

Instead of maximizing the system vehicle-mile savings, we may also consider other system objectives. The number of matched participants may be an important performance indicator for a practical dynamic ride-share system because it indicates how likely it is that a participant may find a match. In Table 3 we report simulation results when we maximize the total number of matched participants in the system by solving \textit{a posteriori} maximum cardinality matching (MCM) problems. The different stability measures suggest that these matching solutions are less stable than those that maximize system vehicle-miles savings (Table 1). More participants are in blocking pairs and the unrealized potential savings are higher. Thus, the objective of maximizing the total number of matches appears to be less aligned with preserving stability. Such a result is not surprising, since this objective values the number of matches over the savings (weight) of matches.

Similarly, we see that the costs of enforcing stability are significantly higher in this situation, with a price of stability of 12%. The results also show that the difference between the maximum cardinality and maximum weight stable matching solutions is very small. This is consistent with the earlier observation that different stable solutions do not differ much in terms of their objective values.

Table 3: Stability measures for maximum cardinality matching solutions

<table>
<thead>
<tr>
<th></th>
<th>S (%)</th>
<th>M (%)</th>
<th>C (%)</th>
<th>D (%)</th>
<th>B (%)</th>
<th>Q (%)</th>
<th>δ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MWM</td>
<td>72.4</td>
<td>25.8</td>
<td>30.7</td>
<td>19.1</td>
<td>20.6</td>
<td>17.3</td>
<td></td>
</tr>
<tr>
<td>MCM</td>
<td>77.2</td>
<td>25.2</td>
<td>30.7</td>
<td>22.2</td>
<td>31.7</td>
<td>34.5</td>
<td></td>
</tr>
<tr>
<td>—stable—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCSM</td>
<td>68.7</td>
<td>24.6</td>
<td>34.3</td>
<td>15.7</td>
<td>-</td>
<td>-</td>
<td>12</td>
</tr>
<tr>
<td>MWSM</td>
<td>68.6</td>
<td>24.6</td>
<td>31.0</td>
<td>15.6</td>
<td>-</td>
<td>-</td>
<td>4.7</td>
</tr>
</tbody>
</table>
6.6 Relaxing Stability Constraints

Up to now, we enforced stability by not allowing any blocking pairs in the matching solution. In this experiment, we establish a nearly-stable matching that maximizes the system-wide savings by modifying the stability constraints to only prevent perceptible blocking pairs as described in Section 4.3. We vary the perceived instability threshold $\epsilon$ between 0 and 5 miles. Recall that threshold $\epsilon$ defines the minimum amount of difference in vehicle-miles savings between a participant’s current match and a potential blocking pair match for which the participant can perceive the blocking pair; smaller savings are assumed to be imperceptible. A threshold of $\epsilon = 0.5$ miles, for instance, denotes that participants only perceive a blocking pair if the difference in vehicle-miles savings is greater than 0.5 miles.

Figure 7 presents the price of stability when using different perceived instability thresholds. A participant rate of 2% is used and the results are again averaged over 5 announcement streams. As expected, we see that the price of stability decreases with the perceived instability threshold. The results show that the price of stability is negligible if participants cannot perceive blocking pairs with a value of less than 1 mile of additional savings beyond the system match. The figure also shows the number of non-perceived blocking pairs in the relaxed stable solutions for the different perceived instability thresholds. We observe that an increase in the perceived instability threshold corresponds to a substantial increase in the number of imperceptible blocking pairs.

6.7 Relaxing System Optimality

In this section, we create nearly-stable solutions by allowing a certain maximum degradation of the system’s total savings while minimizing the number of blocking pairs. To do so, we apply the two-stage optimization approach as described in Section 4.3. Figure 8 presents the results when allowing 1% or 5% deviation from unstable maximum vehicle-miles savings objective function value. Again, we use a participant rate of 2% and average the results over 5 announcement streams. We can see that by allowing a 1% reduction in system savings from the unconstrained optimal value, the number of participants in blocking pairs decreases by more than 60% and the total number of blocking pairs decreases by about 70%. The relative number of participants in blocking pairs also decreases from 20% to 8% of the total number of matched participants. The results suggest that
Figure 7: The impact of relaxing perceived instability

allowing a small degradation in the system’s total savings allows the creation of significantly more stable solutions.

7 Modeling Ride-share System Participant Behavioral Response to Unstable Matchings

To investigate the potential impact of instability on the performance of a ride-share matching system over time, we attempt to provide a reasonable model for the participants’ response to proposed matches that are unstable. If participants discover that a ride-share matching system has matched them in such a way that they are in a blocking pair, they may not accept the proposed match and instead may try to establish a match by themselves outside of the system. Furthermore, they may be dissatisfied with the service provided by the system and may decide to stop announcing new trips in the future.

7.1 Experimental Setup

To evaluate the performance of a system over an extended period of time, we generate trip announcements for multiple consecutive days as follows. First, we generate a set of initial participants as described in Section 6.1 (we use a participation rate of 1%). Each participant $i$ has a given home-
work trip and an expected latest departure time $x_i$ that is drawn from a normal distribution with mean 7:30 a.m. and a standard deviation of 1 hour. We now assume that this set of potential participants place trip announcements each day. However, the exact timing of their trip may vary a bit from day to day. In particular, we draw their actual daily latest departure time from a normal distribution with a mean $x_i$ and a standard deviation of 10 minutes. For each day, we determine a system optimal matching solution by solving an \textit{a posteriori} matching problem using a complete day’s worth of announcements at a time.

We distinguish between two information scenarios: full visibility or limited visibility. In the scenario with full visibility, each participant is assumed to be aware of all trip announcements in the system at any point in time. This allows them to easily perceive whether or not they are in a blocking pair given a matching. In most real systems, it will likely be nearly impossible for participants to know complete announcement information for all other participants. Thus, we also consider a limited visibility scenario in which each participant only knows the ride-share announcement information for a relatively small set of other participants, and thus only perceive blocking pairs that may exist with other participants that they know. In this limited visibility case, we do assume that participants get to know other participants over time by sharing rides with them. Since a dynamic ride-share system is characterized by varying participant time schedules, participants are likely to share rides with different people on different days. For each of the participants, we keep track of which other participants they get to know over time. If participants $d$ and $r$ ever share
a ride together, we assume that from that point forward they are aware of each other's detailed announcement information.

7.2 System Degradation Under Match Rejections

We now study how the performance of a dynamic ride-share system may degrade over time if participants only accept system matches they perceive to be stable, and otherwise establish an alternative match outside of the optimal matching.

First, we detail the approach we assume participants use to find alternative matches. Consider a set of participants \( S \) matched in a system optimal matching. Let participant \( i \in S \) be the remaining one with the smallest earliest departure time. We assume that participant \( i \) then compares her current system match to each possible feasible other match with another known participant, in order of highest to lowest cost savings. If she finds a match with \( j \) with higher cost savings that also forms a blocking pair, we assume that \( i \) and \( j \) mutually decide to reject their system matches and ride together. Once matched in this way, \( i \) and \( j \) are assumed to be now be unavailable for future proposals. This procedure is similar to the Gale–Shapley algorithm for the stable marriage problem, except that there are no tentative engagements; therefore, this procedure is not guaranteed to yield a stable matching in the end. We use this simpler procedure to model participants who may be willing to investigate some alternative match options, but who must finalize matches quickly and begin traveling. Such an approach is consistent with empirically observed behavior in decentralized two-sided matching markets (Echenique et al., 2009).

Figure 9 depicts simulated results for long-run system performance assuming such a system match rejection scheme. We compare three different scenarios. In the benchmark scenario, we generate a stable system matching; since no blocking pairs exist due to a posteriori stability, no participants reject their system matches. The benchmark is compared to the full and limited visibility scenarios which establish a system matching each day that maximizes total system vehicle-miles savings while ignoring stability; in the former, participants who reject their system match may establish another match with any other (feasible) participant, while in the latter they are limited only to participants that they know at that point in time. The figure depicts the total vehicle-miles savings produced by the ride-share matches established (both system and extra-system matches), measured as a fraction of the optimal unstable vehicle-miles savings.
We see that the performance of the ride-share system under the limited information scenario deteriorates rapidly over time as more people get to know each other and start breaking up system matches to create extra-system matches out of blocking pairs. After a couple of days of operation, the system that relies on a stable matching already outperforms the system that proposes unstable matchings under the limited information scenario. After about two weeks, the system appears to reach a steady state in which the system-wide vehicle miles savings are approximately 93% of the hypothetical unstable maximum. We see that this is close to the degradation that results in the scenario where all participants have full visibility of all other participants’ announcements, which appears to reach a steady state of 92% of the hypothetical unstable maximum.

### 7.3 System Degradation under Participant Loss

In the most pessimistic scenario, participants may stop posting announcements to the ride-share matching system if they discover that it does not always provide them with stable matches. Suppose for illustration that a participant will never post another trip announcement to the ride-share system provider if they discover that they are in a blocking pair in the proposed system matching solution. Figure 10 provides an overview of the performance of the system over time in this scenario, where again each day a system optimal matching is generated that ignores stability constraints. We observe that the number of remaining participants in the system falls quickly and dramatically
Participants in non-stable matches stop participating over time, and that a disproportionately large fraction of the vehicle-miles savings is lost. After 30 days, we lose almost 50% of the original participants but see a reduction in the corresponding system vehicle-miles savings of approximately 80%. Such results suggest that it is often the participants who have feasible matches that generate large savings who also tend to be in blocking pairs when stability constraints are ignored. Note that in this section, we do not account for the fact that some participants who decide to no longer announce their trips to the ride-share system provider may be able to establish extra-system matches that generate savings. Nonetheless, it seems clear that ignoring stability constraints is a risky strategy that has the potential to seriously degrade system performance and potentially lead to ride-share systems that cannot be sustained with participants.

8 Concluding Remarks

In an automated dynamic ride-share setting, drivers and riders do not necessarily have to accept match proposals by the ride-share provider. Therefore, it is likely important to consider the stability of the proposed ride-share matches. We provide several methods for generating stable or nearly-stable ride-share matching solutions. We empirically show that not taking stability considerations into account can create relatively unstable matching solutions. We also show that enforcing complete stability requires only a small price measured by reduction of possible total system vehicle-miles savings, and is likely to lead to more sustainable ride-share systems in the long run.
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