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Abstract

This short communication reviews some of the literature in econometrics and financial economics that is related to informatics and data mining. We then discuss some of the research on econometrics and financial economics that could be extended to informatics and data mining beyond the existing areas in econometrics and financial economics.
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1. Introduction

There are many studies that link econometrics and financial economics to informatics and data mining. In this short communication, we discuss some of the available research that links financial economics to informatics and data mining. We then discuss some of the work related to previous contributions in financial economics that could be linked to informatics and data mining. Thereafter, we will discuss extensions of work that can be undertaken to link financial economics and econometrics to informatics and data mining.

The contributions of financial economics and econometrics to informatics and data mining consists of several areas: (1) theoretical mathematical modelling; (2) statistics and econometric modelling; (3) problems; (4) circumventing problems and refining theory; (5) simulation; (6) applications of theoretical mathematical, statistical and econometric models to some important issues in financial economics; and (7) extending the theory.

The remainder of the paper follows along the lines mentioned above.

2. Theoretical Models

In this short communication, we illustrate how to connect financial economics to informatics and data mining by using the Markowitz portfolio optimization theory developed by Markowitz (1952, 1959). The theory is a milestone in modern finance theory for optimal portfolio construction, asset allocation, utility maximization, and investment diversification.

According to the theory, portfolio optimizers respond to the uncertainty of an investment by selecting portfolios that maximize profit, subject to achieving a specified level of calculated risk or, equivalently, minimize variance, subject to obtaining a predetermined level of expected gain.
Thereafter, there have been many extensions of the theory. For example, Kroll, Levy and Markowitz (1984) extend the work to show, for various utility functions and empirical returns distributions, that the expected utility maximizer could typically do very well if they acted knowing only the mean and variance of each distribution for a case with an infinite number of alternate distributions, namely those available from the standard portfolio constraint set. Elton, Gruber, and Padberg (1976) develop a single model to solve the problem.

3. Statistical and Econometric Models

As the theoretical model of the classical MV portfolio optimization have been well developed by Markowitz (1952, 1959) and others, there have been many studies to provide the estimation of the classical MV portfolio optimization. For example, Sharpe (1967) suggests reformulating the classical MV portfolio optimization as parametric linear-programming problems, using a linear approximation to the true quadratic formula for a portfolio’s risk. Elton, Gruber, and Padberg (1976) develop a single model to solve the problem.

In order to solve the portfolio optimization problem, Markowitz and Perold (1981) propose dividing the portfolio variance into “within scenario” and “between scenario” variances, and extend the results to models in which scenarios and factors both appear where factor distributions and effects may or may not be scenario sensitive. Perold (1984) develops an algorithm to estimate the parameters for large-scale portfolio optimization.

4. Problems

There are many studies that have questioned the performance of the MV optimization estimates. Some studies simply suggest disregarding the results or abandoning the entire MV approach. On the other hand, some suggest that the MV estimates do more harm than good. For example, Michaud (1989) argues that MV optimization is one of the outstanding puzzles in modern finance, and that it has yet to meet with widespread acceptance by the investment community,
particularly as a practical tool for active equity investment management. He calls this puzzle the “Markowitz optimization enigma”, and calls the MV optimizers “estimation-error maximizers.”

Canner, Mankiw, and Weil (1994) examine popular advice on portfolio allocation among cash, bonds, and stocks. They find that the advice is inconsistent with the mutual-fund separation theorem, which states that all investors should hold the same composition of risky assets.

In contrast to the theorem, popular advisors recommend that aggressive investors hold a lower ratio of bonds to stocks than conservative investors. They explore various possible explanations of this puzzle, and conclude that the portfolio recommendations can be explained if popular advisors base their advice on the unconditional distribution of nominal returns.

The authors also find that the cost of this money illusion is small, as measured by the distance of the recommended portfolios from the mean-variance efficient frontier. Simaan (1997) finds that the estimation error is more severe in small samples (small observations relative to the number of assets), and for investors with high risk tolerance.

The MV model’s lower estimation risk is most striking in small samples and for investors with a low risk tolerance. Frankfurter, Phillips and Seagle (1971) find that the portfolio selected according to the Markowitz MV criterion is likely not as effective as an equally weighted portfolio, while Zellner and Chetty (1965) and others show that the Bayesian decision rule under a diffuse prior outperforms the MV optimization.

5. Circumventing Problems and Refining Theory

There are many studies that investigate the reasons why the MV optimization estimate is far from satisfactory. For example, Best and Grauer (1991) find that an MV-efficient portfolio’s weights, mean, and variance can be extremely sensitive to changes in asset means when only a budget constraint is imposed on the investment problem. They also find that a positively weighted MV-efficient portfolio’s weights are extremely sensitive to changes in asset means, but the portfolio’s returns are not when nonnegativity constraints are imposed. Their empirical study
shows that a small increase in the mean of just a single asset drives half the securities from the portfolio, yet the portfolio’s expected return and standard deviation can remain virtually unchanged.

Using an exact finite-sample statistical procedure for testing hypotheses about the weights of mean-variance efficient portfolios, Britten-Jones (1999) finds that the sampling error in estimates of the weights of a global efficient portfolio is large. On the other hand, Laloux, Cizeau, Bouchaud, and Potters (1999) find that the Markowitz portfolio optimization scheme, based on a purely historical determination of the correlation matrix, is not adequate because the lowest eigenvalues dominating the smallest risk portfolio are dominated by noise.

The traditional estimated return for the Markowitz mean-variance optimization has been demonstrated to depart seriously from its theoretic optimal return. Bai, Liu, and Wong (2009) extend the work by first proving that the phenomenon of “Markowitz optimization enigma” is natural and the estimated optimal return is always larger than its theoretic counterpart. Their findings support the idea from Laloux, Cizeau, Bouchaud, and Potters (1999) and others on this issue that the empirical correlation matrix plays an important role in the problem. They also find that estimation of the optimal return is poor due to the inadequate estimation of the asset allocations.

When the dimension of the data is large, which links the issue to Big Data, by the theory of the large dimensional random matrix, it is well known that the sample covariance matrix is not an efficient estimator of the population covariance matrix. Therefore, substituting the sample mean and covariance matrix into the MV optimization procedure will result in a serious departure of the optimal return estimate, and the corresponding portfolio allocation estimate from their theoretic counterparts when the number of the assets is large. They call this return estimate the “plug-in” return and its corresponding estimate for the asset allocation the “plug-in allocation.” This phenomenon can also be called “over-prediction.”

In order to circumvent this over-prediction problem, Bai, Liu, and Wong (2009) use a new method by incorporating the idea of the bootstrap into the theory of large dimensional random
matrix. They develop new bootstrap-corrected estimates for the optimal return and its asset allocation, and prove that these bootstrap-corrected estimates can analytically correct the over-prediction and drastically reduce the error. They also show that the bootstrap-corrected estimate of return and its corresponding allocation estimate are proportionally consistent with their counterpart parameters.

Bai, Liu, and Wong (2009) propose a bootstrap-corrected estimator to correct the overestimation, but there is no closed form for their estimator. Thus, it has to be obtained by employing a bootstrap approach. As a result, it is difficult for practitioners to adopt the estimate in reality. In order to circumvent this limitation, Leung, Ng, and Wong (2012) develop a new estimator for the optimal portfolio return based on an unbiased estimator of the inverse of the covariance matrix and its related terms, and derive explicit formulae for the estimator of the optimal portfolio return.

As the authors derive the explicit formulae for their optimal return estimator, academics and practitioners can easily apply it in any real data analysis. In addition, they prove that their proposed estimated return is consistent when the sample size and the dimension increases to infinity proportionally.

Another advantage of their proposed improved approach to return estimation over the bootstrap-corrected estimation is that they provide not only the closed form for the optimal return estimate and its allocation estimate, but also the closed form of its standard deviation, whereas the bootstrap-corrected estimation does not. In addition, the standard deviation of their proposed improved return estimator is smaller than that of the plug-in estimate.

6. Simulation

Whenever there is any problem, researchers like to conduct simulations to show the nature of the problem before they develop the theory to explain the problem. For example, before proposing a bootstrap-corrected estimator for portfolio optimization, Bai, Liu, and Wong (2009) conduct simulations to demonstrate the over-prediction problem that the traditional plug-in estimate of
the optimal portfolio return over-predicts its theoretical counterpart and the quantity of the over-prediction increases as the dimension increases. The traditional plug-in estimate of the optimal portfolio return is obtained by plugging-in the sample mean and sample covariance into their corresponding theoretical mean and covariance matrix in the optimal portfolio return formula.

When Bai, Liu, and Wong (2009) confirm that there is a serious over-prediction problem and the plug-in estimate of the optimal portfolio return over-predicts its theoretical counterpart and the quantity of the over-prediction increases as the dimension increases. They develop new bootstrap-corrected estimates for the optimal return and its asset allocation, and prove that these bootstrap-corrected estimates are proportionally consistent with their counterpart parameters.

Thereafter, they conduct simulations to confirm the consistency of their proposed estimates, implying that the essence of the portfolio analysis problem could be adequately captured by their proposed estimates. Their simulations also show that their proposed method improves the estimation accuracy so substantially that its relative efficiency could be as high as 139 times when compared with the traditional “plug-in” estimate for 300 assets with a sample size of 500. The relative efficiency will be much higher for larger sample sizes and larger numbers of assets. Similar results are also obtained for its corresponding allocation estimate.

Leung, Ng, and Wong (2012) also conduct simulations to show that their proposed estimators dramatically outperform traditional estimators for both the optimal return and its corresponding allocation under different values of $p/n$ (where $p$ is the number of assets) and different inter-asset correlations, especially when $p/n$ is close to 1. In addition, their simulation also shows that their proposed estimators perform better than the bootstrap-corrected estimators for both the optimal return and its corresponding allocation.

### 7. Real-life Applications

After developing the theory of the bootstrap-corrected estimation for portfolio optimization and conducting simulation to confirm the bootstrap-corrected estimation is superior, Bai, Liu, and Wong (2009) illustrate the superiority of their approach by comparing the estimates of the
bootstrap-corrected return and the plug-in return for daily S&P500 data. They choose 500 daily data backward from December 30, 2005, for all companies listed in the S&P500 for their estimation. The authors then choose the number of assets ($p$) from 5 to 400, and for each $p$, they select $p$ stocks from the S&P500 database randomly without replacement and compute the plug-in return and the corresponding bootstrap-corrected return.

They also repeat the procedure ($m = 10$ and 100 times for checking. For each $m$ and $p$, they first compute the bootstrap-corrected returns and the plug-in returns. Thereafter, they compute their averages for both the bootstrap-corrected returns and the plug-in returns.

The authors find that as the number of assets, $p$, increases, (1) the values of the estimates from both the bootstrap-corrected returns and the plug-in returns for the S&P500 increase, and (2) the values of the estimates of the plug-in returns increase much faster than those of the bootstrap-corrected returns, so that their differences become wider. These empirical findings are consistent with the theoretical discovery of the “Markowitz optimization enigma” that the estimated plug-in return is always larger than its theoretical value, and their difference becomes larger when the number of assets is large. From their empirical findings, they confirm that their proposed bootstrap-corrected return performs better.

Leung, Ng, and Wong (2012) also illustrate the applicability of their proposed estimate on the investment of the stocks from S&P500 index. They use weekly prices of the component stocks listed in the S&P500 index from 1 January 1990 to 31 December 2009. The data used in their study are adjusted by dividends and stock splits.

8. Concluding Remarks

Bai, Liu, and Wong (2009) and Leung, Ng, and Wong (2012) obtain estimates that improve the Markowitz optimization significantly, and show that their estimates are consistent with the theoretical counterparts. Researchers may well believe that these are the best available, and cannot be improved further. To state the obvious, innovative research continues to improve, so that it is always possible to improve the existing procedures.
As an example, Bai, Li, and Wong (2013) obtain another estimate that performs better than the estimates obtained by Bai, Liu, and Wong (2009) and Leung, Ng, and Wong (2012). Bai, Li, and Wong (2013) develop the best available estimates for the problem of the high-dimensional Markowitz portfolio optimization.

We also note that one could apply several techniques to analyse investing empirical issues. With more tools involved, the findings and conclusions drawn could become more interesting. For example, Hoang, Wong, and Zhu (2015) incorporate the mean-variance portfolio optimization developed by Markowitz (1952), Bai, Liu, and Wong (2009), and Leung, Ng, and Wong (2012), with the mean-risk criteria (mean-variance, mean-MVaR, and mean-Omega), and stochastic dominance analysis to assess the effect of gold quoted on the SGE in Chinese portfolios composed of stocks and government and corporate bonds.

They conclude that the safe-haven characteristic of gold in the Chinese context since it helps to improve the performance of portfolios in periods of turmoil, especially for risk seekers. They also find that risk-averse investors prefer portfolios from the efficient frontier, while risk-seekers prefer the equal-weighted portfolio. These findings can provide important information for banks, fund managers, and individual investors regarding portfolio diversification with gold in China.

Recently, Niu, McAleer, Guo, and Wong (2015) develop a theory to construct confidence interval for the new economic performance measurement (see Homm and Pigorsch, 2012) via the Aumann-Serrano index. Their contribution to the literature will be useful in comparing the performance of different assets.
References


Markowitz, H.M. (1959), Portfolio Selection, New York, Wiley.


