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Introduction

1.1 Cardiovascular Diseases

Cardiovascular diseases rank as the major cause of death worldwide [1], and are a leading public health problem in Europe [2]. The risk factors associated with cardiovascular diseases are age, body mass, levels of serum cholesterol [3], smoking [4], and dietary habits [5]. A major percentage of cardiovascular diseases is connected with the process of atherosclerosis, which causes narrowing of the arterial lumen, as illustrated in Fig. 1.1. Atherosclerosis originates from inflammations in the arterial wall, which contribute to the formation of an atherosclerotic plaque. In the event of a plaque rupture, parts of the plaque can enter the blood stream and obstruct vessels, causing ischemic strokes or embolism, see Fig. 1.2. Plaque composition has been known to be related to the vulnerability of plaques, i.e. the risk of plaque rupture [6, 7]. Another factor connected with plaque rupture is the presence of vasa vasorum, i.e. intraplaque vascularization [8].

The treatment of atherosclerosis depends on the stage of the disease and the risk of plaque rupture. In the case of low plaque rupture risk, the patient can be treated with medication [9, 10] and undergoes periodical monitoring in which the atherosclerosis state [11–13] is assessed. For patients with a high risk of atherosclerotic plaque rupture, a surgical procedure is advised [14]. The risk of mortality associated with this procedure has led to high interest of the medical community in establishing accurate methods for plaque rupture risk assessment [15].

1.2 Carotid Artery Imaging

In this thesis I focus on atherosclerosis in carotid arteries. The carotid arteries are two blood vessels located at both sides of the neck. The carotid artery is composed of the Common Carotid Artery (CCA) which bifurcates in the External Carotid Artery (ECA), supplying blood to the muscles of the face, and Internal Carotid Artery (ICA), supplying blood to the brain.
Medical imaging modalities have proven to be valuable tools to visualize the carotid artery wall. Imaging may aid in the differentiation between stable and vulnerable plaques [16, 17]. Different imaging techniques have been employed to inspect the carotid artery and assess atherosclerosis. In this thesis we address images obtained in a non-invasive manner with Magnetic Resonance Imaging (MRI) and Ultrasound (US).

MR image intensities are related to the biophysical response of tissues to an electromagnetic pulse inside a strong magnetic field [18]. Figure 1.3b illustrates the acquisition device. MRI is suitable for visualizing the arterial wall in three dimensions (3D), which can be used to estimate the size of the plaque [19]. Moreover, in MRI it is possible to assess the carotid artery lumen, and the carotid artery plaque composition. MRI has a better differentiation of soft tissues than, e.g., CT, enabling the identification of plaque elements, such as lipid cores, fibrous caps, calcifications, normal media, and adventitia [20].

In an US examination of the carotid artery, a probe in contact with the patient’s neck emits an acoustic pulse wave, see Fig. 1.3a. The pixel intensities in US images are related to the quantity of energy reflected back to the probe. When the pulse wave emitted by the probe reaches an interface between two tissues, a certain quantity of energy is reflected back [21]. Plaque vulnerability predictors can also be inspected with US, e.g. stenosis degree, plaque surface irregularity, echolucence and texture [22]. US images can be two-dimensional (2D) or 3D. US probes that generate volumetric information are composed of an array of 2D transducer elements [23]. US volumetric
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Figure 1.2: Example illustration of a cerebrovascular accident. source: Wikimedia. Author: National Heart Lung and Blood Institute (NIH)

Information can also be gathered by using an external device alongside a 2D probe [23]. The probe can be manipulated by a mechanically assisted device [24], or free-hand (manipulated by a clinician) by using a tracking device attached to the probe. The tracking device provides spatial coordinates which are correlated with the images allowing volumetric reconstruction [25, 26]. Both 2D and 3D US supply valuable information about the artery, being each suitable for different applications. Whereas 3D US images tend to be used for inspecting arterial morphology and quantifying the plaque volume [27], 2D US images are being used to inspect the arterial layers of the carotid artery [28]. The study of US images across time also enables the estimation of plaque motion [29, 30], which may also be an indicator of plaque vulnerability. A novel US technique, Contrast Enhanced US (CEUS), produces images with improved visualization of the blood flow. An example CEUS image is shown in Fig. 1.6. In this modality a contrast agent injected in the patient responds differently to the echo. CEUS images can be used to monitor the arterial lumen, but they can also provide information regarding the presence of vasa vasorum [31, 32].

The complementary information provided by different imaging modalities has resulted in the interest in investigating both, in combination, in order to enable a more complete assessment of carotid plaque vulnerability. MRI generally produces images that are less noisy and speckled than US, and therefore easier to interpret, while US images have a higher resolution and operate at higher temporal frequencies. Fig. 1.4 shows US and MR images of the same patient. The difference in image intensity patterns, the lower resolution of the MRI and the fact that part of the arterial wall is not visible in US can be noticed.

The possibility to evaluate multiple carotid artery properties associated with atheroscle-
Figure 1.3: Position of the patient’s neck during US (left) and MR (right) scanning.

Figure 1.4: US and MRI of the same carotid artery plaque, the plaque highlighted in red.

Atherosclerotic disease processes may allow the clinician to better assess the risk of plaque rupture [16, 33]. According to [34] the development of a tool to spatially correlate different modalities would be beneficial for the study of the carotid artery and for further assessment of atherosclerosis. This thesis presents methodologies to perform multimodal registration of imaging modalities to inspect the carotid artery. The global objective of this thesis is to develop and evaluate new image analysis tools to facilitate novel research on the quantification of plaque rupture risk.
1.3 Image Registration

Image registration is the process to determine a transformation that spatially relates coordinates from one image space to another [35]. Registration applications range from mapping images from different subjects, to providing image guidance during interventions, to identifying morphology changes in images of the same patient at different time points, to correlating images of the same patient that were obtained with different modalities [36].

Registration is achieved by identifying characteristics observable in both images. These characteristics can be classified as extrinsic or intrinsic [37]. Extrinsic registration relies on correlation of external objects attached to patient, which appear in the image space. Intrinsic registration, which is the focus of this thesis, relies purely on the image data of the patient him-/herself.

In order to calculate a transformation to properly register the images, a measure is used to evaluate the dissimilarity between images. The matching can be based directly on the voxel intensities (“intensity-based registration”) or on landmarks extracted by hand or by image processing (“feature- or point-based registration”). In intensity-based methods the image matching and feature detection are merged in a single step [38], whereas in feature-based methods the features are provided as inputs to the registration algorithm.

The dissimilarity measure is used in an iterative process, called optimization, which aims to find an optimal transformation. At each iteration, an optimizer estimates a transformation to match the moving image to the fixed image. It is a minimization process, which aims to obtain a better transformation in each iteration so as to minimize the dissimilarity measure [36]. The registration process stops when a minimum in the dissimilarity function is found, resulting in a transformation that correlates the moving image to the fixed image.

Registrations can be classified as rigid or non-rigid [39]. Differently from rigid registrations, which are obtained through translations, rotation or affine transformations;
nonrigid registrations involve deformations in the images.
In this thesis, image registration methods are developed to i) correlate images of different modality (US and MRI), and ii) compensate motion that occurs over time within dynamic US image series. In the first application, the main difficulties are the difference in resolution, image intensities, and anatomical positions during scanning. In the second application, a main challenge is the low signal-to-noise ratio.

1.4 Thesis Overview

The aim of my work is to develop and evaluate new methods for registration of carotid artery images enabling i) combination of different imaging modalities, and ii) tracking of motion in a dynamic series of carotid artery images. This thesis is divided in two parts according to these two sub-aims. Although the specific objectives differ between Part I and II, the main objective of all research described in this thesis is to establish correspondences between images of the same patient, with the final aim to enable a more comprehensive analysis of the atherosclerotic plaque for improved assessment of rupture risk.

In Part I (Chapters 2-4), the hypothesis is that a better assessment of the arterial morphology can be used to improve 3D US and MRI registration, presenting advantages over purely intensity based registration.

In Part II (Chapters 5-6), the hypothesis is that nonrigid registration of 2D images across time (2D+t) has the potential to generate BMUS (B-Mode US) and CEUS (Contrast Enhanced US) images with improved signal-to-noise ratio, allowing to better assess the lumen morphology in order to provide fused information for posterior vessel analysis.

Chapter 7 summarizes the achievements of this thesis, and provides recommendations for future work.

1.4.1 Part I: US-MRI Registration

Part I of the thesis covers the registration of Magnetic Resonance Imaging (MRI) and free-hand sweep three-dimensional (3D) Ultrasound (US). Example images which represent transversal planes of the carotid artery are shown in Fig. 1.4. The challenges for accurate MRI-US registration are the difference in image intensities, the visibility of different structures, and the position of the patient’s neck during scanning. In MRI the patient’s neck remains in a natural position, whereas in US the patient’s neck is bent and twist to a small degree, and the US probe is moderately pressed against the neck, see Fig. 1.3. Therefore, in US images, soft tissues are slightly deformed in comparison to MRI; which can be noticed in the images. In Chapter 2 a method for the extraction of the lumen centerlines in US is proposed. This centerline will serve as an important input for subsequent image registration. The method’s assumption is that planar cross sections of the arterial lumen in US have an elliptical shape. An algorithm to fit ellipses onto the lumen borders is presented, which enables robust extraction of lumen centerlines in US images. In Chapter 3 a method to register US and MRI of the carotid artery is introduced. The algorithm initially aligns the
centerlines extracted in each modality and then performs a joint intensity-and-point based nonrigid registration of the images. The validation is performed by computing the overlap between segmentations of the lumen in US and registered segmentations of lumen in MRI. On MRI, the segmentation was performed with a pre-existing semi-automated method and on US it was performed manually. It was observed that, although the registration method achieved reasonable accuracy, it could be improved by the use of image segmentations instead of image intensities. However, the US segmentations used in this chapter were obtained by manual delineation, which would not be feasible in practice. Therefore, in Chapter 4, an automated method to register the US and MRI images through geometrical features is presented. The method makes use of lumen centerlines and segmentations as geometrical features in both modalities. The segmentation are extracted by an automatic algorithm which takes the centerline as an initializer. The results of the achieved registration presented a significant improvement in comparison to the results of Chapter 3. Fig. 1.5 shows an example of US-MRI registration of an atherosclerotic carotid artery.

1.4.2 Part II: 2D+t US and CEUS Registration

Part II of this thesis addresses image registration in the temporal domain as a tool to compensate non-rigid motion. Registration of images in the temporal domain enables the quantification of motion related properties, and the generation of an image in which the effect of noise is attenuated. The chapters in Part II cover the processing of longitudinal US images of the carotid artery. The images we focus on are series of side-by-side, simultaneously acquired and naturally registered longitudinal B-mode US (BMUS) and Contrast Enhanced US (CEUS) images, shown in Fig. 1.6. To compensate for the motion of the carotid artery, registration in the temporal domain is performed by estimating the deformations that minimize the pixel variance across the frames. The motion-compensated BMUS and CEUS images are subsequently averaged, leading to “epitome” images with improved signal-to-noise ratio. These epitome images are the basis of all further analyses. Chapter 5 presents a method to segment one branch of the lumen in US images. The epitome image is used to roughly classify the background, artifacts, lumen and shadows. After this classification, a dynamic programming technique is applied to refine the lumen segmentation. As an application of the method, we present an estimation of the lumen distensibility. In Chapter 6, after the classification of the epitome image, a dual layer dynamic programming is applied to segment the lumen–intima and the media–adventitia layers. This method is also able to automatically detect more than one branch of the carotid artery. In both chapters of the second part of this thesis, nonrigid registration enabled the construction of the epitome images, facilitating subsequent segmentations of the lumen and the lumen–intima and media–adventitia layers. Combining these segmentations with the motion estimates obtained by registration allows analysis of the moving carotid artery geometry over time. Fig. 1.7 shows average images of a CEUS-BMUS series before and after the registration. We can observe that the epitome image constructed after registration provides a sharper representation of the anatomical structures of interest.
Figure 1.6: Side-by-side CEUS and BMUS. An atherosclerotic plaque is highlighted by the ellipse.
Figure 1.7: Side-by-side CEUS and BMUS “epitome” images, based on averaging the original images (a) and on averaging the registered, motion-compensated images (b).
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US-MRI Registration of Carotid Artery
Abstract: The purpose of this paper is to present a methodology to estimate the carotid artery lumen centerlines in ultrasound (US) images obtained in a free-hand examination. Challenging aspects here are speckle noise in US images, artifacts, and the lack of contrast in the direction orthogonal to the US beam direction. An algorithm based on a rough lumen segmentation obtained by robust ellipse fitting was developed to deal with these conditions and estimate the lumen center in 2D B-mode scans. In a free-hand sweep examination, continuous image acquisitions are performed through time when the radiologist moves the probe on the patient’s neck. The result is a series of images that show 2D cross-sections of the carotid’s morphology. A tracking sensor (Flock of Birds) was attached to the probe and both were connected to a PC executing the Stradwin software, which relates spatial information to the acquisition data of the US probe. The spatial information was combined with the 2D lumen center estimates to provide a centerline in 3D. For validation, 19 carotid scans from 15 different patients were scanned, their centerlines calculated by the algorithm and compared with results acquired by manual annotations. The average Euclidean distance between both among all the examinations was 0.82 mm. For each examination, the percentage of these Euclidean distances below 2 mm was calculated; the average over all examinations was 92%. Automated 3D estimation of carotid artery lumen centerlines in free-hand real-time ultrasound is feasible and can be performed with high accuracy. The algorithm is robust enough to keep the centerlines inside the vessel, even in the absence of contrast in parts of the vessel wall.

Medical imaging studies of the carotid artery generally aim to observe the presence of atherosclerotic plaque and the effect on the geometry of the vessel lumen. Both atherosclerotic plaque, as well as luminal stenosis are related to cerebrovascular diseases [40]. Several imaging modalities are used, such as magnetic resonance imaging (MRI), computed tomography angiography (CTA), and ultrasound (US), each having their own advantages and disadvantages. MRI has good soft-tissue contrast allowing plaque composition analysis in 3D, but the resolution of the images is often limited, especially in the slice direction. CTA visualizes the 3D lumen geometry with high resolution and clearly shows calcifications, but other plaque components (lipids, fibrous tissue, hemorrhage) are hard to distinguish. US provides 2D images with high in-plane resolution allowing intima-media thickness measurements, it has high temporal resolution enabling motion analysis to measure the distensibility of the artery, but may present speckles, noise and a lack of contrast in the direction perpendicular to the beam direction. A good scenario could be to combine the information from MRI, CTA, and US by an integrated analysis, in order to extract plaque characteristics that cannot be identified using a single modality. For such a multimodal analysis, co-registration of the different modalities would be helpful. There are several issues that make the registration of US with MRI/CTA challenging. Firstly, the US scans are mostly acquired in a 2D mode; slices are acquired instead of volumes. Secondly, the imaging characteristics are completely different, which complicates the use of purely intensity-based registration methods (for example, using mutual information). Thirdly, the initial alignment between MRI/CTA and US is rather arbitrary (it depends on the scanner’s coordinate system and the position of the US probe). The lumen centerline seems a good candidate for a geometrical landmark that can be extracted reliably in each modality, based on which a robust initial alignment procedure can be developed.

In this work, we present a method to track 3D lumen centerlines of the common, internal, and external carotid artery, from 2D B-mode US scans obtained in a free-hand acquisition, where the probe is gradually moved along the neck of the patient, imaging transverse sections. Each individual ultrasound image in this 2D free-hand acquisition represents a plane cut of a volumetric area (in our case, a region of the patient’s neck), but with unknown information about the plane orientation and its position in a three-dimensional space. An attached tracking device is necessary to record the probe’s position and orientation during the acquisition. There are also 3D ultrasound techniques, in which 2D images are acquired from a known position through mechanical displacement of the probe [23]. However, 2D probes are more widely used, because they have a higher temporal resolution. Intima-media thickness (IMT) is usually measured in longitudinal sections of the carotid [41]. The observation of the carotid from that perspective also allows to quantify the extension of the atherosclerotic plaque and to analyze the behavior of the wall’s motion, but it does not provide enough data to build a good three-dimensional representation of the vessel.

The extraction of centerlines from tubular structures in other modalities, than free-hand ultrasound, has been addressed in different works [42–46]. Schaap et al. [47] give an extensive survey of the literature and present an experimental comparison
of algorithms to extract centerlines of coronary arteries. Hameeteman et al. [48] performed a comparison of different algorithms to extract carotid arteries in CTA. Noble and Boukeroui [49] present a survey of different techniques for the segmentation of B-mode US images, including vessels.

The publications most related to our research are from Abolmaesumi and Sirouspour [50], Golemati et al. [51], Hammer et al. [52], and Wang et al. [53, 54]. Abolmaesumi & Sirouspour developed a technique to extract boundaries for cavities in ultrasound images. Their method identifies the boundaries by tracing equispaced radii from a given seed point that lies inside the cavity; visually well-defined borders are assumed. Golemati et al. employed the Hough transform to segment arterial sections during wall motion analysis of the carotid in transverse and longitudinal sections. The difficulty in applying this technique on a free-hand sweep lies in choosing the appropriate parameters. Due to the probe position and the anatomy of the carotid artery, the artery can be represented on the images in elliptical shapes of different radii across the same series. Hammer et al. presented a methodology to build 3D representations of the carotid and femoral arteries from free-hand US acquisitions (using a tracking device) by semi-automated vessel segmentation. Wang et al. developed an algorithm to track the area of the CCA and jugular vein in transversal sections. In their technique, the ray casting method is employed to identify the vessels boundaries and an ellipse is fitted using the end points of the rays. In other to achieve a better adjusted ellipse, there is an intermediate step in which outliers rays are pruned before the fitting.

In this paper, an algorithm inspired by Wang’s Spoke Ellipse algorithm [53, 54] is proposed to semi-automate the calculation of centroids of the common, internal, and external carotid in each 2D scan. Our method requires only three manually placed seed points, indicating the common (CCA), internal (ICA), and external (ECA) carotid arteries. The algorithm is designed to be robust against missing edge information in parts of the carotid wall, due to the lack of contrast in directions orthogonal to the US beam direction. A magnetic tracking device called Flock of Birds (FOB) (Ascension Technology, Burlington, VT, USA) was attached to the US probe, to register the displacements during the acquisitions. To synchronize the sensor information with the images, we used the publicly available Stradwin software [25]. The next section presents the algorithm for the centerline extraction.

### 2.2 Method

To estimate a 3D lumen centerline of the carotid arteries, based on 2D transversal free-hand US acquisitions, the lumen centroid must be identified in each 2D image. Using the data from the tracking device, the centroids can be expressed in 3D coordinates, which allows construction of a smooth 3D center line.

In 2D B-mode US images, the carotid’s lumen is represented by a relatively low intensity, and the vessel wall has a higher intensity. In transverse sections, the vessel wall is visible as an (approximately) ellipsoid structure. Part of the vessel wall is often missing though (see for example Fig. 2.1), due to the lack of contrast in the direction perpendicular to the US beam direction. We developed a robust ellipse
fitting algorithm that can deal with this situation.

Figure 2.1: Images registering the outputs of each one of the six steps of the algorithm for both ICA and ECA in the same slice.

**Step 1:** The algorithm starts by tracing rays in many directions from a seed point (Point O in Fig. 2.2) that is known to be inside the vessel. The angle between two rays is defined by dividing $360^\circ$ by the number of rays that will be traced. In our experiment, we used 256 rays. The length of each ray is limited by the position where
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Figure 2.3: Variation of the area of the speckles inside the lumen.

it reaches a pixel with intensity above a certain threshold ($\tau$), indicating that the vessel wall is being crossed (Point $P$).

**Step 2:** Since we expect the vessel’s cross-section to have a more or less circular shape, we expect a similar length among the rays. Outliers are indicative of missing edges (causing very long rays) or noise within the lumen (causing very short rays). In order to discard the outlier rays, a given percentage ($\rho$) of the rays that have smallest length and the same percentage of the rays that have longest length are pruned.

**Step 3:** An ellipse is fitted to the extreme points of each remaining ray. The method presented in the OpenCV library is used to fit the ellipse [55].

**Step 4:** A new set of rays is traced using the center of the ellipse as the initial point (Point $O$).

**Step 5:** A second fine-pruning step is performed. For each ray, the distance is calculated between the end Point $P$ and the point where it has intersected the previously fitted ellipse (Point $E$). The standard deviation and mean of the $EP$ length are calculated. If for a given ray, the length of the line segment $OP$ is bigger than the length of $OE$ and its $EP$ length is one standard deviation away from the mean of other $EP$ lengths, the Point $P$ is disconsidered and Point $E$ is used. If $OE$ is larger than $OP$, the ray is always preserved. By discarding only points that are outside the ellipse, we introduce a bias to shorten rays to increase the chance that the center-point remains within the lumen in cases where large points of the lumen boundary are missing. This step is necessary in cases where the edge information in a large part of the lumen boundary is missing.

**Step 6:** By the last, the remaining rays are used to fit a second ellipse which the centerpoint is saved.

This centerpoint is used as the seed point in the next image in the series and then these 6 steps are repeated. We are initializing the algorithm with three seed points, one at each extreme of the carotid. The algorithm starts at the points in the internal and external carotid and traverses through the scans while calculating both centroids, until they are 1 mm away, at which point the bifurcation is assumed to be located. Then the algorithm starts in the seed of the common carotid and stops when it reaches the slice where the seed points of the bifurcation were located. This approach is invariant to the direction (from the patient’s shoulders to head, or viceversa) that the free-hand acquisition was performed alongside the neck. In the end, the resulting centerpoints are smoothed (Gaussian kernel with standard deviation of 1 mm) and interpolated by three spline curves, using 3rd order polynomial splines: one for CCA, one for the ICA, and one for ECA.
Since the lumen and vessel wall intensity distributions may vary between images (even of the same series), we developed a procedure to determine $\tau$ based on the intensity distribution around the three initial seed points. Before starting tracing rays, a kernel of size $1 \times 1 \text{mm}^2$ is created around each of the three seed points. The mean ($\mu$) and the standard deviation ($\sigma$) of the pixel intensities in the kernel are calculated. The threshold value is then set to $\tau = \mu + 2.5\sigma$, assuming a Gaussian distribution of the lumen intensities. A user defined minimum standard deviation ($\sigma_{\text{min}}$) is enforced to assure that even if the kernel is located in an area with no variation in pixel intensities, the threshold will have a higher value than the pixel at the seed point.

If point $O$ is located at a position where all surrounding pixels have an intensity higher than $\tau$, the algorithm fails. This situation may occur when there is a large variation of intensities along the lumen, due to local variations in the amount of speckle noise, as shown in Fig. 2.3. Figure 2.4 displays the mean pixel intensities along manually annotated centerlines in two different patients. It shows that the $\mu$ and $\sigma$ values estimated from the three initial seed points are not always representative for the entire sequence. We experimented with several standard denoising methods (e.g., bilateral filtering, median filtering), but these did not solve the problem, since it is not only the standard deviation of the noise that increases, but also the mean intensity.

If the algorithm arrives at a slice where all neighbor points of point $O$ have a value larger than $\tau$, it leads to rays with a zero length during the raycasting in Step 1. In case of such an exception, the algorithm tries to restart from the other end of the centerline. Five cases are distinguished, depending on where the exception occurs (Fig. 2.5).

The case that the algorithm succeeded in reconstructing the centerline without presenting failures in any slice is labeled **Case A**.

If the algorithm fails in the common carotid, the bifurcation point is used as a new seed point (**Case B**). Eventually the algorithm will not be able to calculate all the centerpoints from this direction either, as the region with speckles will be encountered from that side as well. The centerpoints in the intermediate slices with speckles will be defined after interpolating the calculated points with the spline curve.

If the centerpoint cannot be estimated in a slice in the ICA or ECA, the initial seed point in the common carotid is used as a seed point and it stops when the specific slice is reached (**Case C**). In this case, the algorithm will not find the bifurcation, but there will be at least one landmark (centerpoint) per slice.

If case C occurs, but the centerline cannot be estimated completely in the CCA either, the last centerpoint of the vessel in which the centerline was successfully estimated is used as a reference (**Case D**); i.e., if the problem occurred in the ECA, the last centerpoint in the ICA is used to match the remaining path of the CCA.

If in the last step of case D, the centerline cannot be estimated again, the algorithm stops (**Case E**).

The algorithm was fully written in C++, the code is compliant with the GCC compiler and it was stored in a static library. The library was loaded in a MeVisLab (http://www.mevislab.de/) module. In the MeVisLab environment, the GUI interface was handled. At the end of the process, the shape of the centerline in 3D can be observed with the help of rendering tools see Fig. 2.6.
Figure 2.4: The graphs show the variation of the pixel intensity in $1 \times 1 \ mm^2$ region around the manual annotated lumen centerlines. The first graph is from a sequence which almost does not suffer from speckles inside the lumen. The second sequence shows a more difficult case.
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2.3 Experiments

2.3.1 Motion tracking and 3D centerline construction

We attached a magnetic tracking sensor, Flock of Birds (FOB), to the US probe to register the motion during the free-hand acquisition. The sensor was attached using a custom-made tool. The FOB sensor provides the difference in orientation and position between its own position in relation to a transmitter. Since the transmitter remains fixed during the acquisition, the sensor movements allow us to track the probe displacement.

We used the Stradwin software to register the spatial coordinates with a specific image. It gathers the images of a video stream provided by a video grabber that is connected to the video output of the US machine. In the end of the scanning, the information is stored in two different files, the first containing the raw data of each acquired image and the second the information related to the position sensor and the whole software calibration. The transformation to world coordinates can be read from these files, and applied to the 2D centroids to obtain a 3D centerline. Figure 2.6 shows an example performed on data gathered from a volunteer.
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Figure 2.6: representation of the carotid artery’s center points after the transformation to 3D coordinate system using the Stradwin information. The image above shows the manual annotation (yellow) and the results obtained with the algorithm (red). The image below shows a cloud point representing the borders of the ellipses calculated after the step 6.

2.3.2 Evaluation on patient data

2.3.2.1 Subjects

We evaluated the method by comparing the centerpoints estimated by the algorithm with centerpoints estimated by human manual annotation in every single slice. Nineteen different clinical examinations from 15 patients were tested. The exams 1 and 2 belong to one patient, exams 4 and 5 belong to a second patient, and exams 17, 18, and 19 belong to a third patient. The remaining examinations are from different patients. All the examinations were performed with a Philips iU22 system, using the Philips L9-3 probe. The pixel spacings were in a range between $0.064 \times 0.064$ and $0.095 \times 0.095$ mm². Number of slices in each sequence varied from 215 to 249. The FOB tracking system was not yet used in these studies, since we were aiming to evaluate the results of the algorithm taking in consideration only the issues related to the ultrasound image, such as missing borders and sensitivity to noise. A subjective quality examination was performed on all images classifying the images according to certain characteristics. The result of this examination is shown in Table 2.1.

2.3.2.2 Algorithm evaluation

Figure 2.7 shows box plots of the Euclidean distances between the manual and calculated centerpoints for each examination. In cases where the algorithm could not find the bifurcation due to speckles, the slices where no centerpoints were found in the ECA or in the ICA were not compared. This happened in exams 13, 14, and in exam 16 using the second set of seed points. The average Euclidean distance between manual annotations and the algorithm results among all the examinations was 0.82 mm. For each examination, the percentage of these Euclidean distances below 2 mm was calculated; the average over all examinations was 92%. In this experiment, the parameters $\sigma_{\text{min}}$ and $\varphi$ were manually tuned by checking visually the results with different values. The best results were achieved with $\sigma_{\text{min}} = 4$ and $\varphi = 30\%$.

In every measurement, the manual and calculated markers indicated a different position of the beginning of the bifurcation. The algorithm defines the bifurcation as the point where the internal and external centerpoints are less than 1 mm away from
| Exam nr. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|---------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|
| A       | x | x | x | x | x | x | x | x | x | x  | x  | x  | x  | x  | x  | x  | x  | x  | x  |
| B       |   |   |   |   | x | x | x | x | x | x  | x  | x  | x  | x  | x  | x  | x  | x  | x  |
| C       | x | x | x | x | x | x | x | x | x | x  | x  | x  | x  | x  | x  | x  | x  | x  | x  |
| D       | L | R | L | R | L | L | L | R | L | L  | L  | L  | R  | L  | R  | R  | L  | R  | R  |
| E       | Y | Y | Y | Y | Y | Y | Y | Y | N | Y  | Y  | Y  | Y  | Y  | Y  | Y  | Y  | Y  | N  | N  |

Table 2.1: Classification of examinations from 1 to 19. Rows: (A) Mild speckles in at least one slice, (B) Speckles in the whole lumen in at least one slice, (C) Missing Borders, (D) the side of the carotid: L-left or R-right, (E) presence of plaque Yes-Y, N-No.
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Each other. In these specific slices, the closer of the two centerpoints is chosen to be compared with the common centerpoint in the other annotation. When the algorithm finds the bifurcation in a different slice than in the manual annotation this distance can be considerable, like in exams 3, 6, and 7. The centerpoint is not located outside the lumen, but it lies between the manually annotated centerpoints.

To evaluate the robustness with respect to the choice of the initial seed points, each dataset was evaluated with two different seed point sets and the results were compared for every examination. Figure 2.7 shows for each examination, a box plot of the Euclidean distance between the centerpoints produced by the algorithm with two different sets of seed points. In the exam 16, the median had a value bigger than 1 mm because using the second set of seed points, the algorithm was not able to find the bifurcation.

2.3.2.3 Parameters testing

To demonstrate the impact of parameter values, we applied different sets of parameters and calculate the euclidean distance with the manual annotated points. On each subject, we used five different configurations of parameters sets, varying the $\sigma_{\text{min}}$ and $\rho$. Table 2 summarizes the results.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Average Mean (mm)</th>
<th>Average StdDev (mm)</th>
<th>Bifurcation Found</th>
<th>Diverged</th>
</tr>
</thead>
<tbody>
<tr>
<td>a ($\sigma_{\text{min}} = 2, \rho = 30%$)</td>
<td>0.955</td>
<td>0.744</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>b ($\sigma_{\text{min}} = 4, \rho = 30%$)</td>
<td>0.817</td>
<td>0.620</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>c ($\sigma_{\text{min}} = 8, \rho = 30%$)</td>
<td>1.105</td>
<td>1.253</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>d ($\sigma_{\text{min}} = 4, \rho = 20%$)</td>
<td>1.316</td>
<td>3.805</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>e ($\sigma_{\text{min}} = 4, \rho = 40%$)</td>
<td>0.817</td>
<td>0.620</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>f ($\sigma_{\text{min}} = 4, \rho = 40%$)</td>
<td>3.841</td>
<td>8.747</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2.2: The label bifurcation found indicates the number of cases (out of 19) in which the bifurcation was found (which corresponds to cases A and B in Fig. 2.5). The label diverged expresses the number of cases in which at least one centerpoint was marked outside the lumen.

The execution of the algorithm with configuration ‘b’ resulted in centerlines with all points inside the lumen. In configuration ‘a’, the algorithm characterizes wrongly some noise pixels inside the lumen as the vessel wall. With configuration ‘c’, the real boundaries of the lumen were sometimes missed, due to a higher threshold. In configuration ‘d’, less outlier rays were pruned, leading to wider ellipses and, consequently, sometimes divergence. The results of configuration ‘e’ were affected by the exclusion of too many rays, generating ellipses that poorly represented the lumen. It should be noted that the optimal choice of $\sigma_{\text{min}}$ depends on the intensity range of the US images, which all were normalized to [0–255] in our case.
Figure 2.7: Euclidean distance of the algorithm center points and the center points chosen manually in mm (top). Euclidean distance of the algorithm center points in the first and second set of seed points in mm (bottom). Symbol for the points that lie outside 3 times the interquartile range is 'o', default symbol for points between 1.5 and 3 times the interquartile range is '+'.

2.4 Future Work and Discussion

The algorithm in configuration ‘b’ was executed again on a set of 8 new image sequences, to verify if we did not overtrain our method on the 19 datasets that were used in all other experiments (since we did not perform a leave-one-out crossvalidation). The 8 new datasets originate from 4 patients (L/R artery) and had similar characteristics as the other 19 datasets. The results were visually inspected. It was verified that in all of the 8 cases, the centerline remained inside the lumen and the bifurcation was found in 6 cases.

2.4 Future Work and Discussion

This paper presents a methodology to estimate the 3D lumen centerline of carotid arteries scanned with free-hand 2D US. The algorithm’s main objective is to calculate the vessel’s centerline even if the image does not provide full information of its boundaries due to limitations in the US examination. The algorithm is robust enough to keep the centerlines inside the vessel in the absence of visible edges in the region that represents the lumen. The sensitivity to the choice of $\sigma_{\text{min}}$ and $\rho$ was assessed by testing five different sets of parameters. The execution time of the algorithm varied from 9 to 12 s depending on the number of slices and centerpoints in the examination. The whole process considering the disk access and the Gaussian smoothing took between 19 and 23 s. All experiments were performed on an Intel(R) Xeon(R) CPU E5520 with 12 gigabytes of RAM.

The definition of the threshold for the detection of lumen boundaries is currently based on the intensity distributions around the three initial seed points. This approach may fail when the noise characteristics in the lumen change along the image series. An adaptive procedure, which updates the threshold in every scan, may be beneficial in such cases.

As a future work, we aim to use this centerline estimate to register the US scans to MRI and CTA, by matching the centerlines. Despite the initial intention of acquiring a geometrical landmark of an US acquisition to match the images to other modalities such as MRI and CTA, the extracted lumen centerline could be useful on its own right. Geometrical characteristics that might be relevant for risk assessment of plaque development can be extracted from the US-based centerline, without the need for performing an additional (expensive) MRI or CTA. According to [56], it is possible to characterize the curvature, torsion, and tortuosity by applying classical differential geometry of curves on the line segments that compose the centerline. Lee et al. [57] investigated the carotid geometry and its impact in the blood flow. The exposure to the so-called “disturbed” flow may be a risk factor for atherosclerosis. Lee et al. considered that tortuosity is among the features that influence the hemodynamic disturbance. Analysis of more examinations and comparisons with centerlines extracted from other modalities will allow us to check the potential of the algorithm in identifying these biomarkers.
Joint Intensity-and-Point Based Registration of Free-hand B-Mode Ultrasound and MRI of the Carotid Artery

**Purpose:** To introduce a semi-automatic algorithm to perform the registration of free-hand B-Mode ultrasound (US) and magnetic resonance imaging (MRI) of the carotid artery. **Methods:** Our approach combines geometrical features and intensity information. The only user interaction consists of placing three seed points in US and MRI. First, the lumen centerlines are used as landmarks for point based registration. Subsequently, in a joint optimization the distance between centerlines and the dissimilarity of the image intensities is minimized. Evaluation is performed in left and right carotids from six healthy volunteers and five patients with atherosclerosis. For the validation we measure the Dice similarity coefficient (DSC) and the mean surface distance (MSD) between carotid lumen segmentations in US and MRI after registration. The effect of several design parameters on the registration accuracy is investigated by an exhaustive search on a training set of five volunteers and three patients. The optimum configuration is validated on the remaining images of one volunteer and two patients. **Results:** On the training set we achieve an average DSC of 0.74 and a MSD of 0.66 mm on volunteer data. For the patient data we obtain a DSC of 0.77 and a MSD of 0.69 mm. In the independent set composed of patient and volunteer data the DSC is 0.69 and the MSD is 0.87 mm. The experiments with different design parameters show that nonrigid registration outperforms rigid registration, and that the combination of intensity and point information is superior to approaches that use intensity or points only. **Conclusions:** The proposed method achieves an accurate registration of US and MRI, and may thus enable multimodal analysis of the carotid plaque.

3.1 Introduction

The carotid arteries are blood vessels responsible for transporting blood and oxygen to the brain and the facial muscles. Atherosclerosis is a chronic inflammatory condition which causes a narrowing of the arterial lumen due to plaque formation. The interaction between blood elements, disturbed flow, arterial wall morphology and processes such as lipid accumulation, necrosis and calcification play a role in the formation of an arterial plaque [58]. It was shown that atherosclerosis risk factors are more strongly associated with carotid plaque size than with carotid stenosis [59]. The rupture of plaques is associated with the occurrence of ischemic strokes [60]. The risk of rupture is related to the composition and the morphology of the atherosclerotic plaque [61]. Atherosclerotic plaques can be visualized with different imaging modalities, such as ultrasound (US), magnetic resonance imaging (MRI) and Computed Tomography Angiography (CTA) and plaque components can be quantified [62]. However, not all the plaque characteristics can be observed in a single modality [33]. In this work we investigate the registration between free-hand B-mode US and black-blood MRI of the carotid artery. This registration will facilitate the correlation of plaque characteristics observed in different imaging modalities.

Besides the differences between US and MRI, regarding voxel intensities, resolution and image appearance, there are also differences in the geometry of the carotid artery during scanning due to the nature of the examination procedures. During the MRI examination the neck of the patient remains in a natural position. In free-hand US the neck of the patient is slightly bent and twisted and the probe is pressed against the skin, which causes a compression of the involved tissues. The volume of coverage also varies in both modalities. In US it is not possible to observe details which are located underneath the mandible. Registration should be sufficiently robust to cope with these aspects.

Previous works have addressed US-MRI registration. Slomka et al. [63] performed registration of carotid 3D free-hand power doppler US and Magnetic Resonance Angiography (MRA) data. These modalities clearly visualize the vessel lumen, which was exploited to perform the registration. The use of power doppler US would only permit an indirect registration between B-Mode US and black-blood MRI. Their method was based on maximization of mutual information, using a rigid transformation model, and was evaluated on a data set of six patients. Nanayakkara et al. [64,65] performed registration of 3D US and MRI with a constrained nonrigid registration approach, using a ‘twisting and bending’ transformation model. In their work, an initial rigid registration was performed considering landmarks, followed by a nonrigid registration which takes into account the normalized mutual information between the images. The 3D US volumes were composed of a sequence of images of B-Mode US acquired with a probe displaced by a motorized device. Images from six patients were used for evaluation. Chiu et al. [66] performed the registration between 3D US acquired with a volumetric linear transducer and MRI on data obtained from three patients. Their technique consists of registering points representing the arterial outer wall, which is extracted by a manual segmentation of the MRI and a semi-automated segmentation of the US. After an initial alignment considering the bifurcation point, the point sets are registered rigidly with the Iterative Closest Point (ICP) algorithm [67]. After-
wards, a slice-by-slice manual registration is performed. The method was evaluated on three patients. Previous research on the registration of free-hand US and MRI of other anatomical regions includes the work by Penney et al. [68] on liver images. The US probe position was estimated with the use of an external optical device and the registration was based on the alignment of probabilistic lumen segmentations. Registration of brain vascular structures (not carotid) from freehand US and MRA has been presented by Reinertsen et al. [69]. This method is based on the alignment of centerlines using the ICP algorithm. In the field of image-guided interventions, much research has focused on the registration of 2D digital subtraction angiography (DSA) with preoperative MRI or CTA, e.g. Jomier et al [70], and Groher et al [71, 72]. Jomier et al. [70] presented an algorithm to perform rigid 2D-3D registration of bi-plane DSA images with a 3D model of the liver vasculature extracted from MRI. The method minimizes a weighted sum of intensities around the MRI centerlines projected in the 2D planes. Groher et al. [71] introduced a nonrigid 2D-3D registration approach, applied to liver images. The method assumes that centerline models of the liver vasculature have been extracted previously from the 2D DSA and from the 3D CTA or MRI. These 2D and 3D models were aligned using an enhanced version of ICP that takes into account regularization terms constraining the length of vessel segments and the smoothness of the displacements. In follow-up work by the same group [72], a model-to-image approach was adopted. A 3D model of the liver vasculature was obtained from a preoperative CTA or an intraoperative cone-beam reconstruction, by region growing. A vessel-enhancement filter was applied to the 2D DSA image to enhance tubular structures. The deformation was estimated by maximizing the average intensity in the vessel-enhanced DSA in circular regions around the projected 3D centerline, while constraining the lengths of vessel segments. While the projective (2D) nature of DSA makes accurate registration in these applications a very challenging task, the multiple bifurcations in the liver vasculature aid in establishing correspondence. In contrast, carotid artery US images typically show only one bifurcation. Moreover, the vessels are more clearly identifiable on liver DSA than on carotid free-hand B-mode US, which is suffering from reduced contrast at edges parallel to the US beam direction. Therefore these 2D-3D approaches may not be directly applicable to the considered problem of registering B-mode US with black-blood MRI of the carotid artery. Based on this literature survey, we identified the following shortcomings and open issues: 1) The need for many manual interventions [66]. 2) In 3D freehand B-mode US the lumen boundary of the carotid artery is not always well-defined (especially at edges parallel to the US beam direction); therefore, approaches that rely on a clear lumen representation [63,68] are less suitable. 3) Some approaches are based on geometric landmarks, and some use an intensity-based approach [64, 65]; it remains to be investigated which approach is more successful, and if the two approaches could be combined in order to improve the accuracy and robustness.

In this work, we propose a joint intensity-and-point based registration framework to perform rigid and nonrigid registration of US and MRI of the carotid artery. The only required user input in our method consists of three seed points in the carotid lumen, both in US and MRI. The method was evaluated on images from six healthy volunteers and five patients with atherosclerotic plaque, using both left and right arteries.
Two measures of registration accuracy based on overlap of ground truth lumen segmentations were used. An extensive evaluation of design parameters was performed in a training set composed of images from five volunteers and three patients. In order to investigate the relative importance of the intensity-based and point-based terms, we varied the weighting of these terms, and evaluated the resulting registrations. Hereby, the extreme cases of purely point based and purely intensity based approaches were naturally included. To evaluate the impact of the transformation model, rigid registration was compared against nonrigid registration with different degrees of deformation. We also implemented and evaluated a reference approach, which uses the ground truth manual lumen segmentations for the registration, and thus provides insight in the maximum achievable registration accuracy. Based on the results of these experiments, the optimal parameters for the method were selected. To verify the robustness of these parameter settings, we performed an additional evaluation on the previously unseen data of two patients and one volunteer. A preliminary version of this work was presented on a conference [73]. Compared with our previous work, the method has been automated to a larger extent, and the evaluation has been extended substantially.

Summarizing, the contribution of this work is fivefold: 1) We introduce a customized joint intensity-and-point based registration method for registration of carotid US and MRI. 2) The method is semi-automatic, requiring the user to select only three seed points in each imaging modality. 3) The relative importance of the intensity-based and point-based terms is extensively evaluated to gain insight in their contributions to the registration accuracy. 4) The influence of the deformation model (rigid vs. various degrees of nonrigid) is evaluated. 5) The method with optimal parameter settings is validated on an independent test set composed of previously unseen images.

3.2 Method

3.2.1 Registration Framework

The objective is to find a transformation $T$ that registers the MRI volume $M$ to the ultrasound volume $U$. Besides the image intensities, we use points on the MRI and US lumen centerlines $m$ and $u$. The proposed method starts by extracting the lumen centerlines $m$ and $u$ in both modalities, using two previously validated centerline tracking algorithms [74,75]. The centerline points are then registered, resulting in an initial transformation. Subsequently, a joint intensity-and-point based registration is performed, in which rigid and nonrigid transformations are estimated by minimizing both the distance between centerlines and the dissimilarity between image intensities. The transformation $T$ is composed of sub-transformations, which originate from the initial point-based centerline registration and from the joint intensity-and-point based registration. Figure 3.1 schematically represents the registration framework. The transformations $T_{\text{init}}$ and $T_{\text{centerline}}$ are calculated in the initial centerline registration stage and are described in Section 3.2.2. The joint intensity-and-point based optimization criterion employed to calculate the subsequent rigid ($T_{\text{rigid}}$) and non-rigid ($T_{\text{nonrigid}}$) transformations is defined in detail in Section 3.2.3. Section 3.2.4
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Figure 3.1: Flowchart of the joint intensity-and-point based registration method. \( U \) and \( M \) are the 3D US and MRI images, respectively, and \( u \) represents the carotid lumen centerline in US. \( T_{\text{init}} \) and \( T_{\text{centerline}} \) are input transformations that result from an initial point-based registration of lumen centerlines. The output of the registration is a transformation \( T \) that is composed by the initial global (rigid) transformation \( T_{\text{init}} \), a refined rigid transformation \( T_{\text{rigid}} \) (estimated in the first registration stage), and a nonrigid B-spline transformation \( T_{\text{nonrigid}} \) (estimated in the second registration stage).

provides implementation details.

3.2.2 Centerline Registration

In this section we describe the semi-automatic extraction of the centerlines and their subsequent registration. Figure 3.2 shows a flowchart of the point-based centerline registration, consisting of three stages. The three sub-transformation \( T_0, T_1, \) and \( T_2 \) will be defined in this section.
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Figure 3.2: Flowchart of the initial point-based registration of lumen centerlines. $u$ and $m$ represent the US centerline (green) and the MRI centerline (red), respectively. The centerlines are registered in three stages: 1) point-based rigid registration using 9 corresponding landmarks, 2) rigid registration with the iterative closest point (ICP) algorithm, 3) nonrigid registration with a thin-plate spline based ICP algorithm. The outputs of this centerline registration are a rigid transformation $T_{init}$ and a nonrigid transformation $T_{centerline}$, which are used as initialization and constraint, respectively, in the joint intensity-and-point based registration (Figure 3.1).

3.2.2.1 Centerline Extraction

First, the centerline is extracted in both images. We use different algorithms to track the centerline in MRI and US. Both algorithms are initialized with three seed points. Seed points should be located in the lumen, in the CCA, ICA, and ECA. Seed point selection is the only interaction required in the entire registration procedure. The algorithm does not require the user to identify which centerline is ICA or ECA. Nevertheless, we use the terms ICA and ECA in the method’s description in order to address the bifurcations with the standard nomenclature.

The MRI centerline algorithm employed [74] tracks the minimum cost path between the seed point in the CCA and the other two other seed points. The costs assigned to a centerline for passing through a particular voxel are computed based on the local intensity and medialness [76]. The minimum cost path algorithm is iteratively applied after curved multi-planar reformatting to avoid large deviations of the true vessel centerline in curved regions. The method results in one centerline connecting the CCA point to the ICA point, and one centerline connecting the CCA point to the ECA point.

The US centerline extraction algorithm is an improved version of a previously developed method [75]. The algorithm assumes that planar cross-sections of the lumen have an approximate ellipse shape. The method estimates the centerline by fitting ellipses in lumen cross-sections. In order to fit the ellipses, points are localized in the lumen border, by casting a set of rays from a given seed point inside the lumen, up to a position outside the lumen. Whereas in the original method [75] a threshold on
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The pixel intensities was used to identify the position where the rays intersected the lumen boundary, in the current work we used a more robust edge detection based on directional gradients in each cross section. The threshold is calculated by taking the third quartile of the directional image gradients within a circle with radius of 2 cm around the seed point. Pixels outside this range would not contribute to the border identification; mainly they would be outside the ultrasound image field of view. It was visually confirmed that this extension increases the method’s robustness against noise and intensity variations in the arterial lumen between slices. The algorithm can deal with noise inside the lumen, and partially missing border information in the US data.

A post-processing step follows the centerline extraction. The MRI and US centerlines are smoothed and resampled to a resolution of 0.1 mm (slightly smaller than the voxel spacing of the US image data), resulting in point sets $u$ and $m$. Thereafter, the bifurcation point $P_B$ is defined as the point where the distance between ICA and ECA becomes larger than 1 mm. Based on $P_B$, the centerlines are subdivided in parts representing the common, internal and external carotid artery.

3.2.2.2 Point-Based Rigid Registration

The first step of the alignment is a rigid registration based on a set of corresponding points from both centerlines. Point selection is based on geometrical considerations. The corresponding points are selected around $P_B$. In order to define corresponding points which lie inside the field of view of the images, two spheres $S_5$ and $S_{10}$, with radius of 5 mm and 10 mm, and $P_B$ as their center are defined (Figures 3.3c and 3.3d).

The choice of a maximum radius of 10 mm is related to the image acquisition. The closest points to the sphere borders on each of the CCA, ECA and ICA centerlines are calculated. Since we do not assume knowledge on which vessel is ICA and which one is ECA, and since the carotid artery bifurcation is (more or less) symmetric about its longitudinal axis, a misregistration of 180° may very well occur if we would only use these points on the centerlines for alignment. To resolve this ambiguity, we also define a vector $\vec{v}_{\text{skin}}$ which originates in $P_B$ and points towards the skin of the patient. The two points where this vector intersects $S_5$ and $S_{10}$ are used as additional landmarks, making 9 landmarks in total. In US images, the position of the skin is always on the top and parallel to the X-axis. For MRI, if the vessel is located on the left half of the image, the vector should point to the left, otherwise to the right. The vector $\vec{v}_{\text{skin}}$ is defined as the cross-product between vectors $P_BP_{\text{ECA}}$ and $P_BP_{\text{ICA}}$: $\vec{v}_{\text{skin}} = \pm P_BP_{\text{ECA}} \times P_BP_{\text{ICA}}$, where the points $P_{\text{ECA}}$ and $P_{\text{ICA}}$ are the most distant points from $P_B$ in the ECA and ICA centerlines, respectively, and where the sign is determined such that the vector points upwards in the US image and left or right in MRI according to the side of the artery.

Commonly, the positional relationship of ICA and ECA is parallel to the skin and this definition is a robust estimator of the skin direction. We define this condition as anatomical configuration 1, shown in Fig. 3.3a and Fig. 3.3c. However, in a small percentage of the cases, the positional relationship of ICA and ECA is orthogonal to the skin, a position defined as medial [77]. To detect these cases, we calculate the angle $\phi$ between $\vec{v}_{\text{skin}}$ and the X-axis in the US image. In the case of $\phi$ smaller than 15°, we consider that a more robust estimation
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Figure 3.3: Illustration of the two anatomical configurations of the carotid artery, which differ in the orientation of ICA and ECA relative to the skin (more parallel or more perpendicular, respectively). The blue line represents the vector $\vec{v}_{\text{skin}}$, the green dots are points in ICA and ECA, and the gray spheres are $S_5$ (inner) and $S_{10}$ (outer).

of the skin direction is: $\vec{v}_{\text{skin}} = \pm P_{\text{ICA}} P_{\text{ECA}}$. We call this anatomical configuration 2, which is shown in Fig. 3.3b and Fig. 3.3d.

A point-based rigid registration is performed with the above defined 9 pairs of corresponding landmarks. This point-based registration minimizes the sum of squared Euclidean distances between corresponding points. The output transformation is called $T_0$ and it is applied to $u$. Following this registration, the point sets $u$ and $m$ are cropped automatically such that the maximum distances before/after the bifurcation in the one set are equal to those in the other set.
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3.2.2.3 Iterative Closest Point Registration: Rigid and Nonrigid

Following the point-based rigid registration, the point set \( u \) is registered to \( m \) by an Iterative Closest Point (ICP) rigid registration \([67]\), resulting in transformation \( T_1 \); followed by a nonrigid thin-plate-spline (TPS) based ICP registration, leading to transformation \( T_2 \). The composition of the three transformations \( T_0 \), \( T_1 \) and \( T_2 \) is defined as \( T_{\text{centerline}} \) and is applied to the centerline to the centerline \( u \), yielding a deformed centerline \( \tilde{u} \) that closely matches \( m \):

\[
T_{\text{centerline}} = T_2(T_1(T_0)) , \quad \tilde{u} = T_{\text{centerline}}(u)
\]  

(3.1)

This transformation will be used in the next joint intensity-and-point based registration stage as a constraint. The transformations \( T_0 \) and \( T_1 \) are rigid transformations and thus will most likely provide a reasonable alignment of the entire image. The nonrigid transformation \( T_2 \) is only reliable for points on the centerline. Therefore, to globally initialize the joint intensity-and-point based registration in the next phase, we use:

\[
T_{\text{init}} = T_1(T_0)
\]  

(3.2)

3.2.3 Joint Intensity-and-Point Based Registration

Prior to the joint intensity-and-point based registration, some preprocessing operations are performed on the images. Two masks are created using the centerline points for each modality. Every point in the centerline is taken as the center of a circle with a radius of 10 mm. The interpolation of these circles, leads to volumetric masks which are used in the registration. The goal of the mask is to exclude information which does not belong to the carotid artery. The images are cropped around the axis-aligned bounding boxes of the masks. Finally, we apply the N4 bias correction \([78]\) to the cropped MRI in order to increase homogeneity.

In the joint intensity-and-point based registration, an image transformation \( T \) is estimated by minimizing a cost function \( C \):

\[
C(T) = \omega_1 D(T|u, M) + \omega_2 E(T|u, \tilde{u})
\]  

(3.3)

The cost function is a function of the transformation \( T \), and is defined as a weighted sum of the image intensity dissimilarity \( D \) and the distance between the lumen centerlines \( E \). By minimizing \( C \), the registration converges to a better alignment. The \( E \) term serves as a soft constraint that keeps the deformation of the lumen centerlines close to the result \( \tilde{u} = T_{\text{centerline}}(u) \) of the initial point-based registration, thus preventing unfeasible transformations that may result from intensity-based registration alone. The terms \( \omega_1 \) and \( \omega_2 \) are user-defined weighting factors.

The optimization is performed in two stages: rigid and nonrigid. The final output transformation is composed by the initial global (rigid) transformation \( T_{\text{init}} \) (as defined in Equation 3.2), a refined rigid transformation \( T_{\text{rigid}} \) (estimated in the first registration stage), and a nonrigid B-spline transformation \( T_{\text{nonrigid}} \) (estimated in the second registration stage):
The image-based term $D$ in Equation 3.3 measures the dissimilarity between the original US image and the deformed MRI. We consider two metrics for $D$: the Correlation Ratio (CR) and the Mutual Information (MI). Mutual Information [79,80] is known to be able to handle images from different modalities. It is based on the joint histogram of intensities in the images to be registered. In MRI, the anatomical structures tend to have a homogeneous image intensity. In US, the intensities are brighter in the transitions between tissues, consequently, the US images highlight the contours of the structures [81]. Therefore, there may not be a clear relation between the voxel intensity distributions of US and MRI. The Correlation Ratio was proposed in [81] to address this issue. It allows to incorporate both intensity and gradient magnitude information from the MR image, and estimates a transfer function from MRI to US using linear regression. Both CR and MI are evaluated in our work (Section 3.3).

The point-based term $E$ in Equation 3.3 is defined as the average of the Euclidean distances between the corresponding point pairs in $T(u)$ and $\tilde{u}$, in equation 3.5 with $u_i$ a point on the centerline $u$. The inclusion of $E$ in the cost function $C$ thus acts as a constraint that penalizes large deviations from the initial $T_{\text{centerline}}$ transformation at the points on the US centerline.

$$E = \frac{1}{N} \sum_{i=1}^{N} ||T(u_i) - \tilde{u}_i||$$  \hspace{1cm} (3.5)

We also define a non-automated reference method, which uses the lumen segmentations for the registration instead of the original images. These lumen segmentations were made manually for US and semi-automatically for MRI (see Subsection 3.3.2). In this case we define $D$ as the mean squared difference between the binary images that represent the segmentations. The goal of these experiments was to determine the maximum achievable registration accuracy. We refer to this method as “MAX”. Since MAX uses the manually annotated ground truth as input, it is expected that it outperforms the other methods.

In the joint intensity-and-point based method, the weighting factors $\omega_1$ and $\omega_2$ control the trade-off between intensity-based and point-based information. In Section III, we test a range of values for these parameters.

### 3.2.4 Framework Implementation

We use the publicly available GMMREG [82] implementation to calculate $T_1$, using the TPS-RPM algorithm developed by Chui and Rangarajan [83] for the thin-plate spline registration ($T_2$). Points at $\delta = 1\ mm$ intervals sampled on the MRI centerline are used as thin-plate spline control points. In the rigid registration, for the scale parameters of Gaussian mixtures, we use values of $\sigma$ of 0.5 and 0.1 $\ mm$, from coarse to fine. In the nonrigid registration, we use as input parameters: $r = 0.90$ (annealing rate, for the annealing schedule of the energy minimization), and $\lambda = 1$ (regularization parameter).
3.3 Experiments

The joint intensity-and-point registration is implemented using the open source Elastix software [84]. A stochastic gradient descent optimization method [85], using 2000 iterations is employed to find $T_{\text{rigid}}$ and $T_{\text{non-rigid}}$ that minimize the cost function. A 3-level hierarchical strategy is employed to avoid local minima: the amount of image smoothing (Gaussian kernel standard deviation) and the isotropic control point spacing of the B-spline transformation are gradually decreased (by factors of 2). The spacing between control points at the finest level is a user-defined parameter, $\beta$, for which a range of values was tested (see Section 3.3). To compute the mutual information, a $32 \times 32$ joint histogram is estimated using a Parzen windowing approach [86], based on 2000 image samples randomly selected in every iteration [85]. Linear interpolation is used to evaluate the MR image intensities at non-grid positions.

The user interaction and interface between the software packages is handled by MeVisLab. The code is written in Python, C++ and Unix Shell.

3.3 Experiments

3.3.1 Data

US and MR images of both carotid arteries of 6 healthy volunteers and 5 diseased patients were acquired. All scannings were performed with subjects’ consent. Both left and right artery were scanned. For the US examinations a Philips iU22 machine was used with a Philips L9-3 probe. In order to obtain a three-dimensional US image of the carotid artery, an external tracking sensor was attached to the probe during the examination and a third party software called Stradwin [87] was used to perform the volumetric reconstruction with images obtained from the video signal output of the US machine.

For the volunteer MRI examinations, a 1.5T GE Medical System Signa Excite MRI machine was used, with a proton-density-weighted fast spin echo (PDw-FSE), black-blood sequence. The patient MRI data were acquired on a 3.0T GE Medical Systems Discovery MR750, using a a T2-weighted double inversion recovery fast spin echo (T2w-DIR-FSE), black-blood sequence. We separate our subjects in a training and a test set, to evaluate the robustness and accuracy of the algorithm in an independent data set. Specifications of the image characteristics are in Tab. 3.1.

3.3.2 Evaluation Measures

For validation, we applied the output transformations of the registrations to segmentations of the lumen in MRI and measured their similarity with manually delineated segmentations of the lumen in US. For the MRI segmentations we used the algorithm of Tang et al. [88]. As this algorithm expected approximately isotropic image resolution, we resampled the MRI with a cubic B-spline interpolation leading to isotropic voxels with spacing $0.55 \times 0.55 \times 0.55 \, \text{mm}^3$. On the US, the lumen was manually delineated by making annotations on 2D slices. At every five to ten slices, one slice was selected and the lumen was annotated. A B-spline surface was constructed from these annotations. In order to quantify the registration accuracy we computed the overlap between the registered segmentations using the Dice similarity coefficient (DSC) [89]
3.3.3 Evaluation Procedure

For the volunteers and patients in the training set, a large number of registrations were performed, extensively evaluating different configurations of the method:

- All experiments were performed both with MI and CR as image dissimilarity measure, and using the reference approach MAX.

- To investigate the relative importance of the image-based and point-based terms $D$ and $E$, we varied the weight $\omega_1$ while keeping $\omega_2 = 1$ (as only the ratio $\omega_1/\omega_2$ is of importance). We varied the weight factor $\omega_1$ in a power of 10 scale. With MI the weight varied from 0.0001 to 10, whereas with CR and in the MAX method the weight varied from 1 to 10000, since the typical metric value with MI was smaller than with CR and MAX (as observed in initial trial-and-error experiments). We also evaluated the extreme values $\omega_1 = 0$ (ignoring the image-based term) and $\omega_1 = \infty \Leftrightarrow \omega_2 = 0$ (ignoring the point-based term).

- Different degrees of freedom of the transformation model were evaluated. We tested both rigid registration (limiting the joint intensity-and-point based registration to the first stage estimating only $T_{\text{rigid}}$) and nonrigid registration (employing the proposed two-stage approach estimating first $T_{\text{rigid}}$ and then $T_{\text{nonrigid}}$). The B-spline control point spacing $\beta$ determines the freedom of deformation in the nonrigid registration; we tested $\beta$ values of 40, 32, 16, 8 and 4 mm.

Paired t-tests were performed to assess the statistical significance of differences between the results of the optimal configuration and the other configurations.

Finally, to evaluate the robustness of the algorithm, the best performing method on the training set was evaluated on the previously unseen test set.
3.4 Results

Figures 3.4 and 3.5 visualize the registration accuracies for different parameter configurations of the method using CR (left), MI (middle), and using the reference method MAX (right). Figure 3.4 presents the results in terms of DSC and Figure 3.5 in terms of MSD. The colors of the bars indicate if the registration was rigid or nonrigid with B-spline control point spacing $\beta$. The results of configurations that led to the highest DSC and the smallest MSD are reported in Tables 3.2a and 3.2b.

The proposed method achieved an average DSC of 0.74 (CR) and average MSD of 0.66 mm (CR) on the volunteers set. On the patients set, the best average DSC was 0.77 (MI) and the average MSD was 0.69 mm for both CR and MI. The best configuration with CR in the volunteers set ($\omega_1 = 10000, \beta = 8 mm$) scored an average DSC of 0.74, however the same configurations performed poorly in the patients set considering its DSC of 0.68 and MSD of 1.34 mm. With a larger grid spacing $\beta = 32 mm$ the results were more stable. The best configuration with MI in both volunteer and patient sets was also obtained with $\beta = 32 mm$. Both in the volunteer and patient set, the initial point-based registration provided a robust initial alignment. The subsequent joint intensity-and-point based approach in its best configuration resulted in a modest, but consistent improvement on the initial alignment. For CR, the best weight $\omega_1$ was 10000. For MI, the best weight was between 1 and 10. Both with CR and MI, the joint intensity-and-point based approach thus outperformed the extreme configurations $\omega_1 = 0$ (ignoring the image-based term) and $\omega_2 = 0$ (ignoring the point-based term). For further experiments, we select the configuration with CR, $w_1 = 10000$, and $\beta = 32 mm$ as the optimal method, as it gives consistently good results.

The MAX approach, which uses the segmentations instead of the original images, reached an average DSC of 0.91 and an average MSD of 0.23 mm on the volunteer set and a DSC of 0.91 and MSD of 0.21 mm on the patient set, indicating the maximum theoretically achievable accuracies. These results were obtained with the smallest investigated B-spline grid spacing of 4 mm and with $\omega_1 \geq 1000$.

Figure 3.6 show the contours of the segmentations in an example slice for the proposed method with CR and MI, and for the reference method MAX. Figure 3.7 shows three-dimensional examples of US and MRI lumen surfaces overlaid after registration.

Paired t-tests were performed to assess the DSC and MSD differences between the optimum configuration and the other settings. CR was used in all experiments as dissimilarity measure. In the first experiment $\omega_1$ was fixed to 10000 and the results with different settings of $\beta$ were compared with the optimum $\beta = 32 mm$. In the second experiment, $\beta$ was fixed to 32 mm, and the results with different settings of $\omega_1$ were compared with the optimum $\omega_1 = 10000$. In these tests, we pooled the results of patients and volunteers. Figure 3.8 shows the results. Statistically significant ($p < 0.05$) differences were found with respect to rigid registration, highly nonrigid registration ($\beta \leq 8 mm$), and purely intensity based registration ($\omega_1 = \infty$).

The experiments on the test set use the optimal configuration and are shown in Tab. 3.3. These results are similar to results on the training set.
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Figure 3.4: Registration accuracies evaluated with the Dice Similarity Coefficient, using CR (left), MI (middle), and using the reference method MAX (right). The label \textit{initial} on the X-axis means that only the transformation $T_{\text{init}}$ was applied; the following values correspond to $\omega_1$. The colors represent the different transformation models: rigid or nonrigid with control point spacings $\beta$ of 40, 32, 16, 8 and 4 mm.
3.4 Results

(a) CR, MI and MAX. Volunteer dataset.

(b) CR, MI and MAX. Patient dataset.

Figure 3.5: Registration accuracies evaluated with the Mean Surface Distance (in mm), using CR (left), MI (middle), and using the reference method MAX (right). The label initial on the X-axis means that only the transformation $T_{\text{init}}$ was applied; the following values correspond to $\omega_1$. The colors represent the different transformation models: rigid or nonrigid with control point spacings $\beta$ of 40, 32, 16, 8 and 4 mm.
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<table>
<thead>
<tr>
<th></th>
<th>DSC</th>
<th>MSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>0.74±0.06, ω₁ = 10000, β = 8 mm</td>
<td>0.66±0.11 mm, ω₁ = 10000, β = 32 mm</td>
</tr>
<tr>
<td>MI</td>
<td>0.70±0.07, ω₁ = 1, β = 32 mm</td>
<td>0.68±0.10 mm, ω₁ = 1, β = 32 mm</td>
</tr>
<tr>
<td>MAX</td>
<td>0.91±0.02, ω₁ = ∞, β = 4 mm</td>
<td>0.23±0.04 mm, ω₁ = ∞, β = 4 mm</td>
</tr>
</tbody>
</table>

(a) Volunteer dataset.

<table>
<thead>
<tr>
<th></th>
<th>DSC</th>
<th>MSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>0.75±0.05, ω₁ = 10000, β = 32 mm</td>
<td>0.69±0.07 mm, ω₁ = 10000, β = 32 mm</td>
</tr>
<tr>
<td>MI</td>
<td>0.77±0.09, ω₁ = 10, β = 32 mm</td>
<td>0.69±0.10 mm, ω₁ = 1, β = 32 mm</td>
</tr>
<tr>
<td>MAX</td>
<td>0.91±0.03, ω₁ = 1000, β = 4 mm</td>
<td>0.21±0.02 mm, ω₁ = 1000, β = 4 mm</td>
</tr>
</tbody>
</table>

(b) Patient dataset.

Table 3.2: Best registration results for both evaluation criteria.

Figure 3.6: US slice (top) and MRI slice (bottom) of the left carotid after registration. The areas delineated by the red line represent the MRI segmentation after the transformation. The areas in green represent the US manual segmentation.
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Figure 3.7: Example isosurfaces of the lumen segmentations, obtained with CR as similarity metric, $\omega_1 = 10000$, $\omega_2 = 1$ and $\beta = 32\,mm$. Green: US segmentation; red: transformed MRI segmentation; blue: US centerline.
(a) The configuration CR, $\beta = 32\,mm$, $\omega_1 = 10000$, $\omega_2 = 1$ was compared against the other values assumed by $\beta$ and against the rigid registrations.

(b) The configuration CR, $\beta = 32\,mm$, $\omega_1 = 10000$, $\omega_2 = 1$ was compared against the other values assumed by $\omega_1$ and $\omega_2$.

Figure 3.8: Results of statistical analysis on the training set, pooling patient and volunteer data. The graph color indicates statistically significant ($p < 0.05$) differences with respect to the optimal configuration, CR, $\beta = 32\,mm$, $\omega_1 = 10000$, $\omega_2 = 1$. a) The effect of the transformation model is investigated; b) the effect of $\omega_1 = 10000$ is investigated. Results are shown in terms of DSC (left) and MSD (right).

<table>
<thead>
<tr>
<th></th>
<th>DSC</th>
<th>MSD (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient D, left</td>
<td>0.84</td>
<td>0.95</td>
</tr>
<tr>
<td>Patient D, right</td>
<td>0.66</td>
<td>0.86</td>
</tr>
<tr>
<td>Patient E, left</td>
<td>0.64</td>
<td>1.25</td>
</tr>
<tr>
<td>Patient E, right</td>
<td>0.61</td>
<td>0.92</td>
</tr>
<tr>
<td>Volunteer F, left</td>
<td>0.67</td>
<td>0.75</td>
</tr>
<tr>
<td>Volunteer F, right</td>
<td>0.73</td>
<td>0.49</td>
</tr>
<tr>
<td>Average</td>
<td>0.69±0.08</td>
<td>0.87±0.25</td>
</tr>
</tbody>
</table>

Table 3.3: Results on the test set using the optimal configuration CR, $\omega_1 = 10000$, $\omega_2 = 1$ and $\beta = 32\,mm$. 
3.5 Discussion and Conclusion

This work presented a semi-automatic method for the registration of US and MRI data of the carotid artery. The joint intensity-and-point based registration minimizes a cost function that considers the dissimilarity of pixel intensities and the distance between extracted lumen centerlines. Rigid and nonrigid registration are applied. The only required manual inputs are the three seed points on each image modality for the centerline extraction. Two evaluation criteria were employed to assess the registration accuracy and a (non-automated) reference approach was implemented in order to verify what would be the maximum achievable registration accuracy. The influence of several important parameters was studied: we investigated the relative importance of the image-based and point-based terms in the framework, evaluated the required degrees of freedom for the transformation model, and compared two image similarity measures that were previously proposed for multimodal image registration. Finally, the method in its optimum configuration was evaluated on an independent test set.

3.5.1 Joint Intensity-and-Point Based Registration

The role of geometrical landmarks appeared to be essential for obtaining an accurate registration. The initial point-based registration achieved a reasonable initial alignment in all cases, without prior knowledge about which of the vessels is ICA or ECA. In the subsequent joint intensity-and-point based registration, the combination of image intensity information and point correspondence led to better registrations than purely point-based ($\omega_1 = 0$) or purely intensity-based ($\omega_2 = 0$) approaches. The two evaluated image similarity terms CR and MI resulted in similar registration accuracies. The use of nonrigid registration improved the registration accuracy in comparison with the rigid registrations. A relatively coarse B-spline control point grid spacing of $\beta = 32 \text{ mm}$ gave accurate yet robust results, allowing to compensate for the differences in the positions of the neck during US and MRI examination.

3.5.2 Maximum Achievable Registration Accuracy

In the MAX experiments, the use of the lumen segmentations clearly improved the registration accuracy. However, such approach is biased, since it uses information (ground truth lumen segmentations) that was also used in the evaluation criterion. The results of the MAX experiments thus provide an upper bound for the accuracy that may be obtained. The difference in performance between this experiment and the other experiment indicates that there is still room for improvement. Using automated lumen segmentations on US and MRI would be an interesting research direction. Robust automated lumen segmentation on 3D B-mode US will be the main challenge in such an approach.
3.5.3 Comparing with Results in Literature

The method of Chiu et al. [66] was reported to yield an average error between 0.33 mm and 0.87 mm on data acquired from 3 patients. The registration accuracy was computed by calculating the average distance between closest points on the outer-wall surfaces of the MRI and registered US. This evaluation measure is comparable to the MSD, used in our experiments. The method of Nanayakkara et al. [65] resulted in an average registration error of 1.4 ± 0.3 mm for 1.5 T MR and 1.5 ± 0.4 mm for 3.0 T MR on data acquired from 6 patients. The evaluation measure was the average distance between corresponding pairs of points selected in radial sections on the outer-wall surfaces of the US and registered MRI. This measure will tend to generate larger error values than surface distance measures based on closest points. Our method provides competitive results regarding the methods in the literature, with an average registration accuracy of 0.69 mm for the patients in the training set and 0.87 mm in the test set. However, the three methods were applied to different datasets with slightly different measures to calculate the registration accuracy. Therefore the comparisons have to be interpreted with care.

3.5.4 Conclusion

Semi-automatic registration of US and MRI carotid artery data was achieved with an average DSC of around 0.75 and an MSD around 0.8 mm. The performance was consistent across healthy volunteers and atherosclerotic patients, and results on the training set could be reproduced on an independent test set. We used imaging data with different specifications, acquired with two MRI scanners and with the beam of the US probe adjusted to two different depths. The method proved to be robust regardless these different scanning conditions. Two conclusions can be drawn from the experiments on the training set: 1) The use of nonrigid registration yields better results than rigid registration. 2) Joint intensity-and-point based registration generates better results than registration with intensity or points only. These conclusions hold both in volunteer and patient data. There is room for improvement as the registration performed directly on the ground truth lumen segmentations still performed better. Still, we feel our work provides the foundations for an automated US - MRI carotid registration allowing multimodal analysis of the atherosclerotic carotid plaque.
Abstract: In this work an automated method to register B-mode Ultrasound (US) and Magnetic Resonance Imaging (MRI) of the carotid arteries is proposed. The registration uses geometrical features, namely lumen centerlines and lumen segmentations, which are extracted fully automatically from the images after manual annotation of three seed points in US and MRI. The registration procedure starts with aligning the lumen centerlines using a point based registration algorithm. The resulting rigid transformation is used to initialize a rigid and subsequent nonrigid registration procedure that jointly aligns centerlines and segmentations, by minimizing a weighted sum of the Euclidean distance between centerlines and the dissimilarity between segmentations. The method was evaluated in 28 carotid arteries, from 8 patients and 6 healthy volunteers. We first validated and optimized the automated US lumen segmentation method in a cross-validation experiment. Next we evaluated the effect of two important design parameters of the registration method. Finally, the proposed registration method was evaluated in comparison to the intensity-and-point based method that was proposed in Chapter 3. Registration accuracy was measured in terms of the mean surface distance (MSD) between manual US segmentations and the registered MRI segmentations. The average (± std.dev.) MSD was $0.78 \pm 0.34 \text{mm}$ for all subjects, $0.65 \pm 0.09 \text{mm}$ for healthy volunteers, and $0.87 \pm 0.42 \text{mm}$ for patients. The results on the complete set were significantly better (Wilcoxon test, $p < 0.01$) than the results of the intensity-and-point based method. We conclude that the proposed method can robustly and accurately register US and MR images of the carotid artery, allowing multimodal analysis of the carotid plaque in order to improve plaque assessment.
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4.1 Introduction

Cerebrovascular disease ranks as the third worldwide leading cause of death [91]. The brain and muscles of the face are supplied with blood by a pair of vessels called the carotid arteries which are located in the neck. Atherosclerosis in the carotid arteries is one of the conditions that can cause cerebrovascular disease. Atherosclerosis is a process of inflammation in the arterial wall, leading to the formation of a plaque. Rupture of atherosclerotic plaques in the carotid artery can cause vessel obstruction and distal propagation of a thrombus [92] which may result in an ischemic stroke [60]. The risk of plaque rupture is associated with plaque composition and morphology [61]. Imaging thus could play a key role in estimation of plaque rupture risk.

Different imaging modalities supply complementary information on the carotid artery wall and plaque therein, leading to interest in multimodal imaging studies on the assessment of atherosclerosis and plaque vulnerability [33, 34, 93]. Even though most imaging modalities show the lumen and artery wall, each one emphasizes different properties: angiography is especially useful to visualize the stenosis severity; Computed Tomography (CT) visualizes plaque calcifications well; Magnetic Resonance (MR) shows intra-plaque haemorrhage, and necrotic cores; Ultrasound (US) shows echolucency and ulceration. US and MRI modalities are of special interest, since they do not involve any ionizing radiation, and US is a relatively low-cost modality. Fig. 4.1 shows example slices of a free-hand transversal B-mode US scan and an MRI scan of the same patient.

Comprehensive multi-modal image analysis and side-by-side visualization of different imaging modalities is hampered by the lack of spatial correspondence between images, as depicted in Fig. 4.1. Besides global differences due to different image resolution, field-of-view, and orientation, there may even be changes in the artery geometry due to bending and twisting of the neck (as is typically required for US acquisition). Differences in patient’s neck position in US and MRI can be appreciated from Fig. 4.2. Image registration is therefore required, to align the carotid arteries and compensate for deformations. Since US and MRI have very different image appearance, the registration of these images is a highly challenging problem.

MRI-US registration of the carotid artery has been addressed in previous works [63,65,66,94]. Slomka et al. [63] presented the registration of 3D reconstruction of free-hand power doppler US (3D-US) and Magnetic Resonance Angiography (MRA) images. The vessel lumen is clearly visible in both modalities, and therefore it was used to drive the registration. The method uses a rigid transformation model, and is based on maximization of mutual information. The method was evaluated on data of six patients. Nanayakkara et al. [65] used a constrained nonrigid transformation model to register 3D-US and MRI. First an initial registration was performed based on geometrical landmarks; subsequently the images were registered using normalized mutual information as registration metric. 3D US acquisition was performed with a motorized device attached to the probe, which generated a sequence of 2D B-Mode US images. They evaluated the registration method on images from six patients. Chiu et al. [66] performed registration using points on the arterial outer wall. These points were extracted from a manual segmentation in MRI and a semi-automated
Figure 4.1: Multimodal carotid artery imaging. A 3D reconstruction of a free-hand transversal B-mode US scan is shown in (a), and an MRI scan of the carotid artery of the same patient is shown in (b) The green and red volumes represent the artery in both modalities. 2D slices intersecting the arteries taken at similar positions close to the bifurcation on both images are shown in (c) and (d).
segmentation in US. The artery bifurcation point was used to obtain an initial alignment, which was followed by a rigid registration of the outer wall point sets using the Iterative Closest Point (ICP) algorithm [67]. Subsequently, a slice-by-slice manual registration refinement was performed. The method was evaluated on 3D US acquired using a volumetric linear transducer and MRI data of three patients. In our previous work [94], a framework was introduced to perform US-MRI registration using a joint intensity-and-point based registration of free-hand B-mode ultrasound and MRI data of the carotid artery. An initial registration using geometrical landmarks on the lumen centerlines was performed. Subsequently, a joint intensity-and-point based dissimilarity measure was minimized, solving both for rigid and nonrigid transformations. We showed that this registration approach combining geometrical information (lumen centerlines) and image information (US and MRI intensities) resulted in better registrations compared to intensity-only or point-only approaches. However, we also observed that even better registrations could be achieved if more geometrical information, such as carotid artery lumen segmentations, would be exploited.

In this work, we propose a novel automated method for registering US and MRI images of the carotid artery. The method is an extension of [94] and adds geometric information in the form of lumen segmentations, to improve registration performance. Our approach thus requires segmentation of the lumen both in 3D US and MRI. Manual segmentation of the carotid lumen in 3D US and MRI images is a time consuming and difficult process. US image segmentation is challenging owing to characteristics such as noise, shadows and speckles inside the lumen. Moreover, in situations were the US beam is parallel to the vessel wall, the wall is not clearly visible. This makes it difficult to differentiate the carotid artery lumen from other structures. To facilitate carotid lumen segmentation in 3D US, several automatic and semi-automatic methods have been proposed [95–98]. A semiautomatic method for carotid segmentation in 3D US using level sets was presented by Ukwatta et al. [95]. The segmentation results were good, however the method requires substantial user interaction as anchor points.
4.2 Method

In Section 4.2.1 we present the registration framework, and in Section 4.2.2 we describe the automated US lumen segmentation in detail.

4.2.1 US-MRI Registration Framework

Multimodal image registration is performed using geometrical features extracted from the US \(I_U\) and MR \(I_M\) images. The registration aligns the features of a moving image to the features of a fixed image by applying geometrical transformations. These transformations can be rigid or nonrigid and are determined by optimizing a cost function, which estimates the dissimilarity between the fixed image and the features of the transformed moving image. In this work we choose \(I_U\) as the fixed image because of its higher resolution.

The lumen centerlines and the segmentations are extracted from each modality and serve as input features for the registration. In the first stage of the registration procedure, the centerlines are used to obtain an initial transformation \(T_{\text{init}}\) to align the images. Subsequently, both the centerlines and the segmentations are employed in finding the optimal transformation. An overview of the method’s steps is shown in Fig. 4.3.
4.2.1.1 Centerline Extraction

The centerline in US is extracted with the method of Carvalho et al. [75, 94] and the centerline of MRI is extracted with the method of Tang et al. [74].

In the centerline extraction on the US data, we assume that planar cross-sections of the lumen have elliptical shapes. The union of the center points of the ellipses in each cross-section results in the centerline. The ellipses are fitted to points on the lumen border. These border points are automatically detected by analyzing the intensity gradient magnitude in rays traced from a given seed point inside the lumen. The initial inputs of the algorithm are three seed points located at the common carotid artery (CCA), external carotid artery (ECA) and internal carotid artery (ICA). The algorithm seed point for the next planar cross-section is the center of the ellipse extracted from the previous planar cross-section.

The centerline in MRI is extracted by finding the minimum cost path between a seed point in the CCA and seed points in the ECA and ICA. This cost is computed based on a combination of a local intensity similarity metric and a medialness filter [76]. To avoid large deviations of the true vessel centerline in curved regions, a multi-planar reformatting is performed and the minimum cost path algorithm is iteratively applied.

We denote the obtained centerlines as $C_U$ (US centerline) and $C_M$ (MRI centerline), where $C_U$ and $C_M$ are sets of 3D points. The centerlines are used both for centerline registration (Section 4.2.1.2) and to initialize the lumen segmentations in US and MRI (Section 4.2.2).
4.2 Method

4.2.1.2 Centerline Registration

To obtain a robust initial alignment, the centerlines $C_U$ and $C_M$ are registered. The steps for the centerline registration are the same as in [94] and are briefly summarized here for completeness.

First, the MRI and US centerlines are smoothed and resampled to a resolution of 0.1 mm (slightly smaller than the voxel spacing of the US image data). Subsequently, reference points around the bifurcation point are automatically selected in each centerline. A point-based rigid registration is performed with these pairs of corresponding landmarks. This point-based registration minimizes the root sum of squared Euclidean distances between corresponding points. The output transformation is called $T_0$ and is applied to $C_U$. Following this registration, the point sets $C_U$ and $C_M$ are cropped automatically such that the maximum distances before/after the bifurcation in both sets are equal. This registration is followed by a rigid ICP registration between the centerlines, resulting in a second rigid transformation $T_1$. Next, the centerlines are registered with a nonrigid registration. The nonrigid transformation is applied to the US centerline, yielding a deformed centerline $C_{\tilde{U}}$ which matches the original MRI centerline $C_M$.

The composition of transformations $T_0$ and $T_1$ is used to globally initialize the geometrical features based registration: $T_{init} = T_1(T_0)$. The deformed centerline $C_{\tilde{U}}$ is used as a constraint.

4.2.1.3 Geometrical Features Based Registration

In this stage of the registration, alignment is performed using both centerlines and segmentations. The lumen segmentations ($S_U$) and ($S_M$) are functions that map any coordinate $x \in R^3$ to a binary value 0 or 1, $S_{\{U,M\}} : R^3 \rightarrow \{0,1\}$, where we assume that some interpolation method is used to make this function valid for all $x$, and not just at voxel center locations. The registration is performed by estimating a transformation $T$, which minimizes a cost function. The geometrical features are registered with a rigid transformation $T_{rigid}$ and a subsequent nonrigid transformation $T_{nonrigid}$. The cost function $C$ is a dissimilarity measure between the lumen segmentations $S_U$ and $S_M$, and between centerlines $C_{\tilde{U}}$ and $C_U$:

$$C(T) = \omega D(S_U, W_T(S_M)) + \mathcal{E}(T(C_U), C_{\tilde{U}})$$  \hspace{1cm} (4.1)

This function is a weighted sum of the segmentation dissimilarity $D$ and the Euclidean distance between centerlines $C_U$ and $C_{\tilde{U}}$, denoted by $\mathcal{E}$. The term $W_T$ represents an operator that warps $S_M$ using coordinate transformation $T$, i.e., $(W_T(S_M))(x) = S_M(T(x))$. The chosen metric $D$ is the sum of square differences. The Euclidean distance $\mathcal{E}$ between $C_U$ and $C_{\tilde{U}}$ is used as a penalizer to prevent unfeasible transformations that may occur due to inconsistencies in the automated segmentations $S_U$ and $S_M$. The term $\omega$ is a weighting factor.

To minimize $C$, an adaptive stochastic gradient descent method [85] was applied using 2000 image coordinates randomly selected in every iteration. To model the nonrigid
transformation, a B-spline parametrization [101] was used, with a control point spacing of $\beta$. In order to avoid local minima, a 3-level hierarchical strategy was employed: the amount of image smoothing (Gaussian kernel standard deviation) and $\beta$ are gradually decreased (by factors of 2). The geometrical features based registration was implemented in the Elastix software [84].

4.2.2 Optimal-surface graph method for lumen segmentation

The optimal surface graph method as proposed by Wu and Chen [102] allows segmentation of multiple surfaces, while incorporating topology constraints and prior information on shape. The optimal-surface graph method aims to minimize a cost function defined as the sum of graph edge costs, which is achieved using a minimum cut. The graph $G = (V, E)$ is composed of vertices $V$ and edges $E$. $V$ includes the vertices associated with positions in the image, and the vertices $s$ and $t$ which denote the source and sink points of the graph. The edges $E$ connect the vertices of the graph, and represent the association strength between vertices. Edges that connect vertices from the same region are associated with high costs, whereas vertices connecting different regions are associated with low costs. The segmentation solution is defined by the minimum cut that separates the graph in two parts: source part $V_s \subseteq V$ (foreground region) and sink part $V_t \subseteq V$ (background region), such that $V_t = V \setminus V_s$, $s \in V_s$, $t \in V_t$. The minimum cut minimizes the total cost of the edges that are being cut [103], and is found by applying a min-cut/max-flow optimization algorithm [104].

We use the graph construction approach as presented by Arias et al. [98] to segment the lumen in 3D US and MRI. The graph is constructed starting from a coarse initial segmentation of the lumen as depicted in Fig. 4.4. The coarse initial segmentation is obtained by a $2 mm$ diameter spherical dilation of the automatically extracted dilation of the centerline $C_U$ or $C_M$. The vertices are grouped by non-intersecting graph columns starting from this initial segmentation. These non-intersecting graph columns enable the segmentation of high curvature areas [105]. Non-intersecting graph columns are guaranteed if these are defined on the trajectory of flow lines obtained by Gaussian smoothing (with scale $\sigma$) of the coarse initial segmentation, see Fig. 4.4. Given the flow lines $f_i: Z \rightarrow \mathbb{R}^3$ where $i \in \{1, \ldots, Q\}$ with $Q$ the number of voxels on the initial segmentation’s surface, the graph vertex $v_{i,k} \in V$ is associated with the image position $f_i(k)$. The graph columns are defined by the set of vertices $V_i = \{ v_{i,k} | k = -I_i, -I_i + 1, \ldots, O_i - 1, O_i \}$ where the uniform separation distance between vertices is given by $\delta = \| f_i(k+1) - f_i(k) \|$. Here $v_{i,-I_i}$ and $v_{i,O_i}$ represent the innermost and outermost vertices of column $V_i$, and $v_{i,0}$ is at the initialization surface. Several edges are defined in the graph: First, the edges $v_{i,k} \xrightarrow{w_{i,k}} v_{i,k+1}$ within a graph column indicate the relation between foreground and background such that $w_{i,k}$ should be as low as possible at the position of the surfaces. Second, the smoothing penalty edges between neighboring graph columns, $v_{i,k} \xleftrightarrow{p} v_{j,k}$, penalize each vertex displacement in the graph cut by a value $p$. Third, the topological constraint edges within a graph column, $v_{i,k+1} \rightarrow v_{i,k}$, guarantee that the graph columns are cut only once. Finally, the vertex $s$ is connected to all innermost vertices, and $t$ to all outermost vertices.
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The graph construction approach is illustrated in Fig. 4.4.

Figure 4.4: Graph construction method [98]. The non-intersecting graph columns starting from the coarse initial segmentation (gray sketch) are depicted by red curves in (a). Two graph columns are selected, depicted by green curves, to show their vertices (black dots) and intra-column edges (green arrows) in (a). The smoothing penalty edges between neighboring columns are depicted by blue arrows in (b). Additionally, an example of a graph cut is shown in (b).

To achieve a minimum value for likely \( w_{i,k} \) at positions of the lumen boundary, this cost is inversely proportional to the first order derivative of the image intensity along the graph column trajectory \( f_i \). To make small adjustments to the position of the minimum (mainly caused by partial volume effects), the second order derivative is added. Thus, the edge cost \( w_{i,k} \) is defined by:

\[
 w_{i,k} \propto \left| \frac{\partial^2 I(f_i(k))}{\partial k^2} + (1 - |\alpha|) \frac{\partial I(f_i(k))}{\partial k} \right|^{-1},
\]  

(4.2)

where \( I(f_i(k)) \) is the image intensity at the position \( f_i(k) \), and \( \alpha \in [-1, 1] \) is a parameter that weights the contribution of the second derivative term.

Since the initial coarse segmentation may contain irregularities, and may be too far from the true lumen boundary, the estimated optimal surface may contain errors. To address this, the optimal surface graph method is iterated \( N \) times. The result of iteration \( n \) is used to create a new graph in iteration \( n + 1 \).

The segmentation method is applied to both US and MRI. The automatic segmentations \( S_U \) and \( S_M \) are used jointly with the centerlines \( C_U \) and \( C_M \) in the registration framework as explained in section 4.2.1.3.

4.3 Experiments

4.3.1 Data

We evaluated our method on data from 8 patients and 6 healthy volunteers. The patients were selected within the scope of the Plaque At Risk (PARISK) study [93]. The PARISK study is a prospective multicenter cohort study of patients with recent neurological symptoms due to ischemia in the territory of the carotid artery and < 70% ipsilateral carotid artery stenosis who are not scheduled for carotid endarterectomy.
or stenting [93]. Volunteers were healthy and had no plaque. Left and right carotid were scanned in all subjects. All scanings were performed with subjects’ consent. The US images were acquired with the Philips probe L9-3 and a Philips iU22 system. The probe signal was adjusted to 4 cm depth for 4 patients and to 3 cm depth for 4 patients and 6 volunteers. Each US examination generates a stack of transversal 2D images. In order to obtain 3D US images, we used the Stradwin software [25] that correlates the 2D images and the position of a magnetic sensor attached to the US probe. After exporting the data to a volumetric representation, the voxels dimensions are 0.16 × 0.16 × 0.16 mm³ for probe a depth of 3 cm, and 0.21 × 0.21 × 0.21 mm³ for a probe depth of 4 cm.

The patient MRI data were acquired on a 3.0T GE Medical Systems Discovery MR750, using a T2-weighted double inversion recovery fast spin echo (T2w-DIR-FSE), black-blood sequence. The original voxel spacing of MRI on the patient data was 0.55 × 0.55 × 2.0 mm³. We resampled the MRI with a cubic B-spline interpolation leading to isotropic voxels with spacing 0.55 × 0.55 × 0.55 mm³. For the volunteer data, the voxel spacing of the MRI was 0.5 × 0.5 × 0.9 mm³. The images were acquired using a 1.5T GE Medical System Signa Excite MRI machine with a proton-density-weighted fast spin echo (PDw-FSE), black-blood sequence.

4.3.2 MRI Lumen Segmentation

Lumen segmentation in MRI using the optimal-surface graph cut method was already extensively evaluated [99] on similar MRI data as used in the current study. Therefore, we used the optimized segmentation parameters from [99], which are: \( \delta = 0.35 \text{mm} \), \( \sigma = 2.19 \text{mm} \), \( p = 26274 \), \( \alpha = 0.038 \), and \( N = 1 \). Prior to segmentation, the N4 bias field correction method [78] was employed to correct for MRI intensity inhomogeneities within the neck area.

4.3.3 US Lumen Segmentation

Since in [98] only a preliminary evaluation of the US segmentation method was presented, we performed a cross-validation experiment to establish the optimum parameter settings on data independent of the test set. Since left and right carotids of a single subject may have similar characteristics, a leave-two-out cross-validation design was used, in which we left both vessels of a subject out of the training set. On the training set, the optimum parameter settings were determined by exhaustive grid search. As an evaluation criterion, we used the mean surface distances (MSD) (averaged over all carotids in the training set) between the resulting segmentations and the manual segmentations. The manual segmentations were performed by annotating the lumen at each five to ten 2D slices of each US image sequence. Thereafter, the lumen surface was interpolated based on these contours. The evaluated parameters of the method were: the smoothing scaling \( \sigma \), the weighting parameter \( \alpha \), the edge capacity \( p \) determining the smoothness of the solution, and the number of iterations \( N \). The vertex distance \( \delta \) was fixed to the voxel spacing. In the optimization step, we considered the following range of parameters:

- \( \sigma \in \{20, 30, 40\} \)
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- \( \alpha \in \{-1.0, -0.5, 0.0, 0.5, 1.0\} \)
- \( p \in \{1000, 10000, 25000, 50000, 75000, 100000\} \)
- \( N \in \{1, 2, 3, 4, 5\} \)

The entire 4D search space was evaluated and the selected optimum parameter configuration in each leave-two-out fold was recorded. The resulting segmentations \( S_U \) were used in further registration experiments.

In order to visualize the impact of each parameter on the segmentation results, we chose the most frequently selected parameter configuration as a base configuration and individually varied one of the parameters while computing the MSD on the entire dataset. Thus obtained MSD values are slightly overtrained, but are useful to gain insight in the effect of each parameter.

4.3.4 Evaluation of registration accuracy

In this series of experiments we evaluated the registration accuracy and compared the results with existing methods.

First, the effect of important registration parameters was investigated. We tested both rigid and nonrigid registration. For the B-spline transformation model in the nonrigid registration, we tested isotropic grid spacings \( \beta \in 8, 16, 32 \text{ mm} \). For the weighting value that balances the \( D \) and \( E \) cost function terms, we tested \( \omega \in 1, 2, 4, 8, 16 \). The MSD between the manual US segmentation and the transformed automatic MRI segmentation was used as a measure of registration accuracy. The combination of \( \beta \) and \( \omega \) that yielded highest accuracy was used in all further evaluations.

Second, we compared the proposed registration to three other methods. We adopt the acronym GEO to refer to our registration method based on geometrical features. The other methods were:

- **Initial** Registration are obtained with the transformation \( T_{\text{init}} \).
- **IP** The intensity-and-point based registration [94] is used.
- **MAX** Registrations are performed between the manual US segmentation and the automated MRI segmentation. Since exactly these segmentations are used to compute the MSD for evaluation, this “overtrained” method will indicate what is the maximum achievable accuracy of any registration method [94].

The parameters \( \beta \) and \( \omega \) used in the methods IP and MAX were selected according to their best values defined in [94].

4.4 Results

4.4.1 US Lumen Segmentation

Tab. 4.1 displays the result of the leave-two-out evaluation for the US segmentation experiments. In this table, it can be observed that the most frequent best configuration was \((\sigma = 40, \alpha = 0.0, p = 50000, N = 5)\), since the best MSD was obtained with
Table 4.1: Results of leave-two-out cross-validation of the US lumen segmentation provided for each patient (P#) and volunteer (V#). MSD (Average±std.dev.) on the training set, and the MSD on the left and right carotid of the left-out subject are listed.

4.4.2 Evaluation of registration accuracy

Fig. 4.8 displays the overview of the combination of $\beta$ and $\omega$, containing the average results for all configurations on 28 carotids. Nonrigid registrations using $\beta = 32\, mm$ generally outperformed rigid registration, except for $\omega = 1$. Smaller values of $\beta$ did not further improve registration accuracy: more freedom of deformation did not result in better registrations. For $\omega$, we observe a strong improvement in registration accuracy from $\omega = 1$...4. After that, for $\omega \geq 8$, the result stabilizes. The best parameter configuration for the registration using geometrical features was $\beta = 32\, mm$ and $\omega=16$. 
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Figure 4.5: Segmentation results obtained in leave-two-out cross-validation. Results are reported for the entire test set, and separately for the patient and volunteer subsets.

Figure 4.6: Effect of the segmentation parameters on segmentation MSD, when varying a single parameter while the other parameters are fixed at their optimum value. The tested parameters were: the smoothing scaling $\sigma$, the weighting parameter $\alpha$, the edge capacity $p$, and the number of iterations $N$. 
The results for all subjects obtained with Initial, MAX, IP and GEO are shown in Fig. 4.9. The results of MAX, IP, and GEO are shown both after the rigid and after the nonrigid registration stage. The figure shows that the proposed nonrigid GEO method considerably improves the results compared to Initial alignment. A small improvement compared to IP is observed. The nonrigid MAX method outperforms all other methods, but this was expected. The rigid MAX method (which is less prone to overfitting than nonrigid MAX) scored similar MSD as the proposed nonrigid GEO method.

Table 4.2 provides the results in table form, for the complete dataset (corresponding to Fig. 4.9) and for the volunteer and patient sets separately. For MAX, IP, and GEO, the results of nonrigid registration are shown. The table confirms that GEO outperforms IP on the entire test set, and shows that this is also the case when considering the volunteer set and patient set separately. With a Wilcoxon test on the entire test set, it was confirmed that the difference in MSD values between GEO and IP was statistically significant ($p < 0.01$).

Fig. 4.10 shows a comparison between isosurfaces of the manual segmentations in US images, and the registered MRI lumen segmentation. In Fig. 4.11 the segmentations and registrations contours are shown in planar sections of US and MRI.
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Figure 4.8: Registration results using geometrical features. Rigid and nonrigid registrations obtained with variations of the parameters $\beta$ and $\omega$. MSD values expressed in mm.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSD avg.±std. dev. (mm)</th>
<th>All subjects</th>
<th>Volunteers</th>
<th>Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>0.92±0.32</td>
<td>0.80±0.17</td>
<td>1.02±0.38</td>
<td></td>
</tr>
<tr>
<td>GEO</td>
<td>0.78±0.34</td>
<td>0.65±0.09</td>
<td>0.87±0.42</td>
<td></td>
</tr>
<tr>
<td>IP</td>
<td>0.85±0.39</td>
<td>0.72±0.20</td>
<td>0.95±0.46</td>
<td></td>
</tr>
<tr>
<td>MAX</td>
<td>0.39±0.53</td>
<td>0.28±0.05</td>
<td>0.48±0.68</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: MSD between manual US segmentations and MRI registered segmentations for four different registration methods. The values (in mm) are reported for volunteers, patients and all subjects combined.
Figure 4.9: Comparison between results obtained with geometrical features based registration (GEO), intensity-and-point based registration (IP) and the maximum achievable accuracy (MAX).

Figure 4.10: Volumetric representation of MRI segmentation registered with GEO (green) and manual US segmentation (red). Figures (a) and (b) represent carotids of volunteers and figures (c) and (d) represent carotids of patients.
Figure 4.11: Side-by-side visualization US image (left) and registered MRI using the geometrical features registration (right). MRI registered segmentations and manual US segmentations are depicted by green and red contours respectively. Figures (a) and (b) represent carotid arteries of volunteers and figures (c) and (d) represent carotid arteries of patients.
4.5 Discussion

In this work, we introduced a method to register US and MRI of the carotid artery using geometrical features. Semi-automatically extracted lumen centerlines and automatic lumen segmentations are used as geometrical features. The method was evaluated in a dataset composed of volunteer and patient data and proved to be robust in the presence of noise, shadows in the US image, differences in subject’s neck position between US and MRI, and presence of atherosclerotic plaque. The average MSD was significantly lower than the MSD obtained by a previously proposed method [94]. Although the automated US lumen segmentation method was extensively evaluated and proved to be a robust input to the registration framework, the MSD was in the order of four pixels. This suggests that there is still room for improvement in segmentation accuracy. In the segmentation results, it is possible to observe that the median MSD was lower for patients than volunteers. One possible cause is that the chosen parameters were more suitable for the patient set. Possibly, the development of an image-adaptive selection of parameters, in which the parameters are automatically selected from patterns observed in image intensities or centerline could improve overall performance. Furthermore, the registration results suggest that an improvement in the automatic lumen segmentation will further increase the registration accuracy, since the registration with MAX scored a lower MSD than GEO. However, it is important to notice that the same manual segmentation used for the registration in MAX was used for evaluation, leading to a bias. Manual lumen segmentation is a task open to interpretation, especially in regions where the lumen wall is not visible. Therefore, the maximum achievable registration accuracy (MAX) will probably not be achieved by any automated method.

The proposed method is largely automated but still demands minimal user interaction. For the lumen centerline detection, the user must select a point in each of three branches of the carotid artery in US and MRI data. The difficulty in implementing a fully automated method for identifying the carotid branches is related to the presence of structures with a similar shape and intensity, such as the jugular vein. In future work, it would be interesting to develop a robust algorithm able to identify the carotid branches in US and MRI without the need of manual input; this would fully automate the carotid artery registration.

4.6 Conclusion

This work introduced a method to automatically register US and MR images of the carotid artery. The registration framework is based on geometrical features, namely the artery centerlines and lumen segmentations, which are semi-automatically extracted from the US and MR images. The method requires minimal user interaction. Experiments on 28 carotids from 8 patients and 6 volunteers demonstrate robust performance. Compared to a previously proposed method [94] registration accuracy was improved significantly. The use of automated segmentations combined with centerlines leads to a high registration accuracy, thus paving the way for comprehensive multimodal analysis of atherosclerotic plaque in the carotid artery.
II

2D+t US and CEUS Registration
Abstract: In standard B-mode ultrasound (BMUS), segmentation of the lumen of atherosclerotic carotid arteries and studying the lumen geometry over time are difficult owing to irregular lumen shapes, noise, artifacts, and echolucent plaques. Contrast enhanced ultrasound (CEUS) improves lumen visualization, but lumen segmentation remains challenging owing to varying intensities, CEUS-specific artifacts and lack of tissue visualization. To overcome these challenges, we propose a novel method using simultaneously acquired BMUS&CEUS image sequences. Initially, the method estimates nonrigid motion (NME) from the image sequences, using intensity-based image registration. The motion-compensated image sequence is then averaged to obtain a single ‘epitome’ image with improved signal-to-noise ratio. The lumen is segmented from the epitome image through an intensity joint-histogram classification and a graph-based segmentation. NME was validated by comparing displacements with manual annotations in eleven carotids. The average root-mean-square-error (RMSE) was $112 \pm 73\, \mu m$. Segmentation results were validated against manual delineations in the epitome images of two different datasets, respectively containing nine (RMSE $191 \pm 43\, \mu m$) and ten (RMSE $351 \pm 176\, \mu m$) carotids. From the deformation fields, we derived arterial distensibility with values comparable to the literature. The average errors in all experiments were in the inter-observer variability range. To the best of our knowledge, this is the first study exploiting combined BMUS&CEUS images for atherosclerotic carotid lumen segmentation.


*both authors contributed equally to this research
5.1 Introduction

Stroke is a major healthcare problem and one of the main causes of death and long-term disability worldwide [106]. Several studies have demonstrated that patients with carotid atherosclerotic plaques carry an increased risk of cardiovascular events, such as stroke, transient ischaemic attack, myocardial infarction and even death [106, 107]. Ultrasound has been widely used as a standard tool for inexpensive and non-invasive diagnosis of carotid atherosclerosis [108]. To assess atherosclerosis (formation of plaques in arterial walls may cause narrowing of the lumen), different ultrasound techniques have been used such as standard B-mode ultrasound (BMUS), color Doppler and Contrast-enhanced ultrasound (CEUS) [109]. For the accurate assessment of atherosclerosis, delineation of the lumen-intima contour of the carotid artery is desired.

So far, carotid lumen segmentation has mostly been done based on standard-BMUS images [110–113]. However, carotid lumen segmentation in standard-BMUS images of subjects with atherosclerotic plaques is difficult and can be inaccurate due to irregular lumen shapes, noise in the lumen, artifacts and echolucent plaques, as seen in Fig. 5.1a. Color Doppler (Fig. 5.1b) provides information on blood flow in the lumen, which enables the clinician to detect flow reduction, flow turbulence and occlusion in arteries. While there is no doubt of its usefulness, it is less suitable for vessel lumen segmentation: the border of the color-coded velocity images strongly depends on user-controlled settings of Doppler gain, velocity range and setting of the wall filter, as well as the local direction of flow. CEUS (Fig. 5.1c) is a more useful modality for visualizing the lumen. CEUS suppresses tissue information and provides the luminal shape by detecting ultrasound contrast agent: micrometer-sized gas bubbles which flow within the blood stream. CEUS provides a better delineation of carotid lumen than standard-BMUS [109, 114–116]. Compared to color Doppler, CEUS shows the lumen by visualizing the presence of contrast-enhanced blood regardless of flow velocity and direction.

There have been several approaches for detection of the carotid artery contours in standard-BMUS, including deformable contours (snakes), Hough transform, dynamic programming, and classification approaches. The principles, performance, advantages and limitations for these approaches have been summarized in recent surveys [49, 117, 118]. Several studies have reported that their lumen segmentation methods have limitations in presence of atherosclerotic plaque [119–121].

Carotid artery lumen segmentation in a time series allows a clinician to characterize the lumen diameter over the cardiac cycle, and hence to assess the arterial wall stiffness. Several studies hypothesized that arterial stiffness parameters indicate early vascular changes that predict the development of major vascular disease. Indices of arterial stiffness that have been proposed include strain [122–124], stress [123, 124], elastic modulus or Young’s modulus [122–124], and distensibility coefficient [123–125]. Van Popele measured carotid wall motion by means of a vessel wall movement detector system [126]. The displacement of the arterial wall was obtained by tracking the wall position in a selected M-mode line by using the raw ultrasound (RF) signal. The algorithm is limited as it utilizes only one M-mode line for measuring vessel wall motion and it requires manual user interactions. An automated method for distensibility
Figure 5.1: An example of a carotid artery image acquired with different ultrasound techniques. Standard BMUS (a), Color Doppler (arrows show echolucent plaques, blue color shows direction change in the flow) (b), Side-by-side CEUS and B-mode images (c-d). CEUS artifacts are indicated (c). Shadow and clutter in BMUS are indicated (d).
measurement in BMUS was presented by Teynor et al. [127]. Their method requires interactive manual corrections for difficult cases with shadow (echo dropouts) or a high level of noise in the BMUS images.

In this study, we present a novel carotid lumen segmentation and motion estimation approach that is suitable for atherosclerotic arteries, less prone to artifacts and more automated than approaches that have appeared in the literature. The method is fully automatic, provided that the image contains just a single branch of the carotid artery. Our method quantifies carotid lumen geometry in subjects with atherosclerotic plaque from simultaneously acquired BMUS and CEUS images. Integrated analysis of BMUS and CEUS provides essential information on the lumen contour in patients with atherosclerotic plaques (see Fig. 5.1). This analysis, however, presents two additional challenges: CEUS-specific imaging artifacts and lower signal-to-noise ratio (SNR) in BMUS: as low signal power is used to avoid the disruption of ultrasound contrast agents in CEUS, these BMUS images have lower SNR compared to a standard-BMUS image. In order to improve the SNR and suppress noise, we compensate motion in the BMUS and CEUS image sequence and average image intensities pixelwise over the complete sequence. This leads to a single integrated BMUS and CEUS image that we refer to as the ‘epitome’ image, since it is the best possible presentation of the patient’s anatomy. Motion compensation is a prerequisite step for obtaining epitome images, as carotid images contain considerable motion, such as probe movement, patient movement, breathing and pulsation. Previous studies on motion estimation in carotid ultrasound mostly focused on rigid registration of multiple local regions based on block matching [128–131]. We propose to use an accurate nonrigid motion estimation (NME) technique.

The constructed epitome image is used in the automated lumen segmentation method. A particular challenge here is the presence of saturation and pseudo-enhancement artifacts [132] in the CEUS image. These artifacts should be suppressed as they could mislead the lumen segmentation. We exploit the joint information of the epitome image to classify artifacts, lumen, and tissue. Following this classification, we use a robust and efficient graph-based technique for carotid lumen segmentation. Finally, we transform the lumen contours extracted from the epitome image back to each time frame by using the deformation pattern estimated with NME in order to obtain the assessment of carotid artery distensibility, or other arterial stiffness measures.

Summarizing the main contribution of our study is twofold. First, we provide nonrigid motion compensation for BMUS and CEUS image sequences. Second, using the combined BMUS and CEUS motion-compensated data, we automatically segment the carotid artery lumen, even in the presence of typical artifacts present in both BMUS and CEUS. To the best of our knowledge this is the first study using combined BMUS and CEUS to improve the segmentation of the lumen of the carotid artery in patients with atherosclerotic plaques.

5.2 Methods

This section is divided in three subsections, describing NME, lumen segmentation and distensibility calculation, respectively. The method steps and their relation are
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Figure 5.2: Flowchart of the steps of the method. Inputs (green), operations (red) and outputs (blue). $T(s, t) \colon$ Transformation obtained from BMUS with NME. $I_{BMUS}^*(s, t), I_{CEUS}^*(s, t) \colon$ Motion compensated BMUS and CEUS respectively. $I_{BMUS}(s), I_{CEUS}(s) \colon$ Epitome images.

shown in the flowchart in Fig. 5.2.

5.2.1 Nonrigid Motion Estimation

Owing to the acquisition procedure, the CEUS and BMUS images cover the same field of view and are intrinsically spatially aligned. Figs. 5.1c and 5.1d show an example of a typical pair of CEUS and BMUS images. The simultaneous BMUS & CEUS imaging leads to two 2D+time (2D+t) image series, $I_{BMUS}(s, t)$ and $I_{CEUS}(s, t)$, where $s$ is a spatial coordinate $(x, y)$ and $t$ is the time frame index with $\tau = \text{number of time frames}$. For the nonrigid motion estimation (NME), we adopted the groupwise registration method of Metz et al [133] and optimized it for our purpose as will be described in Section 5.4.1. The method estimates the nonrigid deformation of the carotid artery over time from the BMUS image sequence, and subsequently compensates this nonrigid motion in both the BMUS and CEUS image sequences. The method is based on the minimization of the pixel intensity variance over time [133]. The CEUS image sequence violates the constant intensity assumption of the NME method: it exhibits high intensity variations among frames due to slow flow-related contrast concentration changes. Therefore, we use the BMUS image for motion estimation, since it presents only minor intensity variations over time. We denote the motion-compensated image sequences as:

$$I_{BMUS}^*(s, t) = I_{BMUS}(T(s, t), t)$$

$$I_{CEUS}^*(s, t) = I_{CEUS}(T(s, t), t)$$
where $T(s,t)$ is the transformation field obtained in NME. After motion compensation, the resulting sequences can be averaged over time:

$$\bar{I}_{BMUS}(s) = \frac{1}{\tau} \sum_{t=1}^{\tau} I_{BMUS}^*(s,t)$$

$$\bar{I}_{CEUS}(s) = \frac{1}{\tau} \sum_{t=1}^{\tau} I_{CEUS}^*(s,t)$$

The average images $\bar{I}_{BMUS}(s)$ and $\bar{I}_{CEUS}(s)$ have improved-SNR and serve as epitome images. In this way, noise is attenuated and the lumen and plaque structures are more clearly depicted, as can be seen in Fig. 5.3. All further processing of the lumen segmentation is performed on these epitome images. The relations between the transformations and the images are shown in Fig. 5.2.

The groupwise registration method produces a nonrigid motion estimate on the whole image domain, differently from existing techniques for motion estimation in ultrasound [128–130]. The deformations are modeled by a nonrigid 2D+t B-spline transformation, ensuring smoothness (continuous differentiability) both in the spatial and temporal dimensions. An adaptive stochastic gradient descent optimizer [134] is employed to calculate the transformation parameters that minimize a dissimilarity measure based on the variance of the intensities at corresponding spatial locations. In order to improve registration robustness, a multi-resolution strategy is applied: for each resolution, the image is smoothed with a Gaussian filter with spread $\sigma$. Important parameters of the method are: 1) the spacing $\beta$ of the B-spline control points, both spatially (in mm) and temporally (in time frames), 2) the number of resolutions $\rho$, and 3) the degree of image smoothing $\sigma$. In the experiments, a range of settings for these parameters will be evaluated.

### 5.2.2 Lumen Segmentation

We perform lumen segmentation of the carotid artery on the epitome images $\bar{I}_{BMUS}(s)$ and $\bar{I}_{CEUS}(s)$. Our segmentation method consists of five steps: centerline estimation, detection of shadowing, detection of artifacts, graph based segmentation and refinement of lumen contours (see Fig. 5.2).

#### 5.2.2.1 Centerline Estimation

We detect the centerline of the carotid artery which appears approximately horizontal (along the x-direction) in the image. As a preprocessing, we apply a 2D Gaussian smoothing filter $G$ to $\bar{I}_{CEUS}(s)$ using a vertical spread $\sigma_y$ that is relatively large with respect to the expected vessel size. This filter has the highest response around the centerline of the lumen. The smoothing in horizontal direction, controlled by $\sigma_x$, suppresses the influence of small artifacts (saturation and pseudo-enhancement artifacts)
5.2 Methods

Figure 5.3: Average BMUS and CEUS images (150 frame sequence) with (a) and without (b) motion compensation. Average images without motion compensation have a blurry appearance, while the ‘epitome’ images after motion compensation are sharper.
near the lumen in the CEUS image. After preprocessing, we detect the centerline of the carotid artery in the CEUS image by finding a minimum cost path, using dynamic programming in the x-direction [131, 135, 136]. We defined the maximum step size in the cost path as one pixel. The dynamic programming procedure uses negated grayscale values of the blurred CEUS epitome as a cost image \( c(s) \):

\[
c(s) = -G \ast \bar{I}_{CEUS}(s) + k, \text{ where } k = \max_s (G \ast \bar{I}_{CEUS}(s))
\]

The added constant \( k \) ensures that \( c(s) > 0 \) everywhere.

### 5.2.2.2 Detection of Shadowing

After centerline detection, we check for presence of shadowing, which is caused by strong reflection or attenuation, especially from calcifications. Centerline detection and subsequent lumen segmentation will be affected by shadowed regions due to the low signal in those regions. Therefore, shadowed regions should be identified to avoid their influence in obtaining optimal centerline and lumen contours. To detect the shadowed region we compute the mean intensity in a vertical kernel of height \( \kappa_1 \) around each detected point on the centerline in the CEUS epitome image and fit a linear curve to these intensities. The size of this kernel must be smaller than the expected typical size of the lumen. The points that show an intensity drop of at least 50% in the intensity profile compared to the linear fit are considered to indicate shadow regions. When a shadow region is detected at a certain x-coordinate, all points in the cost image \( c(s) \) with that x-coordinate are assigned the same cost value to ensure that this region does no longer affect the centerline extraction. Based on this modified cost image, the centerline is re-estimated.

### 5.2.2.3 Detection of Artifacts

In order to obtain an accurate lumen segmentation, the pseudo-enhancement artifacts (see Fig. 5.1c) and saturation artifacts in the CEUS image need to be detected, as they may mislead the segmentation procedure. The pseudo-enhancement artifacts in the lower part of the CEUS images are caused by nonlinear distortion of the ultrasound signal when it crosses regions with high concentration of contrast, such as the carotid lumen. As these distorted ultrasound signals will be backscattered from the tissue below the lumen, the tissue cancellation will not be perfect in the far wall, and false contrast will appear in the plaque or tissue region right below the lumen. These artifacts appear bright both in the CEUS and BMUS image, while true contrast corresponds to dark BMUS regions.

The upper part of the lumen in the CEUS image is not affected by the pseudo-enhancement artifacts but it may be contaminated with artifacts due to saturation; signals near the maximum intensity level are clipped. These artefacts are easier to detect as they have distinctive, very high contrast intensity levels (and are also bright in BMUS). To detect these different artifacts in CEUS, we construct a joint histogram of the intensities in \( \bar{I}_{BMUS}(s) \) and \( \bar{I}_{CEUS}(s) \) and define a joint-intensity classifier. We
model the joint histogram by a mixture of 2D Gaussians, corresponding to four classes \( \psi \in \{B, T, L, A\} \): where \( B = \text{Background} \), \( T = \text{Tissue} \), \( L = \text{Lumen} \), \( A = \text{Artifacts} \). As seen in Figs. 5.3 and 5.4a (schematically depicted joint histogram), lumen is bright in CEUS but dark in BMUS. Tissue is bright in BMUS but dark in CEUS. Background (echolucent tissue) is dark in both BMUS and CEUS. Artifacts are bright in CEUS and their corresponding regions in BMUS are bright as well. Each class \( \psi \) is modeled by a 2D Gaussian in the joint histogram, with parameters \( \theta_\psi = \{\mu^c_\psi, \sigma^c_\psi, \mu^b_\psi, \sigma^b_\psi\} \) where \( \mu^c_\psi \) and \( \sigma^c_\psi \) are intensity mean and standard deviation in CEUS, and \( \mu^b_\psi \) and \( \sigma^b_\psi \) are intensity mean and standard deviation in BMUS. Let \( \Theta \) denote the collection of all parameters \( \theta_\psi \). The initialization of parameters \( \theta_B, \theta_T \) and \( \theta_A \) is based on the typical appearance of intensities in \( \bar{I}_{BMUS}(s) \) and \( \bar{I}_{CEUS}(s) \) as discussed above. For the \( L \) class, we select the mean and standard deviation of the intensities in a narrow band (size \( \kappa_2 \)) around the centerline to initialize \( \theta_L \). The Gaussian mixture weights are initialized to a constant value (1/4). These initial parameters are fed into an expectation-maximization algorithm [137,138] to estimate \( \Theta \) and find the probability \( p(\bar{I}(s) | \psi(s), \Theta) \) of each observed pair of intensities \( \bar{I}(s) = [\bar{I}_{BMUS}(s), \bar{I}_{CEUS}(s)] \) given the pixel belongs to the background, tissue, lumen or artifact class. Since the parts of the lumen below and above the centerline contain different type of artifacts, classification is performed separately in the upper and lower arterial wall using two different initializations for the artifact class. Saturation artifacts have high mean intensity and low standard deviation, whereas pseudo-enhancement artifacts have intensity similar to contrast intensity in the lumen and high standard deviation. The probability map for the image is shown in Fig. 5.4b with combined results of two initializations of artifact class for upper and lower parts of the vessel.

### 5.2.2.4 Graph-based Segmentation

We detect the upper and lower lumen contours with a graph-based minimum cost path approach using dynamic programming. The cost image is based on the epitome \( \bar{I}_{CEUS}(s) \) and the results from the centerline estimator, the shadow detector, and the artefact segmentation. The method is fully automatic and does not require manual annotation of start- or end-point. The start- and end-points of the lumen contours are defined by the dynamic programming procedure, since the lumen contour is the minimum-cost path connecting the left and right sides of the image.

First, we obtain the y-directional gradient of \( \bar{I}_{CEUS}(s) \) by applying a Gaussian derivative filter (standard deviation 0.3 mm): \( \nabla_y \bar{I}_{CEUS}(s) = \nabla_y G \ast \bar{I}_{CEUS}(s) \). The basic cost image \( \nabla_y \bar{I}_{CEUS}(s) \) is defined as the negative gradient image, \( \nabla_y \bar{I}_{CEUS}(s) = -\nabla_y \bar{I}_{CEUS}(s) \), for the upper contour and \( \nabla_y \bar{I}_{CEUS}(s) = \nabla_y \bar{I}_{CEUS}(s) \) for the lower contour. Second, all points in image columns corresponding to shadow regions are assigned the same (arbitrary) cost value to neutralize those regions. Third, saturation and pseudo-enhancement artifacts in the CEUS are suppressed by multiplying \( \nabla_y \bar{I}_{CEUS}(s) \) with the inverse of the posterior probability of the artifact class, \( \tilde{p}_A(s) \):

\[
\tilde{p}_A(s) = 1 - p(\bar{I}(s) | \psi(s) = A, \Theta)
\]
Figure 5.4: a) Schematic depiction of joint histogram of BMUS and CEUS, b) Probability map obtained through the expectation-maximization algorithm. RGB image channels represent: $p(\bar{I}(s) \mid \psi(s) = B, \Theta) = \text{black}$, $p(\bar{I}(s) \mid \psi(s) = T, \Theta) = \text{green}$, $p(\bar{I}(s) \mid \psi(s) = L, \Theta) = \text{blue}$, $p(\bar{I}(s) \mid \psi(s) = A, \Theta) = \text{red}$.

Fourth, we apply a curve smoothness penalty, linearly proportional to the step in y-direction between adjacent x-positions. Fifth, we multiply the cost with a factor that is linearly proportional to the distance from the centerline to prevent jumps to far layers. The minimum cost path calculation is performed in ‘modified’ pixel grid coordinates $(u,v)$, where $u$ is the original $x$-index and $v$ is the $y$-index relative to the centerline. The cumulative cost $C$ as a function of $(u,v)$ in the dynamic programming framework for detecting the upper and lower lumen contours thus becomes as follows:

$$C(u,v) = \min_{r \in \{-1,0,1\}} [C(u-1,v+r) + \nabla_y I_{CEUS}(u,v) \cdot \tilde{p}_A(u,v) \cdot \left(1 + \frac{|r|}{\gamma_1}\right) \cdot \left(1 + \frac{|v|}{\gamma_2}\right)]$$  \hspace{1cm} (5.1)

The maximum step size of 1 pixel ($\max |r| = 1$) limits the search space. We introduced two weighting factors $\gamma_1$ and $\gamma_2$ to control the amount of penalization for the step size $|r|$ and the distance from the centerline $|v|$, respectively.
5.2 Methods

5.2.2.5 Refinement of Lumen Contours

In the final step of the segmentation algorithm, we resample the image with subpixel precision in a narrow band along the upper and lower contours to follow curves more precisely and obtain smoother contours. In the refinement process, we first follow the local orientation of the contours by fitting a least squares regression line to a $\kappa_3$ neighborhood of each point on the contours and find the vectors orthogonal to the fitted regression line for each contour point. Next, we resample a band of size $\kappa_4$ along the orthogonal vectors around each contour point with subpixel-precision (one fourth of pixel size, ~25µm), using cubic spline interpolation. In the resampling process, we chose the length of orthogonal vectors as 1 mm inward to the lumen for both of the contours. For the outward direction, for the upper contour we chose 0.5 mm and for the lower contour 0.1 mm. The reason for using a shorter $\kappa_4$ in the lower contour outward to lumen is to avoid the influence of imperfectly suppressed pseudo-enhancement artifacts. Based on the resampled image, the lumen contour is re-estimated using Eq. (1), omitting in this case the penalty term for the distance to the centerline. Lastly, the refined contours are transformed back to the original coordinate space. An example of the segmentation is shown in Fig. 5.5.

5.2.3 Carotid Artery Distensibility

In order to study the carotid geometry over time, the upper and lower lumen contour points from the epitome images are transformed to each time frame using $T(s,t)$ obtained previously with NME. This is done to compute the distensibility coefficient (DC) of the whole section of the carotid artery wall for each cardiac cycle. To measure the radial distensibility, the motion in a direction orthogonal to the lumen centerline should be estimated (longitudinal distension as for example studied in [139] is not considered in this work). For the measurements, a segment of 1 cm length of artery free from plaque along the x-dimension is manually selected (see Fig. 5.6). Plaque regions should be avoided because there exists no proper definition of distensibility in plaque regions. We propose two methods to calculate the distensibility in this region. In the first method (DC-Line), the distensibility is calculated for a single line orthogonal to the lumen, located in the center of the 1 cm segment. This method resembles the ground truth manual annotation approach described in Section 4.3. In the second method (DC-ROI), all lines inside the 1 cm region of interest are selected, to potentially obtain a more robust measurement by averaging the DC over these lines. The local orientation of the centerline is estimated by fitting a least square regression line to a $\kappa_3$ neighborhood of each point on the artery centerline. Subsequently, intersection points of each orthogonal vector with the upper and lower lumen contour over time are detected. The R-peaks of ECG signal are automatically extracted from the ECG annotation in the BMUS images. Pulse pressure difference $\Delta P$ is calculated by subtracting diastolic pulse pressure from systolic pulse pressure. The systemic diameter $SD$, diastolic diameter $DD$, and distensibility coefficient $DC = 2(\frac{SD-DD)}{DD\Delta P})$ [125] are calculated for each cardiac cycle (and averaged over all lines within the 1 cm segment in case of the DC-ROI approach). The resulting DC values are averaged over multiple cardiac cycles to obtain a single robust value.
Figure 5.5: Example carotid artery lumen segmentation. a) Visualization of the resampling process, showing the orthogonal vectors to the contours as red and blue lines for the lower and upper contour respectively. b) Resulting contours estimated with subpixel-precision (one fourth of pixel size, \( \sim 25\mu m \)). Note the pseudo-enhancement artefacts in the far wall, which are correctly kept out of the lumen by the segmentation.
5.3 Data

5.3.1 Data Acquisition

Simultaneous, side-by-side CEUS and BMUS images were acquired at ~20Hz frame rate using a Philips iU22 system (Philips Medical Systems, Bothell, USA) with an L9-3 linear probe. Simultaneously acquired CEUS and BMUS are saved and retrieved as a DICOM file for offline post processing. Systolic and diastolic blood pressures were measured for each patient before the ultrasound examination. The BMUS&CEUS examination of the carotid arteries were performed using a standardized image acquisition protocol. The protocol was based on the American Society of Echocardiography consensus statement [140]. Pulse pressure of each patient was recorded before examinations. CEUS was performed using intravenous administration of 0.5mL bolus of SonoVue ultrasound contrast agent (Bracco S.p.A., Milan, Italy). For the CEUS examination, power modulation imaging and a mechanical index of 0.06-0.08 were
used. For each 0.5mL bolus of SonoVue injection, a 20 seconds image sequence was recorded.

5.3.2 Patient Population and Study Protocol

All subjects were scanned in the Erasmus MC, University Medical Center Rotterdam in the scope of the PARISk project. The study protocol was approved by the ethical committee at Erasmus MC, and all study participants provided informed consent. The subjects were selected randomly, as a subset from the database of the PARISk project, and were grouped in datasets I and II. The datasets contain subjects with different classifications of degree of stenosis [141]. Dataset I consists of 11 carotid arteries with mild to moderate stenosis from 9 patients. The images of this dataset have an average pixel spacing of $95 \pm 24 \mu m$. This dataset was used in a previous study [131] and this allowed us to compare our NME results to the LRST motion estimation technique presented in that work. A subset of 9 carotid arteries in dataset I was used in a second experiment of NME, and for the evaluation of segmentation and distensibility. We refer to this subset as dataset I’. Two carotid arteries were excluded from dataset I because they were zoomed images and the far walls of the arteries were missing in the field of view. Dataset II consists of 10 carotid arteries with moderate to severe stenosis from 8 patients and the pixel spacing of the images in this dataset is $102 \pm 11 \mu m$. Dataset II was used to investigate the generalizability of the segmentation. This dataset was not used in any way during development and optimization of the method.

5.4 Experiments and Validation

5.4.1 Motion Estimation

5.4.1.1 Tracking of a Point in the Plaque

First, we evaluated the NME method on the 11 carotid artery images in dataset I, for points in the plaque region. Validation of the motion estimation accuracy was performed by comparing automated to manual tracking. In each image sequence, $\tau = 150$ time frames per carotid were tracked by $J = 3$ observers (GK, SO, ZA). A point on the plaque $p^j(t)$ was selected by an observer $j$ who manually tracked the motion in each time frame. The displacements tracked by each observer on each frame are denoted by: $d^j(t) = p^j(t) - p^j(0)$. We established as the ground truth $d^*(t)$ the average of the displacements for all observers on each time frame: $d^*(t) = \frac{1}{J} \sum_{j=1}^{J} d^j(t)$. In order to automatically obtain the displacement of $p^j(0)$ across the subsequent time frames, we apply a composition of the forward and inverse transformation (as explained in [133]): $\tilde{T}(s, t) = T(T^{-1}(s, 0), t)$. We denote the resulting displacements obtained with this transformation as $q^j(t)$, i.e.: $q^j(t) = \tilde{T}(p^j(0), t) - p^j(0)$. This is done to directly compare the displacement pattern between trackings, irrespective of the absolute start position $p^j(0)$, which was slightly different across observers. All automated trackings $q^j(t)$ were compared against the ground truth $(d^*(t))$, and
we computed the longitudinal error $e^j_x(t)$, radial error $e^j_y(t)$, and Euclidean error $e^j_{Euclid}(t)$ for each time frame:

$$e^j_x(t) = q^j_x(t) - d^*_x(t)$$

$$e^j_y(t) = q^j_y(t) - d^*_y(t)$$

$$e^j_{Euclid}(t) = \sqrt{e^j_x(t)^2 + e^j_y(t)^2}$$

We calculated the root mean square error (RMSE) over time for each carotid artery and for each observer $j$. The errors were averaged over $j$ to obtain a single measure per image sequence:

$$\varepsilon_x = \frac{1}{J} \sum_{j=1}^{J} \sqrt{\frac{1}{\tau} \sum_{t=1}^{\tau} e^j_x(t)^2}$$

$$\varepsilon_y = \frac{1}{J} \sum_{j=1}^{J} \sqrt{\frac{1}{\tau} \sum_{t=1}^{\tau} e^j_y(t)^2}$$

$$\varepsilon_{Euclid} = \frac{1}{J} \sum_{j=1}^{J} \sqrt{\frac{1}{\tau} \sum_{t=1}^{\tau} e^j_{Euclid}(t)^2}$$

To quantify the interobserver variability, we also computed RMSE for each observer with respect to the ground truth.

The NME method was evaluated with different settings for the B-spline control point spacing $\beta$, the number of resolutions $\rho$ (employed in the multi-resolution strategy used by NME), and the degree of image smoothing $\sigma$. For $\beta$ we investigated a range of $1.25\ mm$ to $20\ mm$ for the spatial dimension of the grid spacing, and a range of 3 to 12 frames for the temporal dimension. For the number of resolutions, we tested $\rho = 3$ and $\rho = 5$. For the degree of smoothing, we evaluated $\sigma = 0.5$, $\sigma = 1$, and $\sigma = 2$ voxels. In total, 42 different configurations were tested and the optimal configuration was selected. The best configuration was compared with results obtained by each observer and with the LRST method proposed in [131], which is a conventional speckle tracking technique for obtaining a local motion estimate in ultrasound images. A statistical analysis among groups was performed with repeated ANOVA test. For all the statistical tests in this work, we considered the significance level as $p < 0.05$. 
5.4.1.2 Tracking of Points in the Arterial Wall

In this experiment, we evaluated NME on different locations on the wall of the carotid artery. For this purpose, we divided the carotid artery into three segments. A point on the wall in each segment was selected and tracked by two observers (DC, ZA) in 100 frames for the 9 carotid arteries in dataset I'. In these experiments we used the optimal parameters defined in the previous experiment and the same evaluation methodology. We performed independent t-tests to evaluate the statistical significance between the NME and the difference between observers for $\varepsilon_x$, $\varepsilon_y$ and $\varepsilon_{Eucld}$.

5.4.2 Lumen Segmentation

Validation of automatic lumen contour extraction was achieved by comparing to manual lumen segmentations of two independent observers (DC, ZA) in the nine carotid arteries of dataset I' and the ten carotid arteries of dataset II. The evaluation was performed in the epitome images for both datasets, and in five randomly selected time frames $t \in \{11, 18, 37, 74, 135\}$ in the images of dataset I'. The average of the manual segmentations of the two observers was considered as the ground truth. The differences between automated and manual segmentation were expressed as RMSE. The RMSE between two observers was considered as interobserver variability. An alternative definition for interobserver variability would have been to compute the average RMSE between observer and the ground truth, but since the ground truth is based on exactly these two observers, this would give a too optimistic estimate of interobserver variability.

For the artifact detection step, we initialized the parameters of the classes of the Gaussian mixture model based on typical appearance of intensities in BMUS and CEUS images of dataset I' as follows: $\theta_B = \{\mu_B, \sigma_B, \mu_B^t, \sigma_B^t\} = \{10, 6, 10, 6\}$ (background), $\theta_T = \{10, 10, 150, 30\}$ (tissue). For the artifact class we used different initializations for the upper ($\theta_A = \{200, 10, 200, 10\}$) and lower part ($\theta_A = \{120, 20, 150, 10\}$). The exact initialization values for each class are not critical as the expectation-maximization method uses these values only as a starting point for optimization. We used the following values to define the narrow bands: $\kappa_1 = 2\, mm$ (for shadow detection), $\kappa_2 = 1\, mm$ (for initialization of the lumen class in the Gaussian mixture model). $\kappa_1$ and $\kappa_2$ were selected as a narrow band around the centerline to ensure the selection of pixels inside of the lumen in case of high stenosis. The value of $\kappa_2$ is smaller because it is used for initializing the intensity distribution parameters of the lumen class; therefore it is important that only structures that belong to the lumen are selected. For the lumen contour refinement step, we chose $\kappa_3 = 5\, mm$ which is large enough to follow the typically observed local curvature of the initial detected contours. In Equation 1 for the penalty weighting factors we chose $\gamma_1 = 10$, which means 10% additional cost for a step, and $\gamma_2 = 1000$, which means 1% additional cost for each 1\, mm (10 pixels) away from the centerline. The lumen segmentation results were statistically analyzed using independent t-tests.
5.5 Results

5.4.3 Carotid Artery Distensibility

The distensibility measurements for $DC$-Line and $DC$-ROI were evaluated on the nine carotid arteries in dataset I’ by comparing to manual measurements. For the manual $DC$ measurement, we selected a line profile (Fig. 5.7a) approximately orthogonal to the centerline in the BMUS, and extracted it over 150 time frames ($\sim 7$ seconds, $\sim 7$ cardiac cycles) in order to obtain a virtual representation of M-mode ultrasound (see Fig. 5.7b). Two observers (DC and ZA) traced the displacement of one point on the near and far wall of the artery in the virtual M-mode, while also inspecting the positions of the traced points on the BMUS images. Based on these annotations, we calculated $DC$ for each cardiac cycle of the image sequence, and averaged the results over all cardiac cycles. The results obtained by the two observers, $DC$-Line and $DC$-ROI were compared against the ground truth with independent t-tests. Finally, to show the potential of the method for deriving more advanced arterial stiffness parameters, we show plots of the diameter evolution over time for a healthy section and a plaque section in each carotid artery.

5.5 Results

5.5.1 Nonrigid Motion Estimation

The results of the experiment evaluating the displacement of a point in the plaque are shown in Tab. 5.1, where the registration errors for NME vs. ground truth, the inter-observer variabilities (observers vs. ground truth), and the errors of the LRST
Table 5.1: Mean ± std. dev. of motion estimation accuracy ($\varepsilon_x$, $\varepsilon_y$ and $\varepsilon_{Euclid}$) for NME, the three observers (Obs.) and the LRST method, evaluated in dataset I using a single point in plaque tracked over 150 time frames (all units are in $\mu m$).

<table>
<thead>
<tr>
<th>Method</th>
<th>Obs. 1</th>
<th>Obs. 2</th>
<th>Obs. 3</th>
<th>LRST</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_x$</td>
<td>99±74</td>
<td>74±21</td>
<td>93±82</td>
<td>64±70</td>
</tr>
<tr>
<td>$\varepsilon_y$</td>
<td>47±18</td>
<td>38±13</td>
<td>39±2</td>
<td>37±7</td>
</tr>
<tr>
<td>$\varepsilon_{Euclid}$</td>
<td>112±73</td>
<td>86±27</td>
<td>102±77</td>
<td>76±70</td>
</tr>
</tbody>
</table>

Table 5.2: Mean ± std. dev. of motion estimation accuracy for NME and two observers (Obs.), evaluated in dataset I’ for three points selected on different sections of the carotid arteries over 100 time frames (all units are in $\mu m$).

<table>
<thead>
<tr>
<th>Method</th>
<th>Obs. 1 vs. Obs. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_x$</td>
<td>217±112</td>
</tr>
<tr>
<td>$\varepsilon_y$</td>
<td>277±94</td>
</tr>
<tr>
<td>$\varepsilon_{Euclid}$</td>
<td>381±152</td>
</tr>
</tbody>
</table>

The results from Tab. 5.1 were subjected to an ANOVA test, comparing the error scores of NME, LRST and the observers. No statistical significance was found among groups. The results of Tab. 5.2 were compared with independent t-tests. Significant difference between NME and the interobserver variability was found for $\varepsilon_y$, but not for $\varepsilon_x$ and $\varepsilon_{Euclid}$.

### 5.5.2 Lumen Segmentation

Figure 5.9 shows the carotid artery lumen segmentation results of Fig. 5.1. Tab. 5.3 shows the RMSE between manual segmentations of the two observers (IO = interobserver variability), and between automated segmentation and the ground truth (AG = Automated vs. ground truth) in datasets I and II, both for the epitome images and the randomly selected time-frames. In dataset I’, the average RMSE for both upper and lower contours was 191±43$\mu m$ for the epitome images and 234±36$\mu m$ for the five randomly selected time-frames respectively. In dataset II, the average RMSE was 351±176$\mu m$ for the epitome images.

Independent t-tests were performed to analyze the results shown in Tab. 5.3. Differences between IO and AG were not significant. The observed differences between upper and lower contour were significant for the epitome images in dataset I’, both for IO and AG, and for the five time-frames for AG. Observed differences between dataset I’ and II were only significant for AG in the upper lumen contour.
Figure 5.8: Parameter evaluation for motion estimation. For different number of resolutions (\(\rho = 3\) and \(\rho = 5\)), degrees of smoothing \(\sigma\), and spacings of the B-spline control points (\(\beta\)), the NME error \(\varepsilon_{Euc, tid}\) is shown. The optimum configuration is indicated by the black box.

<table>
<thead>
<tr>
<th>Resolution (\text{mm} \times \text{mm} \times \text{mm} \times \text{Frames})</th>
<th>(\sigma \text{ (voxels)})</th>
<th>(\rho = 3)</th>
<th>(\rho = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10x10x12</td>
<td>0.5</td>
<td>245</td>
<td>258</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>236</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>227</td>
</tr>
<tr>
<td>2x2x2x2</td>
<td></td>
<td>10x10x6</td>
<td>218</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>191</td>
</tr>
<tr>
<td>20x20x3</td>
<td></td>
<td>10x10x10</td>
<td>304</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>279</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>259</td>
</tr>
<tr>
<td>5x5x3</td>
<td></td>
<td>10x10</td>
<td>214</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>193</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>176</td>
</tr>
<tr>
<td>2.5x2.5x3</td>
<td></td>
<td>5x5x3</td>
<td>131</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>136</td>
</tr>
<tr>
<td>1.25x1.25x3</td>
<td></td>
<td>2.5x2.5x3</td>
<td>113</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>134</td>
</tr>
</tbody>
</table>

Table 5.3: Mean \(\pm\) std. dev. RMSE for upper and lower contours in datasets I’ and II (all units are in \(\mu m\)).
5.5.3 Distensibility Measurements

Figure 5.10 shows the carotid artery distensibility measurements based on manual and automated measurements, for dataset Γ. In general, the automated distensibility results are conformable to the manual distensibility results. Furthermore, our distensibility coefficient results for 9 carotid arteries (13.1 ± 4.4[10^-3/kPa]) are in accordance with the results reported in the literature (10.5 ± 4.4[10^-3/kPa]) [125]. Whereas DC-Line tends to underestimate the distensibility, compared with the manual measurement, DC-ROI tends to overestimate. No statistically significant differences were found between the ground truth and the values obtained by the observers, DC-Line and DC-ROI.

Figure 5.11 shows plots of the diameter evolution over several cardiac cycles, for a healthy section and a plaque section in each carotid artery.

5.6 Discussion

We presented a lumen segmentation method which uses the combined information of BMUS and CEUS. First, motion compensation was applied to construct epim-ome images, which are used for segmentation. Subsequently, the segmentation and the nonrigid motion estimate are employed to calculate the arterial distensibility. Carotid artery distensibility is an example application of our proposed method. The method provides reliable segmentation of carotid lumen in subjects with atherosclerotic plaques, which can also be a basis for further processing such as segmentation of
5.6 Discussion

Figure 5.10: Comparison of carotid artery distensibility based on manual and automated measurements (*DC*-Line and *DC*-ROI)

Figure 5.11: Arterial diameters vs. time for the nine patients in healthy and plaque sections. The measurements were performed with *DC*-Line.
plaque, assessment of plaque perfusion, and assessment of plaque vulnerability. Since the method requires contrast agent to be injected, we expect that it will be more likely used in the management of early stage disease with visible plaques than in large-scale screening of at risk populations.

The NME method provides results comparable with LRST, which tracks motion locally, whereas NME performs a nonrigid motion compensation of the entire image. The selection of the design parameters of the NME was performed by evaluating the motion of a point that is clearly visible across the whole sequence, situated within the atherosclerotic plaque. In this experiment, the RMSE between NME and the ground truth was around one pixel. Results acquired with NME are comparable with those obtained by observers and with LRST. However, tracking points situated elsewhere in the arterial wall led to larger errors. Both the interobserver variability and the NME vs. ground truth were around 3 pixels. These errors seem mainly due to the lack of clearly visible structures in the arterial wall, complicating the motion estimation, both manually and automatically, especially in the x-direction.

Our method segments accurately the lumen in images that are contaminated with noise in the lumen, artifacts (e.g. clutter or reverberation), and attenuation in the BMUS part and nonlinear propagation artifacts in the CEUS part. As shown in Tab. 5.3, the errors between automated and ground truth segmentations of dataset I' are in the same order as the error between two observers. This means our method is as good as manual delineation of the lumen contours for dataset I'. The error in the lower lumen contour is higher than the error in the upper contour for epitome images of dataset I'. A possible cause for this is the (remaining) influence of the pseudo-enhancement in the lower contour, which makes segmentation more difficult. Therefore, the interobserver variability for the lower contour is also higher than the variability for the upper contour in dataset I'. As seen in Tab. 5.3, the errors between automated and ground truth segmentations in dataset II are in the same order as the error between two observers. However, the errors in dataset II appear higher than the errors in dataset I' (although the difference was only significant for the automatic segmentation accuracy in the upper contour). This may be caused by the presence of severe stenosis and heavy shadowing due to calcifications in dataset II. The shadowed regions might not only cause larger errors, but they also complicate manual segmentation. As stated before, it has been reported that the lumen segmentation methods using only BMUS have limitations in presence of atherosclerotic plaque [119–121]. The epitome BMUS and CEUS images obtained through NME result in better lumen identification and noise suppression in the atherosclerotic carotids. This provides a clearer separation of the lumen-intima interface, leading to accurate lumen segmentation. To best of our knowledge, our work is the first to use the combination of BMUS and CEUS to segment the lumen, which deals with all the difficulties that have been mentioned in the literature so far for atherosclerotic carotid arteries.

The artifact detection step based on the joint histogram analysis requires a relatively large set of user-defined parameters (Θ). Nevertheless, the exact values are not crucial, since they are used only as initialization parameter for an iterative expectation-maximization approach that further optimizes these joint histogram parameters. The remaining parameters of the lumen segmentation method were defined based on geometrical considerations, taking into account the typical anatomy of the carotid artery,
and based on initial trial-and-error experiments on dataset I. The experimental results for dataset II confirm that the method was not “over-tuned” on dataset I. As seen in Fig. 5.5, the method handles severely stenosed cases.

Our proposed method is also able to measure the carotid artery distensibility coefficient $DC$, and potentially also more advanced measures of arterial stiffness. Two methods for measuring distensibility were investigated: $DC$-Line and $DC$-ROI. In Fig. 5.10, it was shown that the $DC$-ROI method overestimated the $DC$ in several carotid arteries, especially case 7 and 9. This is due to the difficulty in selecting a ROI that is fully free from plaque around the selected line. Having a partial inclusion of plaque in the ROI will influence the distensibility results as the stiffness of the wall is not well-defined in plaque regions. Distensibility is used as a measure of local vessel stiffness by calculating circumferential stretching, assuming a circular cross section and a fixed radius. This is by definition not the case in a stenosis, and the resulting number cannot be compared to a normal region next to it. The $DC$-Line method yielded results more similar to the inter-observer variability. The observers' distensibility annotations were performed on the virtual M-Mode, which represents a single intensity profile across time. The observers tend to agree more on tracking the brightest layer across the time frames in this visualization than in the 2D+t visualization, which was employed for the manual annotations in the other experiments. It is important to notice that it is not possible to track a point displacement in all directions on the virtual M-Mode. Inspection of temporal evolution of the arterial diameters (Fig. 5.11) suggests that the diameter variation for some plaques is highly similar to the healthy sections, while for other plaques the diameter variation is lower in the plaque sections than in the healthy sections. Further studies on larger patient groups should investigate the relations to plaque properties and potential associations with clinical outcomes.

Our proposed method is currently implemented for offline postprocessing. The NME takes around 9 minutes on a Intel Xeon CPU E5520. Segmentation of the carotid lumen in the epitome image takes less than a minute. Transforming the detected contours from the epitome image to all time frames takes around 3 minutes. Measuring distensibility for 1 cm length of vessel (about 100 cross-sectional lines) takes less than a minute for a 10 second cine clip.

A distinct advantage of our method is that the operations can be performed without user interaction; we just selected a ROI to perform the distensibility evaluation. As a limitation, our data acquisition was not optimized for the purpose of assessment of arterial distensibility, but optimized for plaque perfusion assessment. This may explain some of the erroneous distensibility results for individual subjects. We showed that our distensibility results are in the same order as presented in the literature. However, these comparisons should be made with care, as stiffness measures may depend on the blood pressure values. Therefore, the current results should not be used yet for a per-subject distensibility assessment. The proposed method for quantifying the lumen geometry over time might also be useful for other applications such as central pressure estimation [142–144].

Our method is fully automatic for a single carotid branch. We only focused on one branch and excluded carotid arteries with bifurcation and cases with jugular vein presence. As a future work, we would like to include automatic vessel detection in
presence of jugular vein and carotid arteries with bifurcation. For these cases, it will be necessary to modify the automated centerline detection stage. Also, we would like to add media-adventitia layer detection, including plaque segmentation.

5.7 Conclusions

We have performed an accurate lumen segmentation of the carotid artery based on combined BMUS and CEUS images. Our segmentation approach enables the user to detect the lumen-intima border of the artery which can hardly be detected in standard BMUS. The extraction of the motion pattern from the image sequence leads to epitome images that facilitate the lumen segmentation, and furthermore, the assessment of the arterial distensibility, or other, more advanced arterial stiffness parameters. The method is automated, an extensive evaluation was performed, and the results are accurate. Therefore, our method could become a valuable tool for the analysis of atherosclerotic carotid arteries.
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Abstract: Carotid plaque segmentation in B-mode ultrasound (BMUS) and contrast-enhanced ultrasound (CEUS) is crucial to the assessment of plaque morphology and composition, which are linked to plaque vulnerability. Segmentation in BMUS is challenging because of noise, artifacts and echo-lucent plaques. CEUS allows better delineation of the lumen but contains artifacts and lacks tissue information. We describe a method that exploits the combined information from simultaneously acquired BMUS and CEUS images. Our method consists of nonrigid motion estimation, vessel detection, lumen–intima segmentation and media–adventitia segmentation. The evaluation was performed in training (n = 20 carotids) and test (n = 28) data sets by comparison with manually obtained ground truth. The average root-mean-square errors in the training and test data sets were comparable for media–adventitia (411 ± 224 and 393 ± 239 µm) and for lumen–intima (362 ± 192 and 388 ± 200 µm), and were comparable to inter-observer variability. To the best of our knowledge, this is the first method to perform fully automatic carotid plaque segmentation using combined BMUS and CEUS.
6 Automated Carotid Plaque Segmentation in BMUS and CEUS

6.1 Introduction

Cerebrovascular disease ranks as the third leading cause of death worldwide [91]. The carotid arteries are two vessels located at both sides of the neck. They are responsible for providing blood to the brain and muscles of the face. Each carotid artery is a common carotid artery (CCA), which forks into two branches: internal carotid artery (ICA) and external carotid artery (ECA). The incidence of ischemic strokes is highly associated with the rupture of atherosclerotic plaques in the carotid artery [60]. Rupture can cause severe vessel obstruction as a result of distal propagation of a thrombus [92]. The formation of an atherosclerotic plaque occurs because of atherosclerosis, which is a process of inflammation in the arterial wall. To assess the risk of rupture, current clinical practice relies heavily on the degree of stenosis. However, there is an increasing awareness that it is not the size of the plaque, but its composition that is related to risk of rupture. For example, intra-plaque neovascularization (IPN) has been linked to plaque vulnerability in several histopathologic studies [145–147]. Ultrasound has been widely used as a standard tool for inexpensive and non-invasive diagnosis of carotid plaque morphology and composition. Different ultrasound techniques have been used such as standard B-mode ultrasound (BMUS), color Doppler and contrast-enhanced ultrasound (CEUS) [109]. For the accurate assessment of the degree of stenosis and plaque composition, objective and reproducible segmentation of carotid plaques from ultrasound images is a crucial step.

So far, carotid plaque segmentation has been performed mainly on standard BMUS images [121, 148, 149]. However, in standard BMUS images, this is difficult and can be inaccurate because of the noise in the lumen, artifacts, lumen irregularity and echo-lucent plaques. Color Doppler provides an approximate view of blood flow in the lumen, but its result is dependent on user-controlled settings (e.g., Doppler gain, wall filter and velocity range) and local direction of flow. This may overestimate or underestimate the lumen, and thus segmenting plaques from color Doppler images would lead to inaccurate results. CEUS allows better delineation of the carotid lumen than standard BMUS [109,114,115]. CEUS provides visualization of the vessel lumen regardless of flow velocity and direction by the use of ultrasound contrast agents. However, CEUS contains specific artifacts and contains no tissue information [132], which make the plaque segmentation difficult.

Some studies have addressed carotid plaque segmentation in longitudinal vessel cross sections visualized with standard BMUS [121,148,149]. Loizou et al. [148] described a method based on gray-scale normalization, speckle reduction filtering and snake segmentation. The method compares the accuracy of four snake techniques in 80 patients. The method is automatic and uses color Doppler images to avoid the difficulties in echo-lucent plaque detection in BMUS and to extract the initial snake contour. Several limitations of the study were reported: (i) overlap of color flow with wall or plaque tissue; (ii) lack of information for low-velocity regions; (iii) convergence of snake to false local minima; and (iv) exclusion of echo-lucent and calcified plaques. Loizou et al. [149] described another plaque segmentation method based on snake segmentation, in which the plaque is segmented in different time frames, according to a manual initialization in the first time frame. Destrempes et al. [121] presented a plaque segmentation method that models the intensities of vessel lumen, plaque
and adventitial wall with a mixture of three Nakagami distributions. The mixture parameters were first estimated with an expectation–maximization (EM) algorithm, and this yielded the likelihood of a Bayesian segmentation model. They also obtained the motion fields in the image sequence using an optical flow technique and used it as a prior of the Bayesian model which includes a local geometric smoothness constraint. The method was tested on 93 sequences of 33 patients (in total 8988 images). The method is semi-automatic because it requires manual segmentation of plaque in the first frame.

Because of the noise, artifacts and echo-lucent plaques, the fully automatic segmentation of plaques in BMUS images remains a challenge. Two specific types of plaque (I and V according to the classification of Nicolaides et al. [150] are particularly challenging. Type I plaques are uniformly echo-lucent, making it very difficult to differentiate their intensity from that of the lumen. Type V plaques present with calcified caps that cause shadows.

Contrast-enhanced ultrasound allows delineation of the vessel lumen, but it also enables the detection of IPN. The ultrasound contrast agent enters the plaque neovascularure and is seen as intermittently appearing bright spots. For assessment of IPN from CEUS images, a first step is delineation of the plaque region of interest (ROI). Several studies have used manual delineation, which is subjective and tedious [151–154]. As tissue information is absent in CEUS images, automatic plaque segmentation is extremely difficult. Some studies have addressed plaque segmentation in CEUS images [155, 156]. Hoogi et al. [155] segmented the lumen with an active contour method and fit a parabola to the arterial wall, enabling plaque segmentation in a single frame. A limitation of the method is the fact that media–adventitia is not segmented but estimated by a parabola. Molinari et al. [156] performed automatic segmentation of the plaque and characterization of its tissue in BMUS enhanced with ultrasound contrast agent. The plaque was segmented by a k-means classification algorithm and subsequent application of a deformable model. They reported that use of contrast-enhanced BMUS overcomes the difficulties encountered in segmenting echo-lucent plaques in standard BMUS. However, the method was evaluated on only five echo-lucent plaques. Zhang et al. [157] proposed a method in CEUS images that uses spatiotemporal analysis and snakes. The method uses the spatial correlation of time–intensity curves to detect initial contours of plaques, and then deforms them to refined contours with a gradient vector flow snake. This method requires a user-defined ROI around the plaque in the CEUS image to simplify the segmentation process. In another study, Zhang et al. [158] presented interactive plaque segmentation in CEUS. A mean image with improved signal-to-noise ratio (SNR) was obtained by time-averaging the image sequence, and interactive plaque segmentation was performed in the temporal mean image. The user needs to indicate points on the plaque border and B-spline interpolation of the discrete points is used to get a smooth closed curve. No motion compensation is performed, and the segmentation is fully manual. Several algorithms have been described that segment intima–media thickness (IMT) in asymptomatic carotids in BMUS. Because they do not consider the presence of atherosclerotic plaques in the carotids, they are not applicable to plaque segmentation. Liang et al. [159] presented a method to detect arterial boundaries in a userselected ROI through multiscale dynamic programming (DP). The cost function is constructed...
from a weighted sum of features and geometric characteristics extracted from a manually segmented training set. The method does not segment IMT in the presence of plaque. Cheng and Jiang [160] used a dual dynamic programming (DDP) approach to detect the intima and adventitia layers of the common carotid wall. The method is semiautomatic and requires the manual selection of a ROI containing the layers. Destrempes et al. [111] presented a method that segments the IMT through EM in a manually selected ROI. The EM is initialized using three Nakagami distributions to represent the intima–media layers, the lumen and the adventitia. The method was evaluated on healthy common carotids. Teynor et al. [127] used the DDP method of Zhou et al. [161] in conjunction with manual user interactions to track the systolic and diastolic IMT of asymptomatic carotids in a manually defined ROI. Zhou et al. [161] described a method that merges different techniques to segment the intima–media layer and presents a novel DP approach, dual line detection (DLD). An edge map is created from the output of two edge detectors in different scales. The DLD is applied on local segments of this edge map. In the end, the calculated contours are employed as an input for a snake segmentation model.

Some studies have also investigated automatic carotid vessel detection in BMUS, which could be used as a first step to automate plaque segmentation. Molinari et al. [156] tracked the adventitia layer by using geometric feature extraction, line fitting, and line classification of the CCA. The method is sensitive to inhomogeneities in lumen intensities. Rocha et al. [162] employed DP to automatically extract the lumen axis of the CCA. The proposed methods are limited to the common carotid artery, and thus, multibranch carotid artery detection still remains a challenge.

Previous studies worked on only BMUS or only CEUS, and therefore, they were vulnerable to difficulties associated with these imaging modalities. This limits their performance. BMUS and CEUS present complementary information. In this study, we exploit the combined information from simultaneously acquired BMUS and CEUS images to overcome the difficulties of plaque segmentation in previous studies. An example of side-by-side simultaneously acquired BMUS and CEUS images and a schematic of arterial wall layers are illustrated in Figure 6.1. The advantage of this combination is that CEUS reveals a better delineation of the lumen, whereas BMUS provides the visualization of tissues. Because CEUS does not contain any information about the tissues, the combination with BMUS is necessary to accurately segment the plaque. We propose a novel and fully automatic carotid plaque segmentation method that overcomes the difficulties encountered in the separate use of BMUS and CEUS.

6.2 Methods

In our study, we use simultaneously acquired sideby-side BMUS and CEUS image sequences (a time frame is seen in Fig. 6.2). Simultaneous BMUS and CEUS imaging leads to two 2-D+time (2-D+t) image series, \( I_{BMUS}(s,t) \) and \( I_{CEUS}(s,t) \), where \( s \) is a spatial coordinate \((x,y)\) and \( t \) is the time frame index with \( t = 1...\tau \) (\( \tau \) = number of time frames). Our proposed segmentation method for carotid plaques consists of three main steps: non-rigid motion estimation and compensation, automated vessel detection and plaque segmentation. Figure 6.3 is a flowchart of the method.
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Figure 6.1: Simultaneously acquired BMUS and CEUS images with typical artifacts and schematic depiction of arterial wall layers. BMUS = B-mode ultrasound; CEUS = contrast-enhanced ultrasound.

Figure 6.2: Single time frame of simultaneously acquired BMUS and CEUS images indicating the challenges of plaque segmentation in BMUS and CEUS images. BMUS = B-mode ultrasound; CEUS = contrast-enhanced ultrasound.
6.2.1 Non-rigid motion estimation and compensation

In a previous work (Carvalho et al. 2014), we proposed a non-rigid motion compensation method for simultaneously acquired BMUS and CEUS image sequences. As the first step in our plaque segmentation method, we obtain single BMUS and CEUS “epitome” images \((\bar{I}_{BMUS}(s), \bar{I}_{CEUS}(s))\) (Fig. 6.4a, b) with improved SNR by averaging the image intensities of each pixel over time in the motion-compensated BMUS/CEUS image sequences \((\bar{I}^*_{BMUS}(s,t), \bar{I}^*_{CEUS}(s,t))\). In the proposed motion compensation method, we estimate the non-rigid deformation \((T(s,t))\) of the carotid over time from the BMUS image sequence and subsequently compensate the motion in both the BMUS and CEUS image sequences. The method performs a groupwise registration of the entire 2-D+t data set. It produces a non-rigid motion estimate on the complete image, differently than existing local motion estimation techniques in ultrasound [128–131]. The deformations are modeled by a nonrigid 2-D+t B-spline transformation, ensuring smoothness in both the spatial and temporal dimensions. An adaptive stochastic gradient descent optimizer [85] is employed to calculate the transformation parameters that minimize a dissimilarity measure based on the variance of the intensities at corresponding spatial locations. The non-rigid motion compensation method is described and evaluated in detail in Carvalho et al. [163], see also Chapter 5. All further processing is performed on the epitome images \(\bar{I}_{BMUS}(s)\) and \(\bar{I}_{CEUS}(s)\).

6.2.2 Automated vessel detection

Before plaque segmentation, we perform automated detection of vessels in the BMUS and CEUS epitome images. CEUS images provide only perfusion information on vessels, which avoids the confusion of vessel-like anatomic structures in the BMUS images. However, CEUS presents artifacts that might cause false detection. We assume that there is at least one vessel in the image plane as images are acquired for the carotid examination. We further assume the proximal part of the carotid (CCA) is on the right side of the image, according to the standardized scanning protocol. The bifurcation may or may not be within the field of view, and the jugular vein may or may not be visible. Figure 6.4 illustrates the possible scenarios. To identify the arteries of interest (CCA, ICA, ECA), we propose a four-stage algorithm, consisting of: (i) rough lumen identification, (ii) morphologic operations, (iii) vessel profile scanning and (iv) heuristic classification of vessel candidates.

6.2.2.1 Rough lumen identification.

We apply an intensity-based classification in the BMUS and CEUS epitome images to identify true lumen and circumvent artifacts as described in detail in our previous study [164]. On the basis of the typical intensity distribution of classes (background, tissue, lumen and artifacts) in the joint histogram of BMUS and CEUS epitomes, we initialize these classes and feed them into an EM algorithm. This results in a fuzzy segmentation, indicating for each pixel the probability that it is located in a lumen.
Figure 6.3: Flowchart of the method, comprising inputs (green), operations (red) and outputs (blue). $T(s,t) =$ transformation obtained from BMUS with NME. $I_{BMUS}^*(s)$ and $I_{CEUS}^*(s) =$ motion-compensated BMUS and CEUS, respectively; $\bar{I}_{BMUS}(s)$ and $\bar{I}_{CEUS}(s) =$ epitome images; \( s \) = spatial position \((x,y)\) within the image; \( t \) = time frame index; BMUS = B-mode ultrasound; CEUS = contrast-enhanced ultrasound; MA = media–adventitia; LI = lumen–intima; AW = adventitia wall; NME = non-rigid motion estimation.

### 6.2.2.2 Morphologic processing.

In this step, morphologic opening using a disk-shaped structuring element with radius 1 mm is applied to remove noise or small objects, such as remaining artifacts in the probabilistic lumen segmentation obtained in the previous step. We assume that after this aggressive morphologic opening, any isolated artifacts have been eliminated from the probabilistic lumen segmentation. Next, we convert this probabilistic segmentation to a binary image using Otsu’s global image threshold. Subsequently, we extract the edges from the binary image using a Canny edge detector.

### 6.2.2.3 Vessel profile scanning.

In this step, we vertically scan the edge map at each $x$ position (i.e., column), from top to bottom, and record each pair of edge points. Assuming that these pairs of edge points represent the boundaries of a vessel, we calculate the center points and connect them to each other from column to column (left to right) based on the closest Euclidean distance. To compensate for missed regions caused by acoustic shadowing or out-of-plane artifacts, we use linear interpolation between detected center points for empty regions.

### 6.2.2.4 Heuristic classification of vessel candidates.

We classify the detected candidates in a heuristic manner. In the most extreme case, a maximum of three vessels (jugular, internal and external carotid arteries, as seen in Fig. 6.3d) can be seen in the field of view of 3- or 4-cm depth in the standard carotid B-mode ultrasound. The possible combinations of detected vessels are as follows:

1. If only one vessel is detected (see Fig. 6.3a), it is considered the carotid artery.
Figure 6.4: Steps in lumen–intima interface detection for the given example in Figure 6.2. (a) CEUS epitome. (b) BMUS epitome. (c) Joint intensity histogram. (d) Result of intensity classification. (e, f) refined lumen–intima interface for (e) CEUS and (f) BMUS. BMUS=B-mode ultrasound; CEUS=contrast-enhanced ultrasound.
Figure 6.5: Possible scenarios of vessel geometry visible in the carotid ultrasound images. (a) CCA only. (b) JV and CCA. (c) Bifurcated carotid artery. (d) JV and bifurcated carotid artery. CCA = common carotid artery; ECA = external carotid artery; ICA = internal carotid artery; JV = jugular vein.
2. If two vessels are detected, these may be a jugular vein and a carotid artery (see Fig. 6.3b) or a bifurcated artery (see Fig. 6.3c). To discriminate between these two cases, we analyze the detected center point sets for the two vessels. If they do not have a “common center points region,” that is, a part where the centerlines merge, or if this region is less than 5 mm long, we consider these two vessels as separate vessels (jugular and carotid). In this case, the topmost one is the jugular vein and the bottom one is the carotid artery. If the common center points region (see Fig. 6.3c) is at least 5 mm long, we consider it a carotid bifurcation. In this case, the x-position where the centerline undergoes the largest vertical shift indicates the bifurcation point. The upper branch is the ICA.

3. If three vessels are detected (see Fig. 6.3d), we consider the topmost as the jugular vein and both of the others as a bifurcated artery, which consists of internal and external carotid branches.

Having identified the arteries of interest, on the basis of the procedure described above, we proceed with vessel wall segmentation. In the case of a single-branch carotid artery detection (see Fig. 6.3a, b), we segment the lumen–intima (LI) and media–adventitia (MA) interfaces of the near wall (upper wall) and far wall (lower wall) of the artery as described in the following sections. In the case of a bifurcated carotid artery detection (see Fig. 6.3c, d), we segment the LI and MA interfaces of the near wall, the far wall and the bifurcation region (see Fig. 6.3c) of the artery.

### 6.2.3 Plaque segmentation

To detect the carotid plaques, we sequentially segment LI and MA interfaces of the upper and lower carotid walls and apply the Mannheim consensus [165] for delimitation of the plaque. The Mannheim consensus established the metrics to identify the plaque: “Plaque is defined as a focal structure that encroaches into the arterial lumen by at least 0.5 mm or 50% of the surrounding IMT value or demonstrates a thickness >1.5 mm as measured from the media–adventitia interface to the intima–lumen interface.” In the following sections, we briefly describe LI interface segmentation adopted from our previous work [164] and MA interface segmentation using multi-dimensional dynamic programming (MDP) for parallel curves. The MA interface segmentation is the main focus of this study. The LI and MA interfaces obtained in the epitome images can be warped back to each time frame using the transformation $T(s,t)$ resulting from the non-rigid motion estimation described under Non-rigid Motion Estimation and Compensation. This allows us to follow plaques over time and also allows possible applications such as arterial distensibility, IPN quantification and plaque characterization.

#### 6.2.3.1 Lumen–intima interface segmentation

We perform LI interface segmentation of the carotid artery on the epitome images $I_{BMUS}(s)$ and $I_{CEUS}(s)$. Our LI segmentation method, which is explained in detail in Akkus et al. [164], consists of five steps: centerline estimation, detection of shadowing,
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detection of artifacts, graphbased segmentation and refinement of lumen contours. To
segment a single-branch carotid artery, we perform the following steps.
First, we estimate the centerline of the carotid artery by applying a 2-D Gaussian
smoothing filter to the CEUS epitome image and finding a minimum cost path, using
dynamic programming in the $x$-direction [131, 135]. Second, we detect the shadow
regions by fitting a linear curve to the mean intensity profile of a band around the
centerline and neutralize these regions by assigning the same cost value. We then
re-detect the centerline (Fig. 6.4a, b). Third, we detect the CEUS-specific pseudo-
enhancement artifacts [132] and saturation artifacts [151] by using a joint intensity
classifier for BMUS and CEUS epitomes and suppress them in the CEUS epitome (Fig.
6.4c, d). Fourth, we detect the upper and lower LI interfaces in the CEUS epitome
using dynamic programming. Fifth, we refine the upper and lower LI interfaces by
resampling the neighborhood of the interfaces with subpixel precision and applying
dynamic programming (Fig. 6.4e, f).
In the case of a carotid bifurcation, we detect two separate centerlines for ICA and
ECA. We use the bifurcation point that was obtained in the vessel detection step (see
Automated Vessel Detection). Left of that point, we mask the quadrant to the lower
left side of the bifurcation point and detect the centerline for the upper branch (ICA)
plus the common carotid as explained above for a singlebranch artery. Then we mask
the upper left quadrant and detect the second centerline (ECA+CCA). Subsequently,
we detect the shadow regions and artifacts as explained above for a single-branch
carotid artery. Last, we detect the upper LI interface of the bifurcated artery from
the ICA+CCA centerline and the lower LI interface from the ECA+CCA centerline.
For the LI interfaces of the bifurcation region, we detect the upper LI interface in the
region between the ICA centerline and bifurcation line, and the lower LI interface in
the region between the bifurcation line and ECA centerline (Fig. 6.3c).

6.2.3.2 Media–adventitia interface segmentation.
As tissue information is suppressed in CEUS images, it is not possible to segment the
MA interface from CEUS images. We therefore segment the MA interface from the
simultaneously acquired BMUS epitome image, using MDP for detection of parallel
curves [160, 161]. The layers of the arterial wall in a BMUS image are illustrated
in Figure 6.1. As seen in Figure 6.1, the MA interface is the transition from the
media layer to the adventitia wall, characterized by a strong outward (from lumen)
intensity gradient. The adventitia wall is seen in the BMUS image as the brightest
part of the vessel wall. We define the centerline of this structure as the adventitia
wall (AW) position. The MA interface runs in parallel with the AW and they are
assumed to possess the following characteristics: intra-curve smoothness—both the
MA interface and AW should be a smooth curve; inter-curve smoothness—the MA
interface and AW should be nearly parallel within a specific distance; intima-media
(IM) distance—the distance between the MA and LI interfaces is between 0.3 and
1.5 mm [165, 166] in a vessel wall free from plaques and will increase in the case of
plaques.
6.2.3.3 Multidimensional dynamic programming for parallel curves.

The objective of MDP for parallel curves is finding two curves that minimize a certain cost function. Let \( \bar{I}_{BMUS}(s) \) be of size \( X \times Y \). The MA interface and the AW run from left to right (in the x-dimension) and are described by two coordinates \( y_{MA} \) and \( y_{AW} \) at each x-position, with \( 1 \leq y_1, y_2 \leq Y \). We find the optimal interfaces by minimizing a dedicated cost function composed of appearance and geometry-related terms. The appearance terms simulate that the MA curve traverses high outward gradient locations and that the AW curve passes through bright regions. The geometry terms favor solutions that satisfy the three above-mentioned characteristics.

The appearance cost of the MA interface (\( C_{MA} \)) is calculated by applying a Gaussian derivative filter with standard deviation of 0.3 mm, which gives the y-directional gradient of the BMUS epicenter image \( \widehat{\nabla_y I}_{BMUS}(s) = \pm \nabla_y G \ast \bar{I}_{BMUS}(s) \), where the sign is chosen such that gradients pointing outward from the lumen centerline are positive. The cost of the MA interface passing through coordinate \( s \) is then defined as \( C_{MA} = 1 - \frac{\widehat{\nabla_y I}_{BMUS}(s)}{\max_s \widehat{\nabla_y I}_{BMUS}(s)} \). The cost representing the AW is defined as \( C_{AW} = 1 - \frac{I_{BMUS}(s)}{\max_s I_{BMUS}(s)} \). For both \( C_{MA} \) and \( C_{AW} \), \( 0 \) is the optimal cost. The combined appearance cost is calculated by taking the average: \( C(x, y_1, y_2) = (C_{MA}(x, y_1) + C_{AW}(x, y_2))/2 \).

Multidimensional dynamic programming is defined by minimizing a cumulative cost function \( \bar{C} \), which combines the appearance costs with several geometry related terms:

\[
\bar{C}(x, y_1, y_2) = \min_{\delta_1, \delta_2 \in [-1,1]} \left[ \bar{C}(x - 1, y_1 - \delta_1, y_2 - \delta_2) + C(x, y_1, y_2) \cdot \right. \\
\left. (1 + \alpha_1)^{\delta_1} \cdot (1 + \alpha_1)^{\delta_2} + (1 + \alpha_2 \cdot |(y_1 - y_2) - (\delta_1 - \delta_2)|) + \alpha_3 \cdot P(x, y_1 - y_{LI}(x)) \right]
\]  

(6.1)

subject to \( d_{min} \leq (y_2 - y_1) \cdot R \leq d_{max} \) and \( 2 \leq x \leq N \), where \( \delta_1 \) and \( \delta_2 \) are the step sizes (in pixel units) in the \( y_1 \) and \( y_2 \) directions, \( \alpha_1 \) and \( \alpha_2 \) are weights for intra-curve smoothness and inter-curve smoothness, respectively, \( P \) is an IMT penalty term, \( y_{LI}(x) \) is the lumen–intima position, \( \alpha_3 \) is a weighting factor for the IMT penalty term, \( d_{min} \) and \( d_{max} \) are the minimal and maximal distance (in mm) between the MA interface and the AW and \( R \) is pixel spacing in millimeters. The MDP procedure for detection of parallel curves subject to the constraint \( d_{min} \leq (y_2 - y_1) \cdot R \leq d_{max} \) is illustrated in Figure 6.6.

The minimum and maximum allowed distances (\( d_{min} \) and \( d_{max} \)) between the MA interface and the AW are considered to be 0.3 and 1.5 mm, respectively, based on adventitial wall thickness measurements reported in previous studies (O’Leary and Bots 2010; Skilton et al. 2011) [166,167]. The IMT penalty term \( P(x, y_1 - y_{LI}(x)) \) encodes prior information on the expected distance between MA and LI, \( y_1 - y_{LI}(x) \), taking into account the possible presence of plaque at position \( x \). The IMT penalty function is defined as a combination of two sigmoid functions and an uncertainty region as seen in Figure 6.7 and the equation
6.2 Methods

Figure 6.6: Multidimensional dynamic programming for a given image of size $X \times Y$ to detect parallel curves subject to the constraint $d_{\text{min}} \leq (y_2 - y_1) \cdot R \leq d_{\text{max}}$ (gray region). $y_1$ and $y_2$ represent the positions of the two curves, as a function of the $x$-coordinate. The $3 \times 3$ dots indicate the search space $\delta_1, \delta_2 \in \{-1, 0, 1\}$.

$$p(x, d) = \begin{cases} 
1 - \tanh \left( \frac{c \cdot d}{\beta_1} \right) & d \in [0, \beta_1] \\
0 & d \in (\beta_1, \beta_2) \\
1 - \tanh \left( \frac{c (\beta_3(x) - d)}{\beta_3(x) - \beta_2(x)} \right) & d \in [\beta_2, \beta_3] \\
1 & d \in [\beta_3, +\infty]
\end{cases} \quad (6.2)$$

where $\beta_1 = 0.3 \, \text{mm}$ (minimum expected IMT); $\beta_2(x)$ is the maximum expected IMT at position $x$; $\beta_3(x) = \beta_2(x) + 3.5 \, \text{mm}$; $c = e^1$ (constant which supplies $\tanh(c) \approx 1$); and

$$\beta_2(x) = 1.5 \, \text{mm} + p(x) \cdot (D_{\text{max}} - D(x)) \cdot \gamma \quad (6.3)$$

where $p(x) \in \{0, 1\}$ indicates the presence of plaque at position $x$, $D_{\text{max}}$ is a representative lumen diameter (80th percentile of all lumen diameters along the artery); $D(x)$ is the local lumen diameter at position $x$ (clipped to $D_{\text{max}}$); and $\gamma = 1.5$ is a factor for outward growth of plaques.

The constant $\beta_1 = 0.3 \, \text{mm}$ mm was chosen based on minimum IMT values presented in the literature [166,167]. The point $\beta_2$ determines the length of the zero-penalty region, which represents the range of IMT values over which we assume no prior knowledge. Minimum $\beta_2$ was chosen 1.5 mm as the maximum expected IMT for a healthy carotid based on presented values in the literature [165–167]. The point $\beta_2$ is shifted based on local features, indicating the presence of plaque, $p(x)$, as seen in Eqn. 6.3. As features, we consider the shape of the LI interface and the degree of lumen stenosis. We propose two configurations of the method to estimate $p(x)$, both
of which are evaluated in the experiments. Configuration 1 uses only the shape of the LI interface. Configuration 2 uses both the shape of the LI interface and the degree of stenosis. These configurations will be explained in detail in the next subsections. In case $p(x) = 1$, point $\beta_2$ is shifted by an amount based on the estimated degree of stenosis ($D_{max} - D(x)$), multiplied by a factor $\gamma = 1.5$ to accommodate 50% outward growth of the plaque. After $\beta_2$, we apply an exponentially increasing penalty reaching its maximum at $\beta_3$, reflecting the prior knowledge that IMT values this high are less likely.

The reason for choosing $\beta_3$ as 3.5 mm further than $\beta_2$ was to provide a safety margin to avoid any hard penalty in the case of misidentification. The reason for choosing $D_{max}$ as the 80th percentile of the lumen diameter distribution was to avoid misidentification of the presence of plaque for vessels that do not have a uniform lumen diameter distribution along the vessel (e.g., those that have the carotid bulb and one branch of bifurcation in the image plane). We chose the value of $\gamma$ based on the maximum plaque development outward from the lumen (50%) observed in our data.

### 6.2.3.4 Configuration 1

For a healthy carotid artery, the LI interface is expected to be sufficiently smooth to be represented reasonably well by a third-order polynomial fit. Plaque regions, on the other hand, are represented by an “inward bump” of the LI interface. To detect these bumps, we fit a third-order polynomial curve to the LI interface. After the first fit, we discard the contour points at the lumen side of the fit and fit another third-order polynomial curve to the remaining points. This is repeated three times to converge
### 6.2 Methods

#### Configuration 1

<table>
<thead>
<tr>
<th>Inter-curve smoothness ($\alpha_2$)</th>
<th>0.00</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>583</td>
<td>502</td>
<td>505</td>
<td>502</td>
<td>502</td>
<td>500</td>
</tr>
<tr>
<td>0.05</td>
<td>435</td>
<td>446</td>
<td>435</td>
<td>439</td>
<td>437</td>
<td>440</td>
</tr>
<tr>
<td>0.10</td>
<td>482</td>
<td>480</td>
<td>486</td>
<td>478</td>
<td>479</td>
<td>465</td>
</tr>
<tr>
<td>0.15</td>
<td>520</td>
<td>522</td>
<td>521</td>
<td>508</td>
<td>483</td>
<td>480</td>
</tr>
<tr>
<td>0.20</td>
<td>554</td>
<td>550</td>
<td>541</td>
<td>538</td>
<td>513</td>
<td>515</td>
</tr>
<tr>
<td>0.25</td>
<td>566</td>
<td>576</td>
<td>577</td>
<td>575</td>
<td>555</td>
<td>554</td>
</tr>
<tr>
<td>Lower</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>542</td>
<td>537</td>
<td>538</td>
<td>541</td>
<td>540</td>
<td>539</td>
</tr>
<tr>
<td>0.05</td>
<td>457</td>
<td>453</td>
<td>447</td>
<td>451</td>
<td>448</td>
<td>450</td>
</tr>
<tr>
<td>0.10</td>
<td>460</td>
<td>455</td>
<td>458</td>
<td>458</td>
<td>458</td>
<td>458</td>
</tr>
<tr>
<td>0.15</td>
<td>388</td>
<td>393</td>
<td>395</td>
<td>413</td>
<td>413</td>
<td>414</td>
</tr>
<tr>
<td>0.20</td>
<td>395</td>
<td>395</td>
<td>401</td>
<td>400</td>
<td>400</td>
<td>402</td>
</tr>
<tr>
<td>0.25</td>
<td>404</td>
<td>411</td>
<td>416</td>
<td>421</td>
<td>421</td>
<td>423</td>
</tr>
</tbody>
</table>

#### Configuration 2

<table>
<thead>
<tr>
<th>Inter-curve smoothness ($\alpha_2$)</th>
<th>0.00</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>737</td>
<td>734</td>
<td>737</td>
<td>729</td>
<td>733</td>
<td>731</td>
</tr>
<tr>
<td>0.05</td>
<td>655</td>
<td>640</td>
<td>649</td>
<td>623</td>
<td>621</td>
<td>622</td>
</tr>
<tr>
<td>0.10</td>
<td>549</td>
<td>487</td>
<td>485</td>
<td>488</td>
<td>462</td>
<td>452</td>
</tr>
<tr>
<td>0.15</td>
<td>504</td>
<td>502</td>
<td>499</td>
<td>467</td>
<td>471</td>
<td>474</td>
</tr>
<tr>
<td>0.20</td>
<td>534</td>
<td>530</td>
<td>517</td>
<td>499</td>
<td>496</td>
<td>499</td>
</tr>
<tr>
<td>0.25</td>
<td>549</td>
<td>563</td>
<td>558</td>
<td>535</td>
<td>531</td>
<td>532</td>
</tr>
</tbody>
</table>

#### Lower

<table>
<thead>
<tr>
<th>Inter-curve smoothness ($\alpha_2$)</th>
<th>0.00</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>546</td>
<td>542</td>
<td>544</td>
<td>549</td>
<td>546</td>
<td>544</td>
</tr>
<tr>
<td>0.05</td>
<td>457</td>
<td>452</td>
<td>446</td>
<td>451</td>
<td>447</td>
<td>449</td>
</tr>
<tr>
<td>0.10</td>
<td>456</td>
<td>454</td>
<td>456</td>
<td>459</td>
<td>456</td>
<td>456</td>
</tr>
<tr>
<td>0.15</td>
<td>390</td>
<td>395</td>
<td>397</td>
<td>416</td>
<td>417</td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>398</td>
<td>399</td>
<td>400</td>
<td>402</td>
<td>404</td>
<td>405</td>
</tr>
<tr>
<td>0.25</td>
<td>407</td>
<td>415</td>
<td>421</td>
<td>421</td>
<td>424</td>
<td>427</td>
</tr>
</tbody>
</table>

Table 6.1: Average root-mean-square errors ($\mu$m) for media-adventitia interface segmentation for a range of intra-curve ($\alpha_1$) smoothness and inter-curve ($\alpha_2$) smoothness values
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<table>
<thead>
<tr>
<th>Weighting factor $\alpha$</th>
<th>0.25</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper</td>
<td>627</td>
<td>604</td>
<td>435</td>
<td>446</td>
<td>473</td>
</tr>
<tr>
<td>Lower</td>
<td>440</td>
<td>385</td>
<td>388</td>
<td>392</td>
<td>450</td>
</tr>
<tr>
<td>Mean</td>
<td>534</td>
<td>495</td>
<td>411</td>
<td>419</td>
<td>462</td>
</tr>
</tbody>
</table>

Table 6.2: Average root-mean-square errors ($\mu$m) between automated segmentation and ground truth for given factors ($\alpha_3$) of the intima–media thickness penalty curve, using the cost function of configuration 1.

<table>
<thead>
<tr>
<th>Training data set</th>
<th>Include shadow</th>
<th>Exclude Shadow</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>Upper</td>
</tr>
<tr>
<td>Configuration 1</td>
<td>A vs. G</td>
<td>435 ± 174</td>
</tr>
<tr>
<td>Configuration 2</td>
<td>A vs. G</td>
<td>452 ± 145</td>
</tr>
<tr>
<td>Inter-observer variability</td>
<td>Z vs. D</td>
<td>242 ± 123</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test data set</th>
<th>Include shadow</th>
<th>Exclude Shadow</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>Upper</td>
</tr>
<tr>
<td>Configuration 1</td>
<td>A vs. G</td>
<td>396 ± 202</td>
</tr>
<tr>
<td>Configuration 2</td>
<td>A vs. G</td>
<td>446 ± 215</td>
</tr>
<tr>
<td>Inter-observer variability</td>
<td>Z vs. D</td>
<td>210 ± 105</td>
</tr>
</tbody>
</table>

Table 6.3: Average root-mean-square errors ($\mu$m) between automated segmentation and ground truth for media–adventitia interface in the training and test data sets. A = automated segmentation; G = ground truth; D = observer D.D.B.C; Z = observer Z.A.; RMSE = Root mean square error.

to an estimate of what the “healthy” LI interface would look like. On the basis of the Mannheim consensus [165] for plaque, if the distance between the fit and the actual LI interface is larger than 0.5 mm for an image column $x$, that position is considered as a possible plaque region ($p(x) = 1$). The remaining positions are considered healthy sections of the artery ($p(x) = 0$).

6.2.3.5 Configuration 2

In this configuration, we include lumen stenosis as a second feature to detect the presence of plaques, next to the detection of inward bumps as in configuration 1. Regions with lumen diameter $D(x) < (D_{\text{max}} - 0.5 \text{ mm})$ are considered as a sign of the presence of plaque, again based on the Mannheim consensus [165]. The plaque indicator variable $p(x)$ is computed by a logical OR operation on the assessments based on inward bump detection and lumen stenosis estimation.
6.3 Data and Experiments

<table>
<thead>
<tr>
<th></th>
<th>Include shadow</th>
<th>Exclude Shadow</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Upper</td>
<td>Lower</td>
</tr>
<tr>
<td>MA interface</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A vs. G</td>
<td>386 ± 208</td>
<td>606 ± 233</td>
</tr>
<tr>
<td>Z vs. D*</td>
<td>250 ± 164</td>
<td>233 ± 129</td>
</tr>
<tr>
<td>LI interface</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A vs. G</td>
<td>369 ± 315</td>
<td>613 ± 385</td>
</tr>
<tr>
<td>Z vs. D*</td>
<td>445 ± 342</td>
<td>187 ± 106</td>
</tr>
</tbody>
</table>

Table 6.4: Average root-mean-square errors (µm) between automated segmentation and ground truth for MA and LI interfaces of bifurcation region (n = 7 bifurcated arteries). MA = media adventitia; LI = lumen–intima; A = automated segmentation; G = ground truth; D = observer D.D.B.C; Z = observer Z.A. * Inter-observer variability.

6.3 Data and Experiments

6.3.1 Data acquisition

Simultaneous, side-by-side CEUS and BMUS images were acquired at 20-Hz frame rate using a Philips iU22 system (Philips Medical Systems, Bothell, WA, USA) with an L9-3 linear probe. The standard carotid ultrasound examination and the BMUS/CEUS examination of the carotid arteries were performed. A standardized image acquisition protocol was followed based on the American Society of Echocardiography consensus statement (Stein et al. 2008). CEUS clips were recorded with the dual display mode for simultaneous B-mode ultrasound and CEUS. CEUS was performed using intravenous administration of a 0.5-mL bolus of SonoVue ultrasound contrast agent (Bracco, Milan, Italy). For the CEUS examination, power modulation imaging and a mechanical index of 0.06–0.08 were used. For each 0.5-mL SonoVue bolus injection, we recorded a 20-s image sequence. Both carotid arteries were examined, focusing on the presence of plaques. If plaques were present, the largest plaque area was identified visually in the longitudinal axis of the carotid artery and recorded.

6.3.2 Patient population and study protocol

The study population consisted of 23 symptomatic patients with carotid atherosclerotic disease who had had a stroke, transient ischemic attack or ischemic ocular event and 7 asymptomatic patients who had at least one risk factor (e.g., hypertension, hypercholesterolemia or diabetes) that can cause stroke. Symptomatic patients had moderate to severe carotid stenosis (≥ 70%) as identified by radiologists on computed tomography angiography or carotid duplex ultrasonography. Asymptomatic patients had mild to moderate stenosis (<70%) based on carotid duplex ultrasonography. We included in total 55 carotid arteries in our study: 46 carotid arteries from 23 symptomatic patients and 9 carotid arteries from 7 asymptomatic patients. Seven carotid arteries (all from the symptomatic patients) were excluded because of poor image
Include shadow Exclude Shadow

<table>
<thead>
<tr>
<th>Training data set</th>
<th>Upper</th>
<th>Lower</th>
<th>Upper</th>
<th>Lower</th>
</tr>
</thead>
<tbody>
<tr>
<td>A vs. G</td>
<td>338 ± 187</td>
<td>386 ± 197</td>
<td>280 ± 126</td>
<td>338 ± 187</td>
</tr>
<tr>
<td>Z vs. D*</td>
<td>275 ± 114</td>
<td>239 ± 115</td>
<td>249 ± 105</td>
<td>338 ± 188</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test data set</th>
<th>Upper</th>
<th>Lower</th>
<th>Upper</th>
<th>Lower</th>
</tr>
</thead>
<tbody>
<tr>
<td>A vs. G</td>
<td>327 ± 182</td>
<td>449 ± 218</td>
<td>298 ± 155</td>
<td>469 ± 255</td>
</tr>
<tr>
<td>Z vs. D*</td>
<td>250 ± 187</td>
<td>266 ± 119</td>
<td>239 ± 179</td>
<td>247 ± 097</td>
</tr>
</tbody>
</table>

Table 6.5: Average root-mean-square errors (µm) between automated segmentation and ground truth for lumen–intima interface in the training and test data sets. A = automated segmentation; G = ground truth; D = observer D.D.B.C; Z = observer Z.A. * Inter-observer variability.

Figure 6.8: Comparison of automated intima–media area with ground truth intima media area (blue circles) for the training data set (a) and test data set (b). Intima–media areas for the different observers are indicated by the red (D.D.B.C.) and green (Z.A.) asterisks.

quality or acoustic shadowing over >50% of image width. Image quality for the whole data set was assessed in advance with the consensus of two observers. For the training set, we included the 9 carotid arteries from the 7 asymptomatic patients that were already used in our previous study [164] for lumen–intima segmentation. We added an additional 11 carotid arteries to the training set that were randomly selected from the 39 carotid arteries from symptomatic patients. The remaining 28 carotid arteries from symptomatic patients were used as the test set to evaluate performance of our segmentation method. Because the study was aimed at the CCA, we had a total of only 7 bifurcated arteries (3 in training data set, 4 in test data set) in the entire data set. The study protocol was approved by the ethics committee at Erasmus MC, University Medical Center, and all study participants provided informed consent.
6.4 Results

6.3.3 Evaluation

The performance of automated vessel detection (see Methods) was evaluated on the training and test data sets by comparison with the consensus visual score of two observers (D.D.B.C., Z.A.). Validation of LI and MA interfaces was achieved by comparing the automated segmentation result with a manual reference standard. The reference standard (ground truth) was obtained as the average of manual annotations of two independent observers (D.D.B.C., Z.A.). Root mean square error (RMSE) was calculated between the automated results and the ground truth in training and test data sets including and excluding shadow regions. First, we evaluated the weights of intra-curve smoothness ($\alpha_1$) and inter-curve smoothness ($\alpha_2$) for a range of values ($\alpha_1, \alpha_2 \in \{0, 0.05, 0.1, 0.15, 0.2, 0.25\}$ on the training set by comparison with ground truth. The optimum values of $\alpha_1$ and $\alpha_2$ were obtained separately for upper and lower contours. Next, the weighting factor for the IMT penalty term was evaluated for a range of values $\alpha_3 \in \{0.25, 0.5, 1, 2, 4\}$. These evaluations were done for both configurations 1 and 2. After that, the method with optimum values of $\alpha_1$, $\alpha_2$ and $\alpha_3$ and optimum configuration was evaluated on the test set. In all experiments, cases that had a RMSE > 1 mm were considered as failures and excluded when computing the mean RMSE over patients.

The area between the automatically detected LI and MA interfaces, the automated IM area $A$, was compared with the ground truth IM area $G$, obtained from the manual reference standard, in the training and test data sets. The Dice index $DI = 2 \times (A \cap G)/(|A| + |G|)$ was calculated to measure the overlap between $A$ and $G$. The results were statistically analyzed using SPSS PASW software for Windows (Version 17.0.2, SPSS, Chicago, IL, USA). To test the association between automated segmentation results and the manual reference standard, the Pearson correlation ($r$) was used.

6.4 Results

The success rate of automated vessel detection was 96% (46 of 48 cases) compared with the consensus score of two observers. Automated detection failed in two cases in which the jugular vein was only partially present above the carotid artery. Table 6.1 summarizes the results of the evaluation of intra-curve ($\alpha_1$) and inter-curve ($\alpha_2$) smoothness in the training data set, for both configurations 1 and 2. As seen in Table 6.1, the intra-curve smoothness has more influence on the results than the inter-curve smoothness, and the average RMSE is optimal without inter-curve smoothness for the lower wall. Table 6.2 summarizes the results for evaluation of the weighting factor $\alpha_3$ for the IMT penalty term. On average, $\alpha_3 = 1$ is the best setting for the IMT penalty term. No substantial difference between configurations 1 and 2 is observed. In the training data set, there was one failure (RMSE > 1 mm) for the lower MA interface of an artery and no failures for the LI interface. In the test data set, there were four lower and three upper MA interface failures for configuration 1, three upper and three lower MA interface failures for configuration 2 and one failure for LI interface. The best settings of $\alpha_1$ and $\alpha_2$ given in Table 6.1 for each configuration
Figure 6.9: Automated segmentation of media–adventitia (red line) and lumen–intima (green line) interfaces in the BMUS (left) and CEUS (right) epitome images. Manual segmentation of the media–adventitia interface by two observers is indicated in blue (D) and yellow (Z). The left and right borders of the plaques are represented by the light blue vertical lines based on Mannheim consensus (intima–media thickness >1.5 mm). BMUS = B-mode ultrasound; CEUS = contrast-enhanced ultrasound; observer = D.D.B.C.; observer Z = Z.A.

Figure 6.10: Automated segmentation of media–adventitia (red line) and lumen–intima (green line) interfaces for a bifurcated artery in BMUS (left) and CEUS (right) epitome images. Light blue vertical lines represent the left and right borders of plaque based on Mannheim consensus (intima–media thickness >1.5 mm). BMUS = B-mode ultrasound; CEUS = contrast-enhanced ultrasound.
and $\alpha_3 = 1$ was used for the RMSE calculations of MA interface in Tables 6.3 and 6.4. The average RMSE between automated segmentation results and the ground truth and the inter-observer variability are outlined in Table 6.3 for the MA interface of upper and lower contours in the training and test data sets. As it is difficult to obtain the ground truth for shadowed regions, Table 6.3 also summarizes the results when excluding shadowed regions. The average RMSEs between automated segmentation and the ground truth over patients in the training and test data sets for the MA interface were $411 \pm 224$ and $393 \pm 239 \mu m$, respectively. The average RMSEs between automated segmentation and the ground truth for the LI interface were $362 \pm 192$ and $388 \pm 200 \mu m$, respectively. Table 6.5 lists the average RMSEs between automated results and the ground truth for the LI interface in the training and test data sets. In general, the average RMSE between automated MA and LI interface segmentation and manual ground truth is almost double the inter-observer variability apart from the results for the upper LI interface (see Tables 6.3 and 6.5). Table 6.4 summarizes the results for the MA interface using configuration 1 with the best settings and LI interface of the bifurcation region. The RMSEs of segmentation results of the LI and MA interfaces for the lower wall of the bifurcation region, including shadow regions, are almost three times larger than the inter-observer variability.

Figure 6.8 illustrates the comparison of the automated IM area with ground truth IM area in the training and test data sets. In the training data set, automated IM area was found to be significantly correlated with manual ground truth IM area for upper ($r = 0.92, p < 0.01$) and lower ($r = 0.74, p < 0.01$) wall. In the test data set, automated IM area was found to be significantly correlated with manual ground truth for upper ($r = 0.73, p < 0.01$) and lower ($r = 0.71, p < 0.01$) wall. For IM area overlap between automated and ground truth, the average DI was 68% for upper wall and 70% for lower wall in the training data set, and 71% for upper wall and 68% for lower wall in the test data set.

An example of MA and LI segmentation is illustrated in Figure 6.9 for a single-branch artery and in Figure 6.10 for a bifurcated artery.

### 6.5 Discussion

We have presented a method for carotid plaque segmentation in simultaneously acquired BMUS and CEUS image sequences. The method is fully automatic and robust to noise, artifacts and echo-lucent plaques. In the literature, segmentation of arterial layers in carotid arteries without plaques in BMUS is well established. However, the accurate segmentation of arterial layers in carotid arteries with plaques poses many additional challenges. Therefore, IMT segmentation techniques are not applicable to carotid arteries with plaques. In the case of echo-lucent plaques, which present the same intensity values as the lumen, it is impossible to make a clear delineation. These limitations were discussed in the work of Loizou et al. [148].

The combination of BMUS and CEUS allows the detection of artifacts and the segmentation of echolucent plaques. CEUS provides a clear definition of the arterial lumen. Despite the advantages brought by the combination of these modalities, the
BMUS in simultaneous BMUS and CEUS possesses a lower SNR compared with standard BMUS. This occurs because a lower transmit signal power is used to avoid the disruption of the contrast agents in CEUS. To handle this issue, we employ non-rigid motion estimation and compensation to obtain an epitome image with improved SNR. As stated before, the methods of Hoogi et al. [155] and Zhang et al. [157, 158] estimated adventitia wall position in CEUS based on the estimated original lumen position, and thus, outward growth of plaques with respect to the lumen was ignored. This might lead to over or underestimation of plaque region and affect further IPN assessment. In our method, we overcome this difficulty by segmenting the media–adventitia interface from the BMUS image. Another advantage of our method compared with other studies [121, 149, 158] is that it does not require any user interaction. Furthermore, our method allows automatic multiplebranch carotid detection, whereas previous studies [111, 156, 162] were limited to one-branch (CCA) detection. Our automatic vessel detection failed in only 2 of 48 cases because of shadowing and partial appearance of the jugular vein on top of the carotid artery. These two vessels were detected as a bifurcated artery, because the geometry was very close to that. As seen in Tables 6.1, 6.3 and 6.5, the results for configurations 1 and 2 are quite similar in both our training and test data sets. That means that including the lumen stenosis to define the presence of plaque (configuration 2) does not result in noticeable improvement. As seen in Table 6.1, inter-curve smoothness does not have as much influence on the results as intracurve smoothness. For evaluation of the weighting of the IMT penalty term, the weight $\alpha_3 = 1$ is found to be optimal in the center of the given range of $\alpha_3$ values, as seen in Table 6.2. The average RMSE increases with an increase or decrease in the value of $\alpha_3$. The errors for MA interface detection in the training and test data sets are of the same order, about $400 \mu m$ ($\sim 4$ pixels), and are almost double the inter-observer variability (see Table 6.3). This might be partly explained by a systematic error between automated and manual segmentation, as seen in Figure 6.7. The automated method and manual observers seem to choose slightly different layers. The exclusion of shadow regions does not improve the results. The errors for the LI interface in the training and test data sets are of the same order and similar to the inter-observer variability after exclusion of shadow regions (see Table 6.5). As seen in Table 6.4, the segmentation results of MA and LI after exclusion of shadow regions in the bifurcation region are comparable to the segmentation results of MA and LI for the near and far wall of the CCA in Tables 6.3 and 6.5. The average RMSEs of MA and LI for the lower wall (far wall), including shadow regions, are almost three times higher than the inter-observer variability. This is because of the shadow regions, especially in the beginning and the end of bifurcation regions, which introduce larger errors as there is no wall information in those regions. As seen in Figure 6.8(a, b), comparison of automated IM area with manual ground truth IM area is scattered around the identity line ($y = x$) for the training and test data sets apart from a few outliers in the test data set. We found a significant correlation between automated IM area and manual ground truth IM area ($p < 0.01$). Overall, our fully automated method produces results that are close to those of human operators. We found the DI for area overlap similar to that in the study of Loizou et al. [148] for four snake methods ($DI \in \{67.6\% \}$ and the study of Destrempes et al. [121] ($DI = 74.6\%$). Compared with plaque segmentation
in CEUS, the accuracy of our method is on the same order as the method of Zhang et al. [157], who reported a mean distance error of $0.40 \pm 0.08 \text{mm}$ for plaque segmentation in CEUS. These results indicate that our fully automated method provides results at least as good as those of previous semiautomatic techniques. Our method was evaluated in the training and test data sets separately. In all the data sets, the accuracy is almost of the same order, testifying to the method’s generalizability. One should keep in mind that the used image data and ground truth in these studies can be very different, so a detailed comparison of results is not possible. Because our method is fully automated and reaches results very similar to those of earlier methods, we consider our method successful and accurate.

As a limitation, the BMUS image obtained in simultaneous BMUS and CEUS has low SNR as lower signal power is used to avoid the disruption of the contrast agents in CEUS. To improve the SNR, we obtained the BMUS epitome image by performing temporal averaging. However, this might not be enough for some image sequences because of extensive noise and lack of tissue signal. Improvement of BMUS image quality in simultaneous acquisition would enhance the performance of our method. For example, using plane wave ultrasound imaging instead of a conventional linear line scan could provide an improved-SNR BMUS.

Our method is currently implemented for off-line post-processing. Segmentation of the LI and MA interfaces in the epitome image takes about a minute. Transforming the detected interfaces from the epitome image to all time frames takes several minutes. These computation times were based on an ordinary office computer. Most of our code was written in MATLAB and was not optimized for speed. Writing this in C++ and using a powerful computer will decrease the computation time enormously. The non-rigid motion estimation method was implemented using Elastix, which is coded in C++ and takes several minutes. The most recent development version of Elastix contains several accelerations [168] that will allow us to reduce the computation time even further.

6.6 Conclusion

Our method performs accurate and fully automatic plaque segmentation with multi-branch vessel detection. Using simultaneous BMUS and CEUS provides clear advantages in segmentation of carotid plaques rather than the sole use of BMUS or CEUS. The use of the combined imaging modalities allows the suppression of noise, detection and suppression of artifacts, wall information for plaque segmentation in CEUS images and detection of echo-lucent plaques in BMUS images. This plaque segmentation method is a crucial step for objective and automatic assessment of plaque composition such as IPN quantification. As far as we know, this is the first study exploiting combined information from BMUS and CEUS to automatically segment carotid plaques.
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Summary and Discussion

This thesis presented techniques to align images of the carotid artery using nonrigid registration. In Part I, image registration was performed on Ultrasound (US) and Magnetic Resonance Imaging (MRI) data, and in Part II on temporal series of B-mode US (BMUS) and Contrast Enhanced US (CEUS). This chapter contains a summary of contributions introduced in this work and points out the possible clinical applications. Subsequently, I discuss open issues and challenges for future work. Finally, a general conclusion is provided.

7.1 Summary of Contributions

In both parts of this thesis, registration is used as a tool to spatially align anatomical characteristics of the carotid artery. Although the common objective is to improve the knowledge concerning the carotid anatomy and composition of atherosclerotic plaques, each part has its specific objectives.

7.1.1 US-MRI Registration of Carotid Artery

Part I (Chapters 2-4) covers the registration of volumetric US and MRI data. The images produced by these modalities differ in many aspect, such as intensity characteristics, image resolution, and anatomical position of the patient’s neck during scanning which causes differences in carotid artery shape in the images. Furthermore, whereas the MRI data is intrinsically volumetric, the US volume is built from a series of transversal 2D slices. In the experiments of Chapter 3 it is possible to see that only using image intensities does not lead to accurate registrations. The registration demands descriptive features, details that can be compared and associated, as accurate registrations could not be achieved by direct intensity comparison and sampling techniques.

The necessity of extracting a geometrical feature of the carotid artery was the motivation for Chapter 2, where an algorithm based on robust ellipse fitting to track the carotid centerline in transversal US images was introduced. The algorithm requires three manually selected seed points as input, placed in the internal carotid artery
(ICA), external carotid artery (ECA), and common carotid artery (CCA), respectively. The assumption of the algorithm is that a cross-sectional plane of the carotid artery has approximately an elliptical shape. A major difficulty in detecting centerlines is that the arterial wall can be misrepresented in the images. This represents a challenge when identifying the carotid boundaries. In order to overcome this problem, intensities that have a high likelihood to be part of the arterial wall were identified with a ray casting algorithm. From a seed point located in the arterial lumen, a set of rays were traced up to a pixel containing an intensity similar to the arterial wall. In scenarios where the wall was not visible in the image, the ray can reach another structure outside the vessel or the image limits. Subsequently, the endpoints of the rays are pruned according to their distance to the seed point and the remaining rays are used to fit an ellipse. Since the areas where the artery is not visible were not used in the ellipse fitting, the resulting ellipse approximates the shape of the carotid lumen. The center of the ellipse is used as the seed point to reinitiate the algorithm in the next slice. The algorithm ends when the centerline reaches the bifurcation point from the seed points originating in each of the arterial branches. The algorithm was evaluated on 19 carotid arteries and the average error with respect to manually annotated centerlines was 0.82 mm. The percentage of points with an error below 2 mm was 92% on average, which confirms the robustness of the approach.

In Chapter 3, a technique to perform the registration of US and MRI of the carotid carotid artery was presented. The method makes use of the lumen centerlines extracted from both image modalities. For centerline extraction, three initial seed points are required, which is the only user interaction in the entire registration algorithm. The US centerline is extracted with an improved version of the algorithm presented in Chapter 2. In this version, the parameters that control the pruning of rays are based on image-derived statistical values instead of user-configured parameters. The MRI lumen centerlines were extracted by the algorithm of Tang et al. [88]. The centerlines are used in the initial alignment and later in an intensity-and-point based registration metric, which consists of a weighted sum of an intensity dissimilarity metric and the Euclidean distance between centerlines. First a rigid registration is derived, and next a nonrigid registration is performed. Evaluation experiments were first carried out on a training set of five volunteers and three patients (including both left and right carotids). As evaluation measures Dice overlap and mean surface distance (MSD) between manual US lumen segmentations and deformed MRI lumen segmentations were used. On the training set, we evaluated the effect of varying the weights in the metric sum and the degree of deformation of the nonrigid registration, and established their optimum values. Subsequently, with these optimum values, the registration quality was assessed on an independent test set composed of left and right carotid arteries of one volunteer and two patients, resulting in an average MSD of 0.87 mm. In the evaluation experiments, we also estimated the maximum achievable registration accuracy, by registering the manually annotated US lumen segmentation with the (semi-automated) MRI lumen segmentation. The results led to better registrations (MSD around 0.2 mm) than the intensity-and-point based approach, suggesting that more accurate registrations could be achieved. However, US manual segmentations require intensive user interaction; therefore a method to extract lumen segmentations was needed in order to obtain registrations with minimal user interaction.
7.1 Summary of Contributions

Chapter 4 presented a method to perform US-MRI registration purely based on automatically extracted geometrical features. The lumen centerlines and lumen segmentations were used as geometrical features. Registration was performed using a metric composed by a weighted sum of the dissimilarity between segmentations and the distance between centerlines. In order to extract the centerlines, the same methods as mentioned in Chapter 3 were used. To obtain the MRI segmentation, the method of Arias et al. [99] was used. For US lumen segmentation, we used a recently proposed algorithm [98] based on the same principle as [99]. This US lumen segmentation algorithm was extensively evaluated in a data set composed of 28 carotids from 14 subjects (left and right carotids from 8 patients and 6 volunteers). The optimized configuration of design parameters for each subject was selected in a cross-validation analysis. The evaluation of the registration was performed in the 28 carotids, testing various weighting factors (balancing centerline and segmentation information) and degrees of nonrigid deformation. The average and standard deviation MSD over all 28 carotids were $0.78 \pm 0.34 \text{mm}$, which was a significant improvement compared with the method that was presented in Chapter 3.

As a general conclusion of Part I of this thesis, the use of geometric features turned out to be crucial for achieving accurate US-MRI registration.

7.1.2 2D+t US and CEUS Registration

Part II (Chapters 5-6) addressed the nonrigid registration of temporal series of simultaneously acquired, therefore naturally registered, side-by-side B-mode US (BMUS) and Contrast Enhanced US (CEUS) 2D images. Since this registration is performed in the temporal and spatial domains it is called 2D+t registration. The images are longitudinal planes of the carotid artery and were used to inspect the lumen and the thickness of arterial layers. As previously noted in this thesis, US images are noisy in comparison to other imaging modalities. A technique to mitigate the effect of noise and intensify the contrast between arterial layers is needed to enable an automated image analysis. During the scanning, the images were acquired at a frequency around 20Hz and a motion pattern is noticeable between consecutive image frames. The origin of the motion can be attributed to the arterial pulsation, slight patient motion, or slight movement by the clinician’s hand. Nonrigid registration has proven to be a suitable technique to extract this motion pattern and it was essential to enable the construction of an image with improved signal-to-noise ratio (SNR)s, which facilitated posterior image processing as described in Chapter 5 and 6. The methods presented in these chapters are fully automated and do not require user interaction.

In Chapter 5 side-by-side BMUS and CEUS images containing a single arterial branch were processed. In order to compensate the motion pattern, a nonrigid registration was performed in the BMUS image and applied to the CEUS image. Epitome images were built by averaging the motion compensated image series, leading to BMUS and CEUS images with improved SNR. From the epitome CEUS, the lumen centerline is estimated and used in a next step to identify image shadows. After removing the shadows, the centerline is again estimated. This centerline was used as input in a stage that roughly separates pseudo-enhancement and saturation artifacts. With the centerline estimated, and shadows and artifacts identified; the joint
histogram of the BMUS and CEUS images was used in a pixel classification step. In this step the pixels are classified into background, tissue, artifacts and lumen. The lumen contours are refined with a dynamic programming algorithm, resulting in a final lumen segmentation. The segmentation results were evaluated against manual annotations of two independent observers in two datasets with the Root Mean Square Error (RMSE) as evaluation measure. The datasets contained subjects with different degrees of stenosis [141]. In a dataset containing nine carotid arteries from individuals with mild to moderate stenosis the average RMSE was $191 \pm 43 \mu m$, while in another dataset containing ten carotids with moderate to severe stenosis the average RMSE was $351 \pm 176 \mu m$. In a final experiment, the transformation obtained with the nonrigid registration algorithm was applied to the resulting segmentations in order to estimate the wall distensibility. Distensibility values were comparable to the literature and within the inter-observer variability range.

In Chapter 6 nonrigid registration was applied with the same purpose as in Chapter 5, but the subsequent image analysis was extended in order to allow fully automated segmentation of the atherosclerotic plaque. Moreover, the method was extended so that it can process images of the carotid showing multiple branches. In order to segment the plaque, a dual dynamic programming method to detect the lumen–intima (LI) and media–adventitia (MA) layers was implemented. The cost of the path is defined by a function of both appearance and geometric features. The method was evaluated against manual annotations in the two layers in a training set composed of 20 carotids and a test set composed of 28 carotids. The average RMSE in the training set was $411 \pm 224 \mu m$ for MA and $362 \pm 192 \mu m$ for LI. In the test set the average RMSE was $393 \pm 239 \mu m$ for MA and $388 \pm 200 \mu m$ for LI. The results were comparable to the inter-observer variability.

In summary, Part II we found that nonrigid registration was essential to obtain the epitome image and allow classification and segmentation of the lumen and arterial wall layers.

7.2 Discussion

In Part I nonrigid registration was used to register US and MRI of the carotid artery. In this thesis we used MRI data acquired with proton-density-weighted (PDw) and T2-weighted black blood sequences. For carotid artery plaque analysis, it is common to use a multi-contrast-weighted MRI protocol [169]. In such scenarios, the US image could be registered to a single target MRI sequence, followed by registration of all other MRI sequences to it, using for example the method presented by Van ‘t Klooster [90]. This would allow fully multimodal, multi-contrast analysis. A similar approach could be followed for novel quantitative MRI protocols like T1 and T2 mapping [170].

We may also look beyond MRI, and consider other modalities like computed tomography (CT) angiography and positron emission tomography (PET) for imaging the carotid artery. Registration of carotid artery CT and MRI data was demonstrated in [171]. Integrated PET-MRI systems allow a simultaneous acquisition of MRI and PET [172], thus eliminating the need for registration step. In a similar way as discussed above for multiple MRI sequences, we may here as well consider using the MRI as a bridge that facilitates registration of US to CT and PET data. The fusion of the
information from all these modalities would provide an important tool for improved carotid plaque risk assessment [16, 33, 34].

The methods presented in Part I are largely automated but still demand minimal user interaction. In order to calculate each centerline, the user must select a point in each of three branches of the carotid artery in US and MRI data. The difficulty in implementing an automated method to identify the carotid branches is related to the presence of structures with a similar shape and intensity, such as the jugular vein. It would be interesting to have a robust algorithm able to identify the carotid branches, without the need of manual inputs; this would fully automate the artery analysis.

Finally, to improve the US-MRI registration, it could be worthwhile to revisit the 3D US acquisition and reconstruction procedure. In our work, we performed freehand US examinations with a 2D probe. Using an electromagnetic tracking system the position of the probe was recorded, allowing retrospective reconstruction of a 3D US volume. In practice this procedure turned out to be rather error-prone, and it may not have led to optimal US image quality. The use of a dedicated 3D US system may improve image quality and diagnostic value [173, 174], and could therefore also lead to improved registration accuracy.

In Part II nonrigid registration allowed the creation of epitome images with improved SNR; additionally the carotid motion pattern could be extracted. In Chapter 5, this motion pattern was used to estimated the arterial distensibility by analyzing the lumen boundary motion. A similar procedure could be performed to assess the motion of the atherosclerotic plaque, which was extracted in Chapter 6. It is known that plaque motion may be an indicator of plaque vulnerability, which motivates the development of such tool. The localization of the atherosclerotic plaque also paves the way for developing a tool to automatically quantify the vasa vasorum in CEUS images.

Finally, a natural path to extend this research is to connect the methods and tools developed in Parts I and II of this thesis: registering 2D BMUS&CEUS imaging with MRI. A promising approach to achieve this goal would be to use 3D US as a bridge. Although 3D US and the 2D BMUS have somewhat different image characteristics, they would be acquired with the patient’s neck in the same anatomical position, thus simplifying registration compared to the US-MRI registration. However, the problem is highly ill-posed, since the 2D image provides no guidance in the out-of-plane direction. It is expected that for this challenging registration problem, the noisy US intensities alone may not be sufficient. Similar to Part I, robust geometrical features may prove a useful aid here as well. In parts I and II of this thesis, we already presented techniques to extract centerlines and lumen segmentations in both 3D US and 2D BMUS. These could be used as geometrical features in a 2D-3D US registration. If accomplished, such work would enable a truly multimodal analysis, showing calcifications in CT, plaque components in MRI, volumetric plaque echolucence in 3D US, arterial wall layers in BMUS&CEUS, and vasa vasorum in CEUS. Consequently, a much more detailed picture of the carotid artery would become possible, providing the clinician with a comprehensive picture of all factors that may affect plaque vulnerability.
7.3 Conclusion

Nonrigid registration allowed the correlation of 3D US and MRI, and enabled accurate motion compensation in BMUS&CEUS images. Additionally, this thesis presented algorithms to extract geometrical features from 2D and 3D carotid US imaging, like centerlines, lumen segmentations, and wall segmentations. These features can be used for image registration (Part I), but also as useful features on their own, providing information on degree of stenosis, wall thickening, and plaque location (Part II). The methods described in this work could be used in clinical studies on carotid artery atherosclerosis, and will enable detailed and comprehensive analysis of multimodal imaging data. In the end this may lead to better diagnosis and treatment of patients with atherosclerotic disease.
Samenvatting

Dit proefschrift heeft technieken gepresenteerd om beelden van de halsslagader uit te lijnen met behulp van niet-rigide registratie. In Deel I is beeldregistratie uitgevoerd op Ultrasound (US) en Magnetic Resonance Imaging (MRI) scans, en in Deel II op reeksen van B-mode US (BMUS) en Contrast Enhanced US (CEUS). Dit hoofdstuk geeft een samenvatting van de ontwikkelingen die in dit werk zijn geïntroduceerd. In beide delen van dit proefschrift wordt registratie gebruikt om ruimtelijke anatomische kenmerken van de halsslagader uit te lijnen, met als gemeenschappelijk einddoel om de kennis over de anatomie van de halsslagader en de samenstelling van atherosclerotische plaques te vergroten. Elk deel van het proefschrift heeft echter zijn eigen specifieke doelstelling.

US-MRI Registratie van de Halsslagader

Deel I (Hoofdstukken 2-4) heeft betrekking op de registratie van volumetrische US en MRI data. De beelden die door deze modaliteiten geproduceerd worden verschillen in vele aspecten, zoals de intensiteitskarakteristieken, beeldresolutie en de anatomische houding van de nek van de patiënt tijdens het scannen, wat verschillende vormen van de halsslagader in het beeld veroorzaaktaardoor de vorm van de halsslagader enigzins verandert. Bovendien, terwijl de MRI data intrinsiek volumetrisch is, wordt het US volume uit een serie van transversale 2D plakken opgebouwd. In de experimenten van Hoofdstuk 3 is het mogelijk om te zien dat het gebruik van alleen beeldintensiteiten niet tot nauwkeurige registraties leidt. De registratie vereist meer informatieve kenmerken, details die kunnen worden vergeleken en geassocieerd, omdat nauwkeurige registraties niet kunnen worden bereikt door directe vergelijking van beeldintensiteiten in combinatie met standaard bemonsteringstechnieken.

De noodzaak om robuuste geometrische eigenschappen van de halsslagader te extra- heren vormt de motivering voor het werk beschreven in Hoofdstuk 2. In dit hoofdstuk is een algoritme geïntroduceerd dat de middelijn van de halsslagader kan traceren in transversale US beelden, door op een robuuste wijze ellipsvormen te passen op de beelden. Het algoritme vereist drie handmatig geselecteerde beginpunten als input,
geplaatst in respectievelijk de interne halsslagader (ICA), de externe halsslagader (ECA), en de gemeenschappelijke halsslagader (CCA). De aanname van het algoritme is dat een doorsnede van de halsslagader bij benadering een elliptische vorm heeft. Een grote uitdaging bij het opsporen van de middellijn is, dat de slagaderwand verkeerd of onduidelijk kan worden weergegeven in de beelden. Dit maakt het lastig om de wand van de halsslagader te identificeren. Om dit probleem te overkomen werden intensiteiten die met een hoge waarschijnlijkheid behoren tot de arteriële wand gedetecteerd met een ray-casting algoritme. Vanuit een beginpunt in het arteriële lumen werden een aantal stralen getraceerd tot op een pixel met een vergelijkbare intensiteit als de slagaderwand. In scenario’s waarin de wand niet zichtbaar was in het beeld, kan de straal een andere structuur bereiken buiten het vat of de grenzen van het beeld. Daarom worden vervolgens de eindpunten van de stralen afgekapt op basis van hun afstand tot het beginpunt en de overblijvende stralen worden gebruikt om een ellips te fitten. Omdat de gebieden waar de slagader niet zichtbaar is niet gebruikt in de ellips fitting, benadert de resulterende ellips de vorm van het lumen van de halsslagader. Het middelpunt van de ellips wordt door het algoritme gebruikt als het beginpunt om het volgende segment als het beginpunt voor de volgende transversale scan. Het algoritme eindigt als de middellijn het vertakkingspunt bereikt vanuit de beginpunten in elk van de arteriële vertakkingen. Het algoritme werd beoordeeld op 19 halsslagaders en de gemiddelde fout met betrekking tot handmatig geannoteerde middellijnen was 0.82 mm. Het percentage punten met een fout onder de 2 mm was 92% gemiddeld, wat de robuustheid van de aanpak bevestigt.

In Hoofdstuk 3, werd een techniek gepresenteerd om de registratie van de US en MRI van de halsslagader uit te voeren. De methode maakt gebruik van de lumen middellijnen gëextraheerd uit beide modaliteiten. Voor de lumen middellijn extractie zijn drie initiële beginpunten vereist, de enige gebruikersinteractie in het gehele registratie algoritme. De US middellijn wordt gëextraheerd met een verbeterde versie van het algoritme uit Hoofdstuk 2. In deze versie zijn de parameters die het afkappen van de stralen regelen gebaseerd op in het beeld verkregen statistische waarden in plaats van door de gebruiker geconfigureerde parameters. De MRI lumen middellijn wordt geëxtraheerd door het algoritme van Tang et al. De middellijnen worden gebruikt in de initiële uitlijning en later in een intensiteit-en-punt gebaseerde registratiemaat, die bestaat uit een bewegom som van een intensiteitsverschilmetriek en een maat voor de afstand tussen de middellijnen. Eerst wordt een rigide registratie bepaald, waarna een niet-rigide registratie wordt uitgevoerd. De evaluatie experimenten werden eerst uitgevoerd op een training set van vijf vrijwilligers en drie patiënten (met inbegrip van zowel de linker als rechter halsslagader). Als evaluatiemaat metingen werden Dice overlap en gemiddelde oppervlakte afstand (MSD) tussen handmatige US lumensegmentaties en geregistreerde MRI lumensegmentaties gebruikt. Op de trainingsset evalueerden we het effect van het variëren van de gewichten in de metriek en de mate van vervorming tijdens de niet-rigide registratie en vonden hun optimale waarden. Vervolgens, met deze optimale waarden, werd de registratie kwaliteit beoordeeld op een onafhankelijke test set bestaande uit de linker en rechter halsslagader van een vrijwilliger en twee patiënten. Dit resulteerde in een gemiddelde MSD van 0.87 mm. We schatten ook de maximaal haalbare nauwkeurigheid van de registratie, door het registreren van de handmatig geannoteerde US lumen segmentatie met de
(semi-automatische) MRI lumen segmentatie. De resultaten leidden tot betere registraties (MSD ongeveer 0.2 mm) dan de intensiteit-en-punt gebaseerde benadering, was suggereerd dat de automatische registratie nog verder verbeterd kon worden. Echter, handmatige segmentatie van het lumen in US beelden vereist een intensieve interactie van de gebruiker. Om dus nog nauwkeurigere registratie te behalen, met minimale interactie van de gebruiker, was het nodig om lumensegmentaties automatisch te kunnen extraheren.

Hoofdstuk 4 presenteerde een methode om US-MRI registratie uit te voeren puur gebaseerd op automatisch gevonden geometrische kenmerken. De lumen middellijnen en segmentaties werden als geometrische kenmerken gebruikt. Registratie werd uitgevoerd met een metriek die bestaat uit een gewogen som van het verschil tussen segmentaties en de afstand tussen de middellijnen. Om de middellijnen te extraheren werden dezelfde methoden gebruikt als genoemd in Hoofdstuk 3. Om de MRI segmentatie te verkrijgen, werd de method van Arias et al gebruikt. Voor US lumen segmentatie gebruikten we een recent voorgesteld algoritme gebaseerd op hetzelfde principe als [99]. Dit US lumen segmentatie-algoritme werd uitgebreid geëvalueerd op een dataset samengesteld uit 28 halsslagaders van 14 proefpersonen (linker en rechter halsslagaders van 8 patiënten en 6 vrijwilligers). De configuratie van instelbare parameters werd voor elke proefpersoon geoptimaliseerd in een kruisvalidatie analyse. De evaluatie van de registratie werd uitgevoerd in de 28 halsslagaders, door verschillende wegingsfactoren (voor de balancering van middellijn- en segmentatie-informatie) en de mate van niet-rigide vervorming te testen. Het gemiddelde en de standaarddeviatie van MSD over alle 28 halsslagaders waren 0.78 ± 0.34 mm. Dit was een aanzienlijke verbetering vergeleken met de methode die werd gepresenteerd in Hoofdstuk 3.

Als algemene conclusie van Deel II van dit proefschrift blijkt het gebruik van geometrische kenmerken van cruciaal belang te zijn voor het bereiken van een accurate US-MRI-registratie.

2D+t US en CEUS Registratie

Deel II (Hoofdstukken 5-6) gaat in op de niet-rigide registratie van een reeks gelijkvormig opgenomen, en dus per definitie geregistreerde, zij-aan-zij B-mode US (BMUS) en Contrast Enhanced US (CEUS) 2D-beelden. Omdat deze registratie als het ware in het tijd- en ruimte-domein wordt uitgevoerd, wordt het 2D+t registratie genoemd. De afbeeldingen zijn longitudinale doorsneden van de halsslagader en worden gebruikt om de vorm van het lumen en de dikte van de arteriële lagen te inspecteren. Zoals eerder opgemerkt in dit proefschrift, bevatten US beelden veel ruis in vergelijking met andere beeldvormende modaliteiten. Om geautomatiseerde beeldanalyse mogelijk te maken, is een techniek om de ruis te verminderen en het contrast te intensiveren tussen arteriële lagen nodig. Tijdens het scannen werden de beelden opgenomen met een frequentie rond 20 Hz en een bewegingspatroon is merkbaar tussen de opeenvolgende beelden. De oorzaak van deze beweging kan worden toegeschreven aan de arteriële pulsaties, lichte beweging van de patiënt, of een lichte beweging van de hand van de arts. Niet-rigide registratie heeft bewezen een geschikte techniek te zijn om dit bewegingspatroon te extraheren en het was noodzakelijk voor de constructie van een beeld met verbeterde signaal-ruisverhouding (SNR), die latere beeldverwerking vergemakkelijkt zoals beschreven in Hoofdstuk 5 en 6. De methoden in deze hoofdstukken zijn volledig geautomatiseerd en interactie van de gebruiker is niet nodig.
In Hoofdstuk 5 werden zij-aan-zij BMUS en CEUS afbeeldingen met een slagaderlijke tak verwerkt. Om het bewegingspatroon te compenseren, werd een niet-rigide registratie uitgevoerd in het BMUS beeld en toegepast op het CEUS beeld. Epitoombeelden werden gemaakt door het middelen van de voor beweging gecomprimeerde beelden, wat leidt tot BMUS en CEUS beelden met verbeterde SNR. Op basis van het CEUS epitoom wordt de lumen middellijn bepaald, en deze wordt vervolgens gebruikt om schaduwgebieden in het beeld te identificeren. Na het verwijderen van de schaduwen wordt de middellijn opnieuw geschat. Deze middellijn wordt gebruikt als input in een fase die ruwweg de pseudo-enhancement van de verzadigingsartefacten scheidt. Met de middellijn geschat, en schaduwen en artefacten geïdentificeerd, wordt een gecombineerd histogram van de BMUS en CEUS beelden gebruikt in een pixelclassificatiestap. In deze stap worden de pixels ingedeeld in achtergrond, weefsel, artefacten en lumen. De lumencontouren worden verfijnd met behulp van een dynamisch-programmeren methode, wat resulteert in een uiteindelijke lumensegmentatie. De segmentatieresultaten werden getoetst via handmatige annotaties van twee onafhankelijke waarnemers in twee datasets met de Root Mean Square Error (RMSE) als evaluatiemethode. De datasets bevatten proefpersonen met verschillende stenosegraderingen [141]. In een dataset met daarin negen halsslagaders van individuen met een milde tot matige stenose was de gemiddelde RMSE 191 ± 43 µm, terwijl in een andere dataset met tien halsslagaders met matige tot ernstige stenose de gemiddelde RMSE 351 ± 176 µm was. Als laatste experiment werd de omzetting verkregen met de niet-rigide registratie toegepast op de resulterende segmentatie voor de schatting van de wand distensibiliteit. Distensibiliteitswaarden waren vergelijkbaar met de literatuur en vielen binnen het bereik van de variabiliteit tussen waarnemers.

In Hoofdstuk 6 werd niet-rigide registratie toegepast met hetzelfde doel als in Hoofdstuk 5, maar de daaropvolgende beeldanalyse werd uitgebreid om volautomatische segmentatie van de atherosclerotische plaque mogelijk te maken. Bovendien werd de methode uitgebreid, zodat deze overweg kan met beelden van de halsslagader waarin meerdere takken zichtbaar zijn. Om de plaque te segmenteren gebruikten we een duale vorm van de methode van dynamisch programmeren, waarin de lumen-intima (LI) en media-adventitia (MA) lagen gelijktijdig getraceerd worden. De kosten van hun pad door het beeld worden gegeven door een functie van hun uiterlijke en geometrische eigenschappen. De methode werd geëvalueerd met handmatige annotaties in de twee lagen in een training set bestaande uit 20 halsslagaders en een test set bestaande uit 28 halsslagaders. De gemiddelde RMSE in de training set was 411 ± 224 µm voor MA en 362 ± 192 µm voor LI. In de test set was de gemiddelde RMSE 393 ± 239 µm voor MA en 388 ± 200 µm voor LI. De resultaten waren vergelijkbaar met de variabiliteit tussen waarnemers.

Samengevat vonden we in Deel II dat de niet-rigide registratie essentieel was om het epitoombeeld te verkrijgen en de classificatie en segmentatie van het lumen en de slagaderwand mogelijk te maken.
Conclusie

Niet-rigide registratie stelde ons in staat om 3D US en MRI beelden met elkaar te correleren, en maakte het mogelijk om nauwkeurig voor beweging te compenseren in BMUS&CEUS beeldreeksen. Daarnaast hebben we in dit proefschrift algoritmes gepresenteerd die uit 2D and 3D US scans geometrische eigenschappen van de halsslagader extraheren, zoals de middellijn en lumen- en wandsegmentaties. Deze geometrische karakteristieken kunnen gebruikt worden voor beeldregistratie (Deel I), maar zijn ook waardevol op zichzelf aangezien ze informatie geven over de stenosegraad, wandverdikking en plaque locatie (Deel II). De methodes beschreven in dit werk zouden gebruikt kunnen worden in klinische studies naar atherosclerose in de halsslagader; multimodale beeldinformatie kan er in meer detail en vollediger mee geanalyseerd worden. Uiteindelijk zou dit kunnen leiden tot een betere diagnose en behandeling van patiënten met atherosclerose.


[7] Willem E. Hellings, Wouter Peeters, Frans L. Moll, Sebastiaan R. Piers, Jessica van Setten, Peter J. Van der Spek, Jean-Paul P. de Vries, Kees A. Seldenrijk,
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