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1. Introduction

Cases feature certain specific complex properties (cf. Byrne 1998; Byrne/Callaghan 2013; Glouberman/Zimmerman 2002) that need to be addressed when evaluating them (cf. Barnes/Matka/Sullivan 2003; Bressers/Gerrits 2013; Burton/Goodlad/Croft 2006; Patton 2011; Rogers 2008; Sanderson 2000, 2002; Stame 2004; Westhorp 2012), in particular when comparing several cases. Whilst single-case studies allow analyzing the case-specific details that matter, such details often disappear when cases are compared (cf. Bamberger 2000; Bamberger/Rao/Woolcock 2010). However, it is through comparison that case complexity can be highlighted. Therefore, there is a need for methods that retain the complex details of particular cases and that compare those cases in a systematic and transparent manner. We propose Qualitative Comparative Analysis (QCA) as a complexity-informed evaluation method that addresses this need. This contribution aims to explain why QCA is a suitable method, how it can be deployed in such a way that it does justice to the complexity of the cases, and to identify its strengths and weaknesses as an evaluation method. Along the way, we present many references to literature that could be useful for readers who would like to get a deeper understanding of case complexity and QCA.

We will first discuss the properties of case complexity (Section 2). We will then introduce QCA and review its appearance in evaluation literature (Section 3). Next, we will proceed with a step-wise guide to using QCA in evaluation and discuss the ways in which these steps address the properties of complexity as identified (Section 4). We will conclude this article by identifying the strengths and weaknesses of QCA based on empirical application and review of literature (Section 5).

2. Complexity and Cases

We will first need to discuss the meaning of the term ‘complexity’. As already noted by Byrne (1998), Glouberman and Zimmermann (2002), Rogers (2011) and Gerrits (2012), amongst others, there is a real difference between the complicated and the complex.3 In this article, we specifically refer to complexity as the common denominator for the group of related theories, mechanisms and concepts identified in the realm of the complexity sciences (cf. Byrne 1998, 2004, 2005, 2011a; Byrne/Callaghan 2013; Cilliers 1998; Gell-Mann 1995; Kiel 1989; Mathews/White/Long 1999; Mitchell 2009), which has been identified as a promising avenue for evaluation research (cf. e.g. Barnes/Matka/Sullivan 2003; Byrne 2013; Forss/Marra/Schwartz 2011; Mowles 2014; Patton 2011; Rogers 2008; Sanderson 2000; Stern et al. 2012; Stern 2014; Walton 2014; Wolf-Branigin 2013). While there is no universally established list of the characteristics that belong to the complexity sciences

3 We take Mowles’ (2014) criticism regarding this distinction to heart. Nevertheless, we think that a principal distinction between simplistic and complex cases is very useful in assigning meaning to the word ‘complex’. See also Rescher (1998) for an extended discussion.
– and while we acknowledge that there may be contradictory concepts and theories within that particular realm (cf. e.g. Medd 2001; Page 2008) – there are a number of common core characteristics that resurface in most writings on complexity and social reality. From that literature, we synthesized the following dimensions that are relevant to evaluation research.

**Emergence.** Emergence is considered the key property of complexity. It refers to the fact that local interactions build complex patterns over time; or in other words, that complexity arises from local interactions bounded in time and place (cf. Goldstein 1999; Holland 1995, 2006; Schelling 1978; Smith/Stevens 1996). We fully agree with Elder-Vass (2005) that emergence in social reality is essentially synchronic. It implies that – save for simulations – there is no perceptible difference between an actual starting point and the final result, i.e. diachronic emergence. Complexity can be traced back to such local interactions, albeit in one instance.

**Structure.** Synchronic emergence is intimately related to structure. Structure refers to the set of relationships between the constituent elements (cf. Marion 1999; Mitchell 2009; Rescher 1998). Structure is formed through the interaction between these elements (cf. Westhorp 2012). The common view is that these relationships must have some durability in order to constitute structure (cf. Meadows 2008). Without durability, there is no structure but just a one-off collection or heap of elements (cf. Laszlo 1972). However, this does not mean that the structure as a whole is homeostatic as was originally postulated (cf. e.g. Parsons 1951). It is now acknowledged that this structure evolves over time in response to incentives, such as (policy) interventions. From this, it follows that social reality is emergently structured (cf. Reed/Harvey 1992) and that it consists of systemic wholes (cf. Byrne 2013) whose integrities are violated when taken apart in discrete elements (cf. Flood 1999; Gerrits/Verweij 2013). Following Byrne (2005, 2013) and Harvey (2009), we understand that real world cases operate as systemic wholes that should be studied as such. Essentially, this is an anti-reductionist argument (cf. Sanderson 2002; Sibeon 1999).

**Context.** The systemic wholes discussed here do not operate in a vacuum: they are in many ways related to their environment with which they interact (cf. Cilliers 2001). This interaction results in changes in the systemic whole, i.e. environmental influences, such as interventions, drive the process of emergence and become part of the emergent structure (cf. Gerrits/Verweij 2013; Harvey 2009). As such, the importance of context in understanding complexity cannot be overestimated in evaluation research (cf. Westhorp 2012). Here, we touch upon the realist argument that context determines which relationships are actualized, thus driving the direction of emergence, and the resultant structures. In other words, certain future states will only be possible under certain conditions (cf. Byrne/Callaghan 2013; Byrne 2013). This means that context is explanatory for how cases as systemic wholes emerge and develop in certain (convergent or divergent) directions over time, even if they appear similar. This is a trace of the time-asymmetric and indeterministic nature of social reality (cf. Byrne 1998; Prigogine 1997). Context determines the direction of
the case and it is explanatory for why certain similar conditions bring forth different outcomes, or why dissimilar conditions can bring forth similar outcomes, i.e. multifinality and equifinality. It also implies non-linearity (cf. Kiel 1989; Kiel/Elliott 1996), a disproportional relationship between local interactions and their aggregation in the systemic whole.

Human Agency. There is the question of drawing boundaries between systemic wholes and their environment. As many authors have noted (cf. e.g. Cabrera/Colosi 2008; Cabrera/Colosi/Lobdell 2008; Cilliers 2005; Richardson/Lissack 2001), ambiguity about those boundaries is commonplace. This is why we follow Flood (1999) and talk of ‘systemic wholes’ instead of ‘systems’ and appreciate that human agency has a key role in defining those systemic wholes (cf. Byrne 2009, 2013), where it is understood that, if actors in cases operate according to their own system definitions, these definitions in fact constitute systemic boundaries (cf. Midgley/Munlo/Brown 1998). Indeed, the process of casing – the construction of the case object – is in itself an important step in this type of research (cf. Harvey 2009; Ragin/Becker 1992).

In conclusion, complexity is not substantive in itself (cf. Westhorp 2012). Rather, complexity is driven by complex causality, the kind of causality that is conditional (i.e. contextual) and therefore local in place and temporal in time (cf. Byrne 2009; Gerrits/Verweij 2013). Consequently, actualized causal mechanisms can differ to greater or lesser extent from case to case. Therefore, a method that highlights these context-dependent mechanisms in evaluation research is needed. One such method is Qualitative Comparative Analysis or QCA. In the next section, we will discuss how QCA and evaluation are related.

3. QCA and Evaluation

QCA, originally developed by Charles Ragin (1987, 2000, 2008), has been proposed as a complexity-informed research method that mediates between the in-depth understanding of complex cases and knowledge of context-bound generality (cf. Ragin/Shulman/Weinberg/Gran 2003). QCA has been rapidly gaining popularity (cf. Rihoux/Rezsöhazy/Bol 2011; Rihoux/Álamos-Concha/Bol/Marx/Rezsöhazy 2013). Some authors have advocated QCA as a useful evaluation method for complex cases (cf. e.g. Befani/Ledermann/Sager 2007; Befani 2013; Blackman/Wistow/Byrne 2013; Byrne 2013). In our view, QCA “[…] allows researchers to explore a particular case, to test those explanations against a larger (but limited) set of cases, and to use the results of such a test to improve our understanding of singular cases” (Gerrits, 2012: 175).

To gain an understanding of how QCA has been used in evaluation research – and how it relates to complexity as described above – we conducted a search in the bibliographical database Scopus. We used Scopus’ Journal Analyzer to select the relevant evaluation journals, simply using the query evaluation. The resultant selection of nineteen evaluation journals were searched with the queries ALL(*qca) or
ALL ("qualitative comparative analysis") to ensure that all articles that, in whatever variation, mention QCA were found. This resulted in twenty-six articles in total, of which nineteen actually mentioned QCA.\(^5\) These are listed in Table 1.

**Table 1:** Overview of the 19 publications discussed in this article

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Journal</th>
<th>Focus on QCA</th>
<th>Empirical</th>
<th>No. of Cases</th>
<th>Complexity-Informed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balthasar, A.</td>
<td>2009</td>
<td>Evaluation Review</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Balthasar, A.</td>
<td>2006</td>
<td>Evaluation</td>
<td>Yes</td>
<td>Yes</td>
<td>10</td>
<td>No</td>
</tr>
<tr>
<td>Befani, B.</td>
<td>2013</td>
<td>Evaluation</td>
<td>Yes</td>
<td>Yes</td>
<td>28 (8 / 20)*</td>
<td>Yes</td>
</tr>
<tr>
<td>Befani, B., Ledermann, S., Sager, F.</td>
<td>2007</td>
<td>Evaluation</td>
<td>Yes</td>
<td>Yes</td>
<td>15</td>
<td>Yes</td>
</tr>
<tr>
<td>Blackman, T., Wistow, J., Byrne, D.</td>
<td>2013</td>
<td>Evaluation</td>
<td>Yes</td>
<td>Yes</td>
<td>27</td>
<td>Yes</td>
</tr>
<tr>
<td>Byrne, D.</td>
<td>2013</td>
<td>Evaluation</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Costa, A.F.D., Pegado, E., Ávila, P., Coelho, A.R.</td>
<td>2013</td>
<td>Evaluation and Program Planning</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Holma, K., Kontinen, T.</td>
<td>2011</td>
<td>Evaluation</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Holvoet, N., Dewachter, S.</td>
<td>2013</td>
<td>American Journal of Evaluation</td>
<td>Yes</td>
<td>Yes</td>
<td>30</td>
<td>No</td>
</tr>
<tr>
<td>Jackson, S.F., Kolla, G.</td>
<td>2012</td>
<td>American Journal of Evaluation</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ledermann, S.</td>
<td>2012</td>
<td>American Journal of Evaluation</td>
<td>Yes</td>
<td>Yes</td>
<td>11</td>
<td>No</td>
</tr>
<tr>
<td>Pattyn, V., Brans, M.</td>
<td>2013</td>
<td>Canadian Journal of Program Evaluation</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sager, F., Andereggen, C.</td>
<td>2012</td>
<td>American Journal of Evaluation</td>
<td>Yes</td>
<td>Yes</td>
<td>17</td>
<td>Yes</td>
</tr>
<tr>
<td>Taut, S.</td>
<td>2007</td>
<td>Canadian Journal of Program Evaluation</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ton, G.</td>
<td>2012</td>
<td>Evaluation</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Verweij, S., Gerrits, L.M.</td>
<td>2013</td>
<td>Evaluation</td>
<td>Yes</td>
<td>No</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>Walton, M.</td>
<td>2014</td>
<td>Evaluation and Program Planning</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Williams, A.M.</td>
<td>2010</td>
<td>Evaluation and Program Planning</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yin, R.K.</td>
<td>2013</td>
<td>Evaluation</td>
<td>No</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^*)\) Concerns two different evaluation studies.

\(^5\) Other articles mentioning QCA concerned different abbreviations such as the Qualification and Curriculum Authority.
Of the nineteen articles, seven included an empirical application (cf. Balthasar 2006; Befani/Ledermann/Sager 2007; Befani 2013; Blackman/Wistow/Byrne 2013; Holvoet/Dewachter 2013; Ledermann 2012; Sager/Andereggen 2012) and two concerned solely conceptual pieces (cf. Byrne 2013; Verweij/Gerrits 2013). The other articles made references to QCA, recognizing the relevance of QCA for evaluation research, but did not pursue any detailed discussion of the approach (cf. e.g. Da Costa/Pegado/Avila/Coelho 2013; Jackson/Kolla 2012; Pattyn/Brans 2013; Ton 2012; Walton 2014; Yin 2013). This observation indicates that QCA has found its way into the evaluation literature only recently, but rapidly; the clear majority of articles (thirteen out of nineteen) was published from 2012 onwards. We cannot claim this overview to be exhaustive, inter alia because it is likely that QCA evaluations have been published in non-evaluation journals (cf. e.g. Dyer 2011) and because relevant book chapters (cf. e.g. Befani/Sager 2006; Verweij/Gerrits 2012) and non-English articles (e.g. Marx 2005) were excluded in Scopus. The articles selected in our overview, though, can be considered core references about QCA and evaluation specifically. We use these references in the remainder of this section. Conducting a thorough systematic review of the literature about QCA and evaluation might become worthwhile in future years, when more evaluation studies using QCA will have been published.

QCA is an umbrella term for a variety of types, including crisp set QCA (csQCA) where conditions have binary values (cf. e.g. Befani/Ledermann/Sager 2007; Befani 2013; Blackman/Wistow/Byrne 2013; Holvoet/Dewachter 2013; Ledermann 2012), multi-value QCA (mvQCA) where conditions have discrete values (cf. e.g. Balthasar 2006; Sager/Andereggen 2012) and fuzzy-set QCA (fsQCA) where conditions can have any value between 0 and 1. It has been used in evaluation literature to comparatively study any number of cases, ranging from eight (cf. Befani 2013) up to thirty (cf. Holvoet/Dewachter 2013), aiming at the identification of causal patterns that explain the occurrence of specified outcomes in cases. These causal patterns are configurations of conditions – i.e. interacting elements – that are expected to contribute to the occurrence (or non-occurrence) of the outcome of interest, e.g. to determine the effects of a certain intervention. Evaluations with QCA have included as few as three conditions (cf. Befani 2013) up to as many as nine (cf. Blackman/Wistow/Byrne 2013; Sager/Andereggen 2012). It allows evaluators to systematically compare cases so as to identify the necessary and/or sufficient (combinations of) conditions that produce outcomes. The focus on the interaction between conditions that (do not) produce the outcome, exemplifies the generative nature of QCA (cf. Befani/Ledermann/Sager 2007) with regards to nested, emergent systemic wholes. In particular QCA’s abilities to systematize and make transparent comparative evaluations, to study how conditions (e.g. interventions, context characteristics) interact with each other, and its potential for limited middle-range generalization, are appreciated by evaluation scholars (cf. Balthasar 2006; Befani/Ledermann/Sager 2007; Befani 2013; Blackman/Wistow/Byrne 2013; Holvoet/Dewachter 2013; Sager/Andereggen 2012). These abilities coincide with the complexity-informed understanding of the emergently-structured nature of social reality.
Although most publications in evaluation journals recognize QCA’s sensitivity to complexity – most prominently: QCA offers a more holistic, important and valuable alternative to linear approaches that try to isolate the effect of conditions (e.g. interventions or contextual characteristics) on outcomes – fewer authors have explicitly discussed and presented QCA as an approach to studying complex systemic wholes (cf. Blackman/Wistow/Byrne 2013; Byrne 2013; Verweij/Gerrits 2013).

Byrne and colleagues, for instance, building on their previous work (cf. e.g. Byrne 2005, 2009, 2011b), have conceptualized QCA as a way to study cases as complex systems, consisting of elements that interact with the system’s context and producing system-level outcomes, where this level is understood in terms of emergent complexity as described in the previous section. The system elements and context characteristics are conceptualized as conditions. As such, QCA allows evaluators to trace the complex causal links between the elements and characteristics so as to explain the occurrence of outcomes. For example, Blackman, Wistow and Byrne (2013) have examined how interventions in so-called ‘spearhead areas’ in England worked in different contexts to (not) produce a narrowing gap of teenage conceptions relative to the country’s average.

Verweij and Gerrits (2013), likewise Byrne and colleagues, commence with a conception of reality composed of multiple, nested and interacting complex systems. They thus assign systemic qualities to reality, and then go on formulating a number of epistemological – stemming from this complex understanding of reality – and consequent methodological requisites for complexity-informed evaluations. They assess QCA’s properties against these requisites and ultimately conclude that QCA is complexity-informed, but that its essentially a-temporal nature poses challenges for using QCA to study complex systems and phenomena, something that Byrne agrees with (cf. Byrne/Callaghan 2013). We note that Verweij and Gerrits’ discussion links with Realistic Evaluation (RE). As they explain in a related publication (2013), complexity is rooted in the critical realist ontology. RE is also rooted in critical realism (cf. Pawson/Tilley 1997), and the parallels between QCA and RE, in turn, have been highlighted by e.g. Befani, Ledermann and Sager (2007) and Sager and Andereggen (2012). In the next section we will build on the works discussed here, explaining and showing how QCA can be used for complexity-informed evaluation.

4. QCA for Complexity-Informed Evaluation

The selection of cases and the identification of the conditions that are included in the analysis are pivotal in any case study research in general, and in QCA in particular. The conditions that are included constitute and define the case. As can be surmised from our discussion above, what constitutes a case – i.e. which conditions are included; casing – can and should be subject to discussion.

Many select conditions on the basis of theory, for instance in order to test configurational hypotheses (cf. Amenta/Poulsen 1994), and the QCA literature general-
ly agrees that this is a good practice (cf. Schneider/Wagemann 2010). In our view, theory here includes policies as well because policies are de facto theories of how an intervention in a certain context produces an outcome, i.e. the so-called policy theory (cf. Leeuw 2003). It is also agreed in the QCA literature that the selection of conditions depends on empirical knowledge of the cases (cf. Schneider/Wagemann 2010). In our view, it is essential to develop the cases from explorative observations and discussions in the field because this will guide the researcher towards the local interactions and boundary judgments that build complex systemic wholes. Rantala and Hellström (2001) and Verweij and Gerrits (2015), for instance, developed conditions in a grounded manner from qualitative interviews that focused on the human agency of the respondents. Rantala and Hellström interviewed teenagers and from the transcripts, via coding, built categories of how the teenagers reflect upon the world and themselves through practicing art. Similarly, Verweij and Gerrits (2015) interviewed managers of a large infrastructure project, using an open approach that focused on the day-to-day actions of the managers, and through iterative coding constructed categories of management conditions that produce satisfactory outcomes in the implementation of the project. Such grounded and iterative approaches to understanding cases can be recognized in other types of evaluation as well.

It is important that cases can be expected, in principle, to produce the outcome of interest. For Verweij and Gerrits (2015) this meant that the interviewed managers provided cues about what the outcome of their management actions was. In other words, they highlighted the emergent nature of the complex projects they were working on. Of course, it is not necessary that the outcome is actually produced: theories may be wrong, policies can (partly) fail and management actions may not work. The question is under what conditions the outcomes are produced or not.

Developing the cases from explorative observations and discussions in the field is a particularly useful approach for complexity-informed QCA evaluation. Although there are authors who argue that cases can be approached quantitatively, e.g. using Configuration-Frequency-Analysis – and we acknowledge the value of that for certain research goals – we would like to stress that case-based research first and foremost involves qualitative, in-depth, data. As e.g. Checkland (1981), Uprichard and Byrne (2006) and Wagenaar (2007) have argued, we can only get to know the operation of complex systemic wholes (note the plural here) through the views, words and actions of the people working within those. They guide the researcher in generating the boundaries of the wholes and in identifying the causal relationships within those cases (cf. e.g. Byrne 2011a), as such addressing the dimensions of emergence and human agency. In fact, cases display a level of detail and complexity that are extremely hard to define by researchers without the help of respondents (cf. Wagenaar 2007). Qualitative data help preserving as much of the actual complexity of structure and emergence as possible in a coherent way. Note that this also implies that the researcher has actual in-depth knowledge of each individual case, which is important in the calibration and interpretation processes in QCA (cf. Schneider/ Wagemann 2010).

Having determined the conditions and the outcome of interest and having collected the data, the next steps of the procedure are all geared towards a transparent
reduction of complexity. This reduction is required for the systematic comparison. We stress and will demonstrate below that this reduction is complexity-informed, not the least because the data collection as described above is geared towards preserving maximum complexity.

First, the researcher should decide about the type of QCA. The three available main types – csQCA, mvQCA and fsQCA, see above – all have certain advantages, depending on the aims of the research and the types of conditions. Explanations of the different types are available in literature (cf. e.g. Rihoux/Ragin 2009; Schneider/Wagemann 2012), as well as discussions about their relative advantages and disadvantages (cf. e.g. Thiem 2013; Vink/Van Vliet 2009, 2013). Ostensibly, a complexity-informed analysis would benefit from mvQCA or fsQCA because these types allow a more fine-grained, detailed description of conditions than csQCA does: the first allows multiple discrete values (e.g. 0, 1 and 2) and the latter allows any values between 0 and 1. However, these types can introduce a faux precision that is not always present in the real world. Furthermore, it is argued, for instance by Byrne (2013), that it concerns the differences in kind and not the differences in degree that policy makers intend to establish with their interventions, and which thus should be the focus of the evaluation. Moreover and specifically for fsQCA, especially when cases (hence conditions) are developed from explorative observations and discussions in the field, it seems hard to explicate the difference between fuzzy-set scores of e.g. 0.3 and 0.4. The choice for the type of QCA ultimately depends on the research question and the nature of the data at hand. Verweij and Gerrits (2015), for instance, opted for mvQCA because they reasoned that the categories that were developed from the qualitative data were best described in discrete terms.

The next step is to structure the qualitative data into a data matrix. This involves calibration: the process of actually assigning set scores to cases (cf. Schneider/Wagemann 2012). The data matrix lists all cases (first column), the scores of the cases on the conditions (middle columns), and the scores of the cases on the outcome condition (final column). The data matrix expresses the interactions between elements (e.g. interventions) and context characteristics in terms of configurations of conditions. Each row shows the particular interactions for each case. At this stage, the researcher will note the contextual and emergent nature of the nested cases, i.e. how outcomes are stronger or weaker associated with certain configurations.

Next, the data matrix needs to be converted into a so-called truth table. The truth table lists all the logically possible combinations of conditions (excluding the outcome) and sorts the cases accordingly. By definition, each case can only be assigned to one configuration. Each configuration is then scored on the outcome condition in the final column of the truth table. For illustrative purposes we included Table 2 as an example of an mvQCA truth table (adapted from Verweij/Gerrits 2015).
The authors of this truth table conducted a complexity-informed evaluation of the project management of a large infrastructure project, focusing on how public and private managers managed and cooperated in different events-as-cases, and which contextualized combinations of management strategies and cooperative strategies produced good outcomes (satisfaction) and which ones did not. Whereas the data matrix shows the configuration for each case, the truth table shows the logically possible configurations and the cases that represent them. In other words, the matrix and the truth table represent the same qualitative rich data, but whereas the first focuses on the uniqueness and nested nature of the cases, the latter compares them, stressing their similarities. Importantly, the truth table exhibits that the context determines the cases’ trajectories in terms of multifinality and equifinality. That is, Table 2 shows that different combinations of conditions produce the same outcome, and that similar conditions produce different outcomes depending on the context of other conditions.

Note the ‘C’s’ in the outcome column of the table. This signals that the same configuration produces different outcomes in cases, i.e. a contradiction. This is another feature of QCA’s complexity-informed nature. It draws our attention to the possibility that the cases’ boundaries were defined too narrow, i.e. that there are additional conditions that explain why the cases in the third and fourth configurations of the truth table produce contradicting outcomes. This urges the researcher to continue the process of casing. Note further that not all logically possible combinations are represented by a case. That is, only eight configurations are empirically present in Table 2, whilst the number of combinations that are logically possible is twelve (i.e. $2^2*1^3$). This is called limited diversity. It could be considered a problem because it limits the options for the further reduction of complexity in the next step of the QCA process. Alternatively, we can understand the empirical absence of configurations as indicative for the nestedness of cases, that cases have unique properties but also exhibit similarities which makes certain configurations less likely. Byrne (2013) asserts this is an indication of path-dependency.

The final step in the reduction of complexity is the development of the minimized solution formula in order to derive the persistent patterns across cases. This formula contains the information presented in the truth table, but reduced to one
formula using Boolean operators. For the outcome [1] of the truth table, including the contradictory rows for illustrative purposes as if they also produced the outcome, this formula is shown in Table 3 (adapted from Verweij/Gerrits 2015). The * symbol indicates logical-AND and + symbol indicates logical-OR.

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Generalized Pathways</th>
<th>OUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAN [0] *</td>
<td>EVENT [0] * MAN [0]</td>
<td>[1]</td>
</tr>
<tr>
<td>COOP [0] +</td>
<td>COOP [2] +</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Minimized Solution Formula

The minimized solution formula is arrived at through pairwise comparison of configurations that agree on the outcome and differ in but one other condition. For example, the configurations represented by the cases ENV and CR2 that were combined into “MAN [0] * COOP [0]”, allowed the researchers to conclude that the combination of this project management strategy (MAN) with this cooperation strategy (COOP) works in both contexts “Event [0]” OR “Event [1]”. The minimization procedure results in generalized pathways that simultaneously exhibit the cases’ multifinal and equifinal nature, as shown in Table 2.

It is important to stress here that the minimized solution formula is not the final step in the QCA process. We would like to emphasize that the solution formula in itself is of little value without a (qualitative) interpretation of the results. Two measures guide the interpretation: consistency and coverage (cf. Ragin 2006). The first one is a measure for assessing theoretical (subset-relational) strength and the second one for assessing empirical strength. For instance, the consistencies of the two configurations in Table 2 that exhibit contradictions are lower than the configurations that have no contradictions. Consequently, the generalized path EVENT [1] * MAN [1] has a lower consistency than the other two paths in Table 2. However, the coverage of the path is higher than that of the other two, because it covers more cases. These measures help the evaluator to assess and communicate more clearly what works, in what contexts and to what extent (cf. Rogers 2011). Apart from these measures, as the results of the QCA are ultimately rooted in the richly detailed systemic wholes, not interpreting the results in light of these wholes runs the risk of severe misinterpretation. When researchers communicate the QCA results as straightforward recipes for changing policies or management practices in order to improve them, the opposite could actually be accomplished. It goes without saying that this cannot be the purpose of evaluation.

As can be surmised from this discussion: QCA is a decidedly iterative approach where the evaluator is allowed to move between the steps, e.g. to solve limited diversity and contradictions, and where she/he is encouraged to adjust the whole reduction procedure according to the interpretation of the results. The fact that QCA
can be used to both explore and test patterns is testimony to its versatility in that respect. As such, QCA first and foremost represents a research cycle between the considerable complexity of individual cases and the simplification necessary to compare patterns across cases. As many (cf. e.g. Cilliers 2002, 2005) have noted: simplification and reductionism are inevitable when understanding complex cases. However, there is a real difference between the practical constraints in allowing observing full complexity, and reductionism as expressed in Occam’s razor. QCA is a method that accounts for the real-world complexity during the comparative stage and as such aids learning through evaluation (cf. Sanderson 2000).

5. Conclusions

Complexity appears to be increasingly acknowledged in evaluation studies. This paper made the case for QCA as one of the approaches that complexity-informed evaluators can use. This was done by discussing the properties of complexity in relation to the properties of QCA, explaining how context and human agency are central to evaluation research, and showing that QCA can be utilized to articulate these characteristics when evaluating complex cases. Inevitably, the complexity of the individual cases is reduced in (and because of) the comparative process, but it retains traces of that complexity in terms of contexts, equifinality and multifinality, i.e. emergence, structure and trajectory. Closing the cycle through a qualitative interpretation of the solution formula assigns meaning to the pertinent traces of complexity present in that formula.

While we make the case for QCA, we do not mean to say that QCA is the single best method for analyzing and comparing complex cases. The formal procedures in QCA, i.e. from the data matrix up to the minimized solution formula, are a-temporal: there is no temporal order in the conditions that are included in the comparison. Although solutions to this problem have been suggested in literature (cf. Caren/Panofsky 2005; Hak/Jaspers/Dul 2013; Hino 2009; Ragin/Strand 2008), it is still the case that QCA in itself is not really appropriate for studying temporal dynamics in cases (cf. Verweij/Gerrits 2013). Narrative approaches, longitudinal approaches, such as path-dependency and even-sequence analyses, for instance, may be more suitable here. The synchronic nature of social emergence, as argued here, highlights the importance of addressing human agency in the conduction of evaluation with QCA because it is through the eyes of people in cases that the case’s boundaries and emergent properties can be reconstructed. The approach is not a mechanical exercise and including the evaluees in the application is key to understanding the solution formula. As such, QCA is not just a tool but rather an evaluation logic that helps the researcher focusing on the complexity of the case.
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