4.1

This chapter reports empirical investigations into multi-factor models
for the Dutch stock market. Before proceeding, we stress that the goal
of this chapter is not presenting ‘the’ model that describes how returns
on the Dutch stock market are generated. In our opinion, such a model
does not exist (or has at least not been discovered yet). What can be
attained is a model that, given the sample of returns in time and cross-
section, more or less adequately describes the relationships between
stock returns and changes in the economic environment. In my intention,
then, this chapter will not be so much a revelation in the sense that it
divulges some secret (because ’‘true’) underlying factor model. Instead,
this chapter is intended to provide an illustration of the process of
constructing and estimating a multi-factor model and of linking the
results back to theory by interpreting them in the framework of accepted
models. This illustration centers around the following issues, to be

discussed below:
- the factor model itself:
the interpretation of the nature of a factor model
- the incorporated factors:
the nature of the factors
the choice (identity) of the factors
the measurement of the factors
- measuring the relationships within the model:
the statistical significance of the relationships
the stability and stationarity of the relationships.
A discussion of applications of the model i1s postponed until chapter 5.

Factor models

As stressed in chapter three, we consider a (multi-factor) model in its
role of a risk model. A risk model relates changes in security (stock)
prices to contemporaneous changes in (macro-) economic variables.
Returns are thus linked to changes 1n state variables. There exists an
increasing body of studies that relate security returns to levels of
economic variables, in the sense that the (short term) interest rate,
the term structure of interest rates, or expected inflation is
considered instead of (contemporanecus) changes in these variables. As
remarked in section 2.5.2, these studies investigate the predictability
of security prices by analyzing the level of expected returns (or risk
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premiums) over time and the persistence of return components. By
relating returns to contemporaneous changes in economic variables, in
contrast, implicitly changes in expected returns (or risk premiums) are
analyzed; these changes in expected returns then propagate into changes
in market prices and thus into returns.

Incorporated factors

Changing security prices brings us to the nature of the incorporated
factors. In a fairly efficient market, the market expectations regarding
changes 1n the relevant economic environment are already incorporated in
the current prices. A change in the (conditional) expectations then
implies a change in the prices, and hence a return. Complicating
circumstances are here, first, that we do not know the expectations at
any point in time and, second, that there can exist a non-flat term
structure of expectations that can change in complicated (i.e. non-
parallel) ways. A way out of this second problem is to assume that
expectations are driven by unforeseen events. This implies that the
occurrence of an unexpected change incites the market participants (the
investors) to revise their set of expectations. As a result, the
information content of a change in the (next period’s) expectation with
respect to a state varilable can be different from the information
content of an unexpected change in that state wvariable.

Focussing on unexpected changes does not resolve the first
problem, however, since for knowing unexpected changes one must know the
expected component of the change. Information about expectations is not
readlly available. One possibility is the use of expectational data as
collected and published by some institutions. One source is I/B/E/S, the
Institutional Brokers Estimate System (a service of Lynch, Jones &
Ryan), that gathers analysts’ (market) expectations with respect to
fundamental firm wvariables (like earnings and dividends) and macro-
economic variables (like interest rates, inflation and exchange rates).
This route 1is left for future research. The alternative, employed almost
without exception, is the use of time series models under the assumption
of rational expectations. By time series modelling of the changes in the
selected factors, the expected component of the change (the prediction)
is separated from the unexpected or surprise component (the residual) .l
The estimated residuals from this auxiliary (regression) model are then
considered as actual surprises and used in the main regression of the
factor model estimation. The econometric issues involved in two-step
procedures, where predictors and residuals generated from an auxiliary
model are used as regressors in main regressions, are analyzed by Pagan
[1984] . When the main regressions are estimated by ordinary least

1) The so-called ‘pre-whitening’. Note that in the context of a factor
model as a risk model, we are in this respect analyzing the
contemporaneous changes in the factors.
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squares, he finds that the use of predictions causes severe problems.
However, 1n the case where generated residuals are used, the ordinary
least squares estimators of their coefficients in the main regressions
are both consistent and efficient. Furthermore, the standard errors of
the coefficients of the generated residuals, resulting from the ordinary
least squares procedure, are consistent estimators of the true standard
errors. This implies that the standard errors (and hence the t-values)
estimated in the main regression, can be employed to make wvalid
inferences.

The main regressions lead us to the next issue: the identity of the
relevant factors. What variables should be incorporated in the model?
Unfortunately, to my knowledge there exists no generally accepted (1i.e.
firmly validated) theoretical framework that links stock returns to the
economy. Nor does there exist agreement about some unique set of
economic variables to which stock returns are supposed to be related in
some way. As appeared from section 2.5.2, some general economic theory
combined with intuition yields a set of candidate factors. Later studies
then gratefully use these variables. Other important considerations are
the extent to which variables appear in popular financial media, and the
avallability of the data.

Some frequently used variables can be organized 1n a diagram, as

shown below:

varliables
sector: financial market non-financial market
commodity futures inflation:
prices - consumer prices

producer prices
economic activity:
IP / GNP
new orders of durable goods
car sales
consumer confidence

monetary: interest rates money supply
risk premia

foreign: exchange rates imports / exports

trade balance
effective exchange rate

An obvious classification of the wvariables is whether they relate to the
real sector of an economy, to the monetary (financial) sector, or

- 211 - Chapter 4



(especially for open economies) to the foreign sector. Another important
way of classifying the variables would be to ascertain whether they are
generated by market forces on a liquid market, or whether they relate to
less liquid real markets. The former category comprises price variables
whereas the latter category mostly covers volume data. This criterion
raises some problems, however. For example, 1s money supply a real
market variable? Are consumer prices financial market data? A better
classification in this respect 1s financial market variables as opposed
to non-financial market variables. Of course, distinction is not crisp
and clear. Real interest rates, for example, are of a mixed nature. The
importance of financial market data is that the variables themselves are
generated in efficient markets. It can hence be argued that their total
change is unexpected. This eliminates the need for decomposing into
estimated anticipated and unanticipated components. Furthermore,
financial market data are readily available on a high frequency basis.
It can be expected that they constitute a large part of investors'’
information sets.

Even 1f economic theory could reveal us the definitions of the ’'true’
underlying variables, we would have to operationalize the model by
choosing available variables that represent (or better: proxy) the
‘true’ variables. If an interest rate 1s important, what particular rate
is relevant? A short rate or a long rate (how long or how short)? A
domestic rate or a foreign rate? And so on. Hollis & Nell [1975,
pp.96ff] consider, in a philosophical context, this problem of
operationalizing the hunches we may have. In addition, they touch upon
the i1ssue of the quality of the data. The accuracy of economic data 1in
its many forms 1s analyzed in detail in the classic book by Morgenstern
[1963a] .?’ Although in thirty years the scale and the speed of
collecting and processing economic data may have increased considerably
(not the least because of the use of computers), it is the question
whether the quality of the obtained data has improved in the same pace.
This is predominantly a problem of non-financial market variables.
Government data are often smoothed over time and frequently revised
after initial publication. In addition, some economic series are

averaged (for example, when the monthly datum is the average of daily
data) .3

2} The telling motto of the book (Morgenstern [1963a, p.2]) has lend
itself to the title of a summary article, see Morgenstern [1963Db].
The familiar ‘garbage in, garbage out’ principle applies.

Appendix 4.C deals with the spurious autocorrelation that emerges
from averaging. This calls for a technical correction of the series

that is different from the more economical correction for obtaining
unexpected components.

3)
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Measuring relationships

In addition to measurement errors that are attached to data, there are
estimation errors that result from processing historic data. This brings
us to estimating the relationships between stock returns and the
relevant factors. Where needed, auxiliary regressions will vyield
estimates of unexpected factor changes.% As noted above, the ordinary
least squares output of the main regression of returns on unexpected
factor changes (the generated residuals) then provides valid inferences.

In our empirical work, we will focus on finding statistical
significant relationships. This implies that we are looking for
sensitivities that significantly differ from zero. For the estimated
sensitivities, we suggest applyving a significance level of 10%. In
contrast to what the bulk of econometric work may suggest, the
appropriate level of significance is not some physical constant,
determined at 5% or 1%. By applying some lower significance level, we do
not run the risk of eliminating factors that may be useful in the
conditional predictions.

Ssome comments on this point are in place. Although sensitivities
of stocks or 1indices may significantly differ from zero, note that
applying any generally accepted statistical significance level (i.e. up
to 10%) will lead to the conclusion that these sensitivities do not
differ significantly from each other. This raises the question whether
we are better off with one estimate, identical for all indices or
stocks, or that the differences between the estimated sensitivities
possess some economic significance.

In (investment) practice, the usual statistical significance
criteria are in this sense sometimes too strict. Consider a portfolio
manager who can choose between two portfolios, A and B. These portfolios
are equivalent, except that the odds are three to one (i.e. in 75 out of
100 cases) that portfolio A will yvield an expected return that will
exceed portfolio’s B expected return by 1% over the next year. From a
purely statistical point of view, the 25% significance of the difference
18 hardly impressing. From an economic point of wview, in contrast, the
information on the mean return difference is meaningful and the

) Most economic data series are integrated of order one. This implies
that the levels of these variables exhibit large autocorrelation. The
presence of autocorrelation in the regressors will induce spurious
significant results (cf. Lovell [1983, p.7]). As already suggested by
Morgenstern (1963a, pp.55ff], first differencing will make
autocorrelated series less meaningless. Wasserfallen [1986] notes
that differencing will also remove non-stationarities in economic
data series. The issue of spurious regression results from non-
differenced data 1is explored in depth by Granger & Newbold [1974],
Plosser & Schwert (1978] and Harvey [1980].
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portfolio manager will tend to prefer portfolio A over portfolio B.®
The other extreme to strict statistical significance criteria is
to consider the point estimates of the sensitivities as the ’true’
values. Unfortunately, inspite of a large body of literature on
estimation risk, it is common practice to ignore the errors that
accompany estimated portfolio weights, performance measures and the
like. We will take a middle position by contenting ourselves with a 10%
significance level for testing sensitivities against zero and by
considering sensitivities as point estimates in mutual comparisons.

Increasing the number of observations will ceteris paribus yleld more
efficient estimates. One way of doing this is increasing the frequency
of observations (i.e. decreasing the length of the observation interval)
given the length of a sample period. This introduces the problem of
stability: are monthly estimated sensitivities equal to weekly or
quarterly estimated sensitivities? An alternative 1s holding the length
of the observation interval constant but increasing the length of the
sample period. Unfortunately, when ‘ceteris’ are not ‘paribus’ 1n this
case (which 1s very likely), non-stationarity will cause the estimated
sensitivities to deteriorate.

Outline

The outline of this chapter 1s as follows. We start in section 4.2 by
discussing the stock market data. Section 4.3 analyzes the relationship
between stock returns and interest rates. We start with interest rates
because of the obvious link with bond markets. Interest rates are
considered (and indeed appear) to be important variables and many
studies investigate their influence. This section intends to provide an
1llustration of the process of first constructing and estimating a
factor model and then of linking the empirical results back to the
theoretical framework of present value models. The issues as outlined
above will be discussed. In section 4.4, the speed of the analysis is
increased. We introduce additional factors and estimate a factor model
in a multivariate context. Section 4.5 summarizes the chapter.

) Reversely, we can imagine the case (for example a large scale event
study) in which a mean return difference of .01% per year is detected
with a significance of .01%. Here the statistical significance of the
difference i1s very high, and its economical significance is quite low
(although the mere finding of a statistical significant return
difference may possess economic-theoretic significance).
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4.2

Section 4.2.1 summarizes the stock market data we use in this chapter; a
detailed presentation of these data is contained in Appendix 4.A.
Section 4.2.2 discusses the choice of the appropriate return definitton;
more detalils on that issue are presented in Appendix 4.B.

4.2.1 Stocks and indices

This section discusses the stock market data that will be used in the
rest of the chapter. The discussion of the data on the factors will be
postponed until the appropriate sections.

The stock market data base consists of two samples: monthly data
on a set of individual common stocks and monthly data on a set of stock
market (sub-) indices. The two samples, that span time periods of
different length, give us flexibility in our empirical work.

Over the period 1970:1 through 1994:5, monthly price returns
(corrected for stock dividends and stock splits) as well as total
returns are available for a selection of 36 common stocks® . It concerns
large capitalization stocks, more or less randomly drawn from various

sectors.
Over the period 1980:1 through 1993:12, we have monthly data on

15 stock market (sub-) indices of the Central Bureau of Statistics

(CBS) . It concerns reinvestment indices and price indices, from which we
computed total returns and price returns, respectively. In addition to 6
general stock market indices, there are 9 sector indices. We combined
the sub-indices of Banking and Insurance into one single financial
sector 1ndex. The remaining 8 sector indices are presented in Table 4.1.

The individual stocks are classified according to CBS-sector. As
the CBS recognizes a sector ’'oil & mining’ but does not compute an index
for 1t, we take one major oil stock (Royal Dutch) as representative for
the o1l sector.

From these two data sets, we constructed two sets of alternative
sector indices. Using the sector classification of the individual
stocks, we constructed equally-weighted sector indices for the period
1970 - 1994. The five internationals (Akzo, Hoogovens, Philips, Royal
Dutch and Unilever) are combined into an equally-weighted internationals
index. All 36 stocks are combined into an equally-weighted overall stock
market index. In addition, we derived weighted indices. For each sector,
we combined the stocks belonging to that sector into a portfolio whose
(monthly total) return exhibits the maximum correlation with the return
on the appropriate CBS sector index over the period 1980:2 - 1992:1. The
portfolio weights are assumed to be constant and used to construct the

§) I thank the ABN-AMRO Bank who generously provided me with these stock
return data. ' -
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time series of returns for the weighted sector indices over the period
1970:1 through 1994:5. Likewise, we derived a weighted internationals
index and a weighted overall market index.

Table 4.1 summarizes the data. A detailed description of the data
can be found in Appendix 4 .A.

Table 4.1: The 8 sector indices and the 36 1individual stocks. Monthly

returns over the period 1970:1 - 1994:5

(293 observations).

EW# and VW# denote equally weighted and derived ('value
weighted’) indices for sector #.

Sector:

Consumer Goods

Capital Goods

Basic Goods

Construction

Transport & Communication
Non-Financial Services?
Trade

Banking & Insurance®

Oil

Internationals
Overall

Indices: our number of stocks:
EW1l VW1 7
EW2 VW2 4
EW3 VW3 5
EW4 VW4 2
EW5 VW5 4
EW6 VW6 3
EW7 VW7 5
EWS8 VW8 5

- ~ 1
EWint VWint 5
EWall VWall 36

*The non-financial services index consists only of publishing companies.
PRBanking & Insurance is a (weighted) combination of the Banking index
and the Insurance index. See Appendix 4 .A.

The course of the 36-stock equally weighted total return index 1is
depicted 1n Figure 4.1. As shown, the logarithm of the level shows a
moderate increase over the period 1970 - 1982. Over the remaining sample
period, the mean return increases. The volatility is measured by the
absolute value of the (iog) returns, averaged over 6 months. For

symmetric

(finite wvariance)

distributions,

a function of the standard deviation.?”

the expected value of this 1is

In our exploratory analyses, we examine the total returns on the equally

weighted (sector and overall)

indices. In this way, we feel that we

eliminate the risk of missing factors that are only relevant for some
subset of stocks and whose influence is washed out on a general market
level. When the set of relevant factors is identified, we will also
present results for the weighted indices and, later, for the individual

stocks.

7). For normally distributed log returns R ~ N(u,0), we have E|R-u| =

c-(2/m)* exact.

Chapter 4



Figure 4.1: The level (in logs) and the volatility of the equally
welghted total return index (EWall). The volatility for
month t 1s measured by the average absolute log return over
[t-3,t+2].
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4 .2.2 Choosing a return definition

Discrete-time portfolio analysis is cast in discretely compounded
returns or ’‘percentage returns’. In empirical work, however, almost
without exception continuous compounded returns or ‘log returns’ are
used. The underlying reason 18 that 1t 1s expected that these returns
provide a better approximation to the normal (or at least a symmetrical)
distribution. The other side of the coin is that the log transformation
of one plus the percentage returns (emanating from the continuous
compounding) deprives the returns of their cross-sectional additivity.
As a result, the portfolio log return is no longer a simple weighted
average of the component securities’ log returns.

The differences between the two return definitions i1is explored in
Appendix 4.B. We find that a linearly weighted average of security log
returns will understate the true portfolio log return and leads to a
serious negative bias in mean returns. The results i1mply that the rash
use of log returns in lieu of percentage returns in portfolio
optimization can lead to erroneous results. However, when relating
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security returns to other variables as 1s done in factor models, we are
interested in the correlation between changes in the logs of the prices
or factor values at one side and percentage changes in these prices or
factors values on the other side, as well as in the correlation between
true portfolio log returns at one side and linearly weighted average
security log returns on the other side. As (by definition) the
correlation coefficient 1is corrected for the different means and
standard deviations of both types of returns, the apparent biases in
means and standard deviations lose thelr relevance. Appendix 4.A
confirms that the correlation between log returns and percentage returns
will be very close to one. So from a correlation point of view, log
returns can be substituted for percentage returns, even in a portfolio
context. For this reason, we wilill use log returns (changes in logs) in
the rest of this chapter.®

4.3 THE RELATIONSHIP BETWEEN COMMON STOCK RETURN

4.3.1 Introduction and summary

Inspired by the analysis of interest rate sensitivities of bonds, a
profound attention is paid in the literature to estimate ‘equity
duration’, as a measure for the (negative of the) sensitivity of common
stock returns to interest rate changes. An appropriately defined equity
duration is the basis for an adequate analysis and possible control of
interest rate risk of stock portfolios. Observing institutional
investors (like pension funds) in many countries extending their bond
portfolios with increasing investments in stocks, incorporating an
equity duration measure into the calculation of portfolio duration would
be a further step towards the effective management of their assets.

In this section, we focus on the question how the empirical relationship
between common stock returns and (nominal) interest rates can be

moulded. In section 4.3.2, we review some empirical work on gauging
equlty duration.

Section 4.3.3 starts our empirical explorations (extending
Hallerbach [1994c]). We use monthly data over the period 1970:1 through
1994:5. We first discuss the interest rate series. Special attention is
devoted to the correction of the interest rate series for the spurious
serlial correlation that arises because part of the series consists of

‘monthly averaged daily rates. '

In section 4.3.4, we estimate interest rate sensitivities of

sector indices. We find that the relevant interest rate information is

) In forming the indices, as described in section 4.2.1 and Appendix

4 A, we used percentage returns. '
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contained’'in the Dutch long rate. The influence of the idiosyncratic US
long rate and the short rates appears to be absent. The sensitivity of
the overall welghted index is about -5.5, with an average explanatory
power of over 10%. The overall period results are supplemented with
analyses of stability and stationarity. We investigate the stability and
stationarity of the relationships. In the more recent period 1979:10 -
1994:5, we find for the overall index a higher sensitivity of -6.5,
accompanied by an explanatory power of 20%.

Section 4.3.5 explores non-linearities. There appears to be a
convexlity effect in that the sensitivities for interest rate decreases
18 larger (in absolute value) than for interest rate increases. A non-
linear model adequately accounts for this convexity, especially over the
sub-period 1979:10 - 1994:5, where the strength of the relationship
between interest rates and stock returns is higher.

Section 4.3.6, finally, confronts empirical duration estimates
and theoretical estimates. The conventional duration of the overall
index 1s about 23. We relate to the theoretical analysis in section
3.5.3, which uncovered two biases in the conventional theoretical
duration estimate. By taking the exogenous growth rate bias into
account, the adjusted duration ranges from about 9 to about 12. This 1s

in line with the empirical estimate of just over 9 (based on yearly
returns) .

4.3.2 Estimating ‘equity duration’: some empirical studies

In empirical studies, several approaches are followed to estimate the
interest rate sensitivity of stocks. Stone [1974], Chance & Lane [1980],
Lynge & Zumwalt [1980] and Chance [1982] establish an indirect
relationship between stock returns and interest rate changes by
regressing security returns on both a stock and a bond index. Leibowitz
[1986] extends this approach to a multi-step procedure in which the
interest rate sensitivity 1s estimated by combining the univariate
(regression) relations between the stocks, a stock market index, a
'representative’ bond market index and changes in 1ts yield to maturity.
For the period 1980-1985, he estimates an implied duration for the S&P-
Index of 2.2. Johnson [1989]), however, shows that this combination of
univariate regressions ralses statistical problems, resulting in a
(downward) bias of the empirical duration estimates.

Aside from these indirect approaches, we have studies 1n which a
direct relation between stock returns and interest rate changes is
estimated. Haugen, Stroyny & Wichern [1978] estimate the interest
elasticity of utility stocks as measured by the arc-elasticity over a
period of two months (1970:12-1971:1). For the utility industry, they
estimated an elasticity of approximately -10. From the estimation
results reported by Joehnk & Petty [1980], we can infer that empirical
interest rate sensitivities of various stocks (ranging from growth
stocks to utilities) vary from approximately -1 to -13. These results




are 1n line with those of Hallerbach [1994c].

4_.3.3 The interest rate series

In the next two sub-sections, we discuss the interest rate wvariables for
the Netherlands and the US and their statistical properties. In section
4.3.3.A, attention is devoted to a technical correction of monthly
averaged interest rate series. In section 4.3.3.B, we 1nvestigate the
nature and relevance of a more economical correction for obtaining
series 0of unexpected interest rate changes.

4.3.3.A The interest rate series for the Netherlands and the US

The Netherlands

The long term interest rate is proxied by the yield to maturity
(redemption yield) of long term Dutch government bonds. From 1970:1
through 1979:12, it is the average yield on the three most recently
issued long government bonds and from 1980:1 to 1994:5 it is the average
yield on the five government bonds with the longest average remaining
maturity. The series is provided partly by the DNB, the Dutch Central
Bank (before 1981) and partly by the CBS, the Central Bureau of
Statistics (from 1981:1 on).

The short term interest rate is proxied by the rate on 3-months
lower government paper and provided by the DNB.

The later parts of both interest rate series consist of ultimo month
rates. From 1970:1 through 1979:12 for the long rate and from 1970:1
through 1974:12 for the short rate, however, the data consist of monthly
averages of dally observations. This averaging introduces a spurious
first order moving average component in the first differences of the
time series. Appendix 4.C deals with this effect and presents a method
to correct for this spurious serial correlation. We used this method to
filter the long and short interest rate over the relevant sub-periods.
Note that this correction cannot add information to the series of
averaged rates, in the sense that ultimo rates would be obtained.
Instead, the filter removes a spurious (first order) predictable
component 1n the series that would otherwise be picked up in the
following stage of separating expected from unexpected rate changes. The
filtering produces a series of ‘quasi-ultimo rates’ which in principle
possess the same time series characteristics as actual ultimo rates.

For consistency with log returns (as indicated in section 4.2.2), we
will use continuous compounded interest rates. Ultimo month t, the long
and short interest rates for the Netherlands are indicated by RNL, and
RNS,, respectively. The changes in the rates over period t are denoted
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as ARNL, and ARNS, .

In order to account for a possible effect of changes in the slope
of the term structure, we used the term spread RNL, - RNS, to construct
the term structure variable:

(4.1) ATSN, = ARNL_, - ARNS,

Given the long and the short rate, the term structure variable adds no
information. For this reason, the long rate can be combined with either
the short rate or the term structure variable. For the sake of
completeness, we will provisionally consider all three interest
variables.

For the Netherlands, the course of the long and short rate is depicted
1n Figure 4.2. The long rate starts at about 8%, raises primo 1978
sharply to almost 12% and then halves in the period to primo 1988. After
increasing to about 9% in primo 1991, the rate starts its decrease to
the level of 6% again. Primo 1994 marks the beginning of an increase.

From about primo 1983, the short rate follows the course of the
long rate. Before that period, however, the short rate behaves very
volatile. The sharp increase during the o0il c¢rigis in 1973-1974 is much
more pronounced than for the long rate. The sharp peak in 1976:8 and
1976:9 (i.e. the rates primo september and october 1976) is due to the
monetary policy of the DNB, supporting the guilder. Also more pronounced
than for the long rate is the sharp increase and decrease over the

period ultimo 1979 to ultimo 1982.

The US

The US long term interest rate is proxied by the yield to maturity of US
Treasury Bonds with a remaining maturity of ten years and over. The US
short term interest rate is proxied by the (annualized) discount rate on
new issues of 3-month Treasury Bills, available from 1972:1 on. Both
series are obtained from the OECD Main Economic Indicators Series.

Like parts of the Dutch interest rate data, the whole series
consist of monthly averages of daily observations. We therefore
corrected both series as indicated in Appendix 4.C. In addition, we
converted the 3-month discount rate to an investment.rate.®

9) For simplicity, a discount rate ignores the compounding of
interest rates and uses a 360-day year. A discount rate DR can be
converted to a ’‘coupon equivalent yield’ or an 'investment rate’ IR

by applying the formula:
IR = 365-DR / (360 - DR-#days)

- where #days indicates the number of days to maturity (here 90) and

where IR and DR are (annualized) perunages (cf. Rose [1986, p.351]).
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Figure 4.2: The level and the volatility of the Dutch 1nterest rates.
The volatility for month t 1s measured by the average
absolute change in the continuous compounded rate over
[t-3,t+2] (x10 for E{|ARNL|} and x2 for E{|ARNS|}).
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Figure 4.3: The level and the volatility of the US interest rates.
The volatility for month t is measured by the average
absolute change in the continuous compounded rate over
[£-3,t+2] (x10 for E{|ARUL|} and x3 for E{|ARUS|}).
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The continuous compounded (corrected) US long and short rates ultimo
month t are indicated by RUL, and RUS_., respectively. The US term spread
TSU., is RUL, - RUS,.. In the following, we will consider the changes 1in
these variables over period t: ARUL,, ARUS_. and ATSU,.

The course of the long and short rate for the US is depicted in Figure
4.3. The level of the US long rate resembles to some degree the course
of its Dutch counterpart. Ultimo 1979, the level of the long rate
sharply increases. Also the volatility peaks during the period ultimo
1979 to ultimo 1982. The incline of the level and the outburst in
volatility during this period is even more clear for the short rate.
Whereas the level of the long rate later declines, the volatility
remalins at a level higher than in the 1970’s.

The graphs of the level and the volatility of the US rates (but
also of the Dutch rates) clearly shows the abrupt change in the US
Federal Reserve’s monetary policy operating procedures. Prior to
1979:10, the monetary policy was oriented towards interest rate
targeting. In 1979:10, operating procedures shifted towards unborrowed
reserve targeting (directed at the supply of bank reserves). In

addition, from 1979:10 through 1982:9, the Fed did not follow a federal
funds rate stabilization procedure.?

4 .3.3_.B Statistical properties of the interest rate series

The correction for spurious autocorrelation as discussed 1n section
4.3.3.A and Appendix 4.C is a purely technical issue. In order to
estimate interest rate sensitivities of stock returns, also a correction
of a more economical nature is appropriate. After all, in a fairly
efficient market, the expectations with respect to interest rate changes
are already incorporated in the market prices. Therefore, we are
interested in decomposing interest rate changes into an expected
component and a surprise component. Note that we are 1n this respect

analyzing changes in the interest rates; modelling the properties of the
interest rate levels is in this case not relevant .

Table 4.3 presents some descriptive statistics for the interest rate
variables. The mean change is approximately zero and, as expected, the
standard deviation of (changes in) the short rates are much higher than
for the .long rates. The Dutch interest rate changes show no auto-
correlation. The US long rate shows significant first and second order
autocorrelation and for the US short rate there appears to be some
second order autocorrelation. Without exception, the squares of the rate
changes exhibit considerable autocorrelation, indicating the presence of

10) See for example Simon [1990].
11) For a detailed analysis of the Dutch term structure of interest
rates, we refer to Schotman [1989, Ch.1].
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rates and spreads (in %) .

Table 4.3: Descriptive statistics of changes in the annualized interest
Sample period 1970:1 - 1994:5.

293 oObservations (262 observations for ARUS and ATSU)

autocorrelation order?®

mean StdDev [ Min, Max ] 1 2 3 archQx* (6)P
ARNL .00 .29 -1.40, 1.53 .062 -~-.068 .085 33.93
ARNS .01 .88 -4 .28, 4.66 .029 . 045 037 60.87
ATSN .01 .19 -4 .33, 3.92 014 042 017 64 .45
ARUL .00 .27 -1.26, 1.26 .136 ~.169 .0623 71.51
ARUS .00 .62 -4 .13, 2.40 .055 -.136 .070 80.51
ATSU .01 .52 -2.44, 3.46 -.047 -.141

.022 62.10

@ Standard deviation of autocorrelations: .058 (.061 for ARUS and ATSU).

b IM-test for ARCH(6) type heteroskedasticity (modified Box-Pierce Q-
statistic, x2(6)), based on autocorrelations of the squares of the
variable (see Harvey [1990, pp.212,223]). All significant at .1%.

autoregressive heteroskedasticity. The characteristics of the term
structure variables are dominated by the characteristics of the short

rates.

For interest rates, it is natural to consider a mean-reverting process:

(4.2) ,A,,,___R__'_t = a + D B...:..t;-l + €,

With E (—e-t ) = 0 ’

where R- denotes any interest rate and where b is the mean-reversion
parameter.*?) The residuals e, are then estimates of the unexpected
components of the interest rate changes. For the US long rate, instead,
the (partial) autocorrelation functions suggest an AR(2) -process. The

estimation results for the Dutch and US interest rate variables are

presented in Panels A of Tables 4.4 and 4.5, respectively. Both the
Dutch and US short rates and term spreads show a strong mean-reversion

12) TIn a more familiar form, we have AR-, = a’ +b [ R-., - R-7 ] for a
mean reverting process, where R-* is the long term average of R-.. This
can be rewritten as AR-. = [ &’ - bR"] + b R:.,, which is (4.2).
Estimating the mean-reversion in the form of (4.2) has the advantage
that changes in the intercept a’ and in the long term average R-* are
separated from changes in the mean-reversion parameter b. In this
way, by introducing dummies for the slope and intercept, the
stationarity of the mean-reversion process over different su
can easily be analyzed. . '

-periods
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effect; the Dutch long rate exhibits a weaker mean-reversion.!?®)’ Changes
of the US long rate are fitted to an AR(2) -process.

As noted in section 4.3.3.A, the changes 1n the US Fed'’s
operating procedures (most notably in 1979:10 but also 1in 1982:10) had
thelr repercussions on the level and volatility of interest rates. For
this reason, we analyzed the stationarity of the estimated relationships
over the sub-periods, suggested by the changes 1n US monetary policy.1%)
For the interest rates, it then appeared that the estimated
relationships heavily depend on the sub-period 1979:10-1982:9.1%) Given
the relatively high volatility of the rates during that period and the
significant autoregressive heteroskedasticity of the residuals
(indicated by the archQ* (6) statistic), we decided to correct for the
autoregressive conditional heteroskedasticity.

The estimation procedure is i1n the same splirit as the autoregressive
standard deviation model, applied by Schwert [1989, pp.1117-1118; 1990,
pp.82-83] and discussed in its general form by Davidian & Carroll

[1987] .18 For each initial time series model (the main regressions), we
estimate an autoregressive process for the absolute values of the
(estimated) residuals:t7)

P
(4.3) |et| = = 60 + Z ej ‘etmjl + U
j=1

The fitted values |e.| - u, of this auxiliary regression are estimates
for the conditional standard deviations of the residuals g,, given the

13) Over the period 1970:1 to 1979:12, the Dutch (corrected) long rate
exhibits an even less pronounced mean reversion effect. Without the
correction of the long term rate over this period (as discussed in
section 4.3.3.A and Appendix 4.C), however, the mean reversion
vanishes. In general, we would not expect a very strong mean-
reversion effect as this would imply that bond returns were
predictable to some extent.

14) We introduced some dummy variables for the sub-periods 1970:1-1979:9,
1979:10-1982:9, and 1982:10-1994:5 1n the time series models. For the
use of dummy wvariables to analyze stationarity (as to perform Chow
tests), see for example Kennedy [1992, p.224].

15) Schotman [1989, pp.115ff] finds that his regression results heavily
depend on the special character of the period 1979:10-1981:12. For
the reason outlined above, we choose the sub-period 1979:10-1982:9.

16) This method is similar to the ARCH-model of Engle [1982]. However,
Davidian & Carroll [1987, p.1088] suggest that a specification in
standard deviations (absolute residuals) is more robust than a
specification in variances (squared residuals). Furthermore,
considering the robustness to possible departures from distributional
assumptions and their relative computational simplicity, Davidian &
Carroll (p.1083) tend to prefer (iterated) weighted regression
methods over maximum likelihood estimation.

17)  The appropriate number of lags p is determined from the
autocorrelation functions of the squared residuals.
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Table 4.4: Estimates of the mean reversion process for the Dutch
interest rate variables. 293 observations.

Panel A: Main regressions for mean reversion:?2 0X, = a + b X, ,

initial corrected

a b R2/DW archQx (6)P a b R2/DW
RNL: .210 - . 027 .013 34.01 127 -.016 . 005
1.91 -1.95 1.84 1.18 -1.13 1.81

. 057 . 052 .000 .252 .260
RNS: .508 - . 075 037 43.58 .196 ~ . 027 .008
3.10 ~-3.33 1.87 1.53 -1.49 1.84

.002 .001 .000 .128 .138
TSN : .115 - 104 .052 43.70 .037 - .067 031
2.19 -3.99 1.87 1.06 ~3.12 1.84

.029 .001 .290 002

.000

Panel B: Auxiliary regressions for autoreqressive standard deviation

(3rd iteration):* |e/| = 6, + ¥ 6, |e,.,l
5 8, 9, 0, 0, 0, O, R
RNL : .120  .024  .123 -.022  .013  .132  .160  .067
4 .26 .40 2.05 -~ .37 212 2.20 2.65 3.20
.000 691  .041  .710  .830  .029  .008  .005
RNS : .216  .105  .303 -.016  .211 _210
3.69 1.78  5.12  -.27  3.58 18.30
.003 .080  .000  .786  .000 .000
TSN : .168 .114  .318 -.075  .104  .067  .128  .223
3.06 1.88  5.21 -1.18  1.63  1.10  2.12 12.76
.002 .062  .000  .240  .104  .274  .035  .000

2 For coefficients: t- and p-values on second and third lines.
F- and p-value on second and third line.

For R2:

b IM-test for ARCH(6) type heteroskedasticity (modified Box-Pierce Q-
statistic, x2(6)), based on the autocorrelations of the squared
residuals (see Harvey (1990, pp.212,223]).

information available before month t. Next, the initial time series
model is re-estimated using weighted least squares, where the residual
conditional standard deviations serve as weights.!®’ Davidian & Carroll
(1987, p.1085] suggest to repeat this process at least twice to obtain
more efficient estimates, so we iterated three times between the
original time series models (eq.(4.2) or the AR(2)-process) and the
autoregressive standard deviation model eq.(4.3). The results of the
auxiliary regressions (last iteration) are in Panels B of the Tables 4.4

18) When daily data were available, within-month standard deviations

could be estimated and used in the weighted least squares esti

cf. French, Schwert & Stambaugh [1987].
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Table 4.5: Estimates of the models for the US interest rate wvariables.
293 observations for dRUL, 262 for dRUS and d4dTSU.

Panel A.1l: Main regression for AR(2) :® AX, = a + bl AX,_ , + b2 AX__,

initial corrected
a bl b2 R2/F/p archQ*(6)® a b1 b2 R2/F/p
ARUL : .003 162 ~-.193 . 055 61.21 .010 .129 -.114 .019
.17 2.81 -3.33 8.39 .82 1.89 -1.61 2.71

. 863 . 005 . 001 .000 .000 .413 . 060 .109 .068

Panel A.2: Main regressions for mean reversion:® AX_Z = a + b X__,

initial corrected

a b R2/DW archQx* (6)P a b R2 /DW
RUS : .258 - .040 .020 99 _74 -.000 -.001 . 000
2.16 -2.29 1.85 -.00 -.08 1.67

.031 .023 .000 .995 .940
TSU: 115 -.068 .033 63.19 .061 -.026 . 008
2.37 -2.96 2.02 1.43 -1.43 1.92

.019 .003 .000 .155 .155

Panel B: Auxiliary regressions for autoregressive standard deviation

(3rd iteration) :* lec] = 8 + X 65 |ecy]
; 0, 8, 0, 0, 9, 0, R
RUL: . 071 .135 .164 .120 . 207 .180
3.91 2.27 2.76 2.00  3.46 15.00
.000 . 024 . 006 .046 . 001 .000
RUS : .060 .239 .305 -.032 - . 054 -141 .218 .402
1.66 3.77 4 .74 -.48 - .81 2.21 3.48 26.51
099 .000 .000 .633 .418 .028 .001 .000
TSU: .068 -150 .292 .013 - .043 127 228 .310
2.04 2 .37 4 .63 .20 - .66 2.02 3.65 17.74
.043 .019 .000 .844 .508 . 045 .000 .000

a,b gee Table 4.4.

and 4.5 and show high significance. Summing the slope coefficients
indicates a volatility persistence of over 40% to 80%.

The results of the iterated weighted least squares estimations
of the main regressions (last iteration) are in Panels A of the Tables
4.4 and 4.5 under the heading ’‘'corrected’ . We observe a decrease 1n the
slope coefficients and (except for the Dutch term spread) a drastic
decline of their significance. On the basis of these results, we
conclude that, except for the Dutch term spread, all of the changes 1n
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the interest rate variables can be considered as unexpected.®

4.3.4 The 1nterest rate sensitivities

This section reports results on estimating interest rate sensitivities
for stocks. Except for the Dutch term spread, we treat the total changes
in the interest rate variables as innovations. In order to eliminate the
etfect of the 1987 stock market crash, we deleted the months 1987:10 and
1987:11 from the sample when estimating interest sensitivities. In our
exploratory analyses, we examine the total returns on the equally

weighted sector and overall indices. This reduces the risk of missing
factors whose influence is more or less sector specific. In a later

stage, we will also present results for the weighted sector indices and
the individual stocks.

From the last section, we are left with four interest rate
variables. Section 4.3.4.A deals with the question whether all of these
variables are important in their effect on stock returns, or whether
there 1s one particular variable whose influence surpasses that of the
other variables. The stability and stationarity of 